Open-Loop Stability and Closed-Loop Gust Alleviation on Flexible Aircraft Including Wake Modeling

Joseba Murua∗, Rafael Palacios†, J. Michael R. Graham‡
Department of Aeronautics, Imperial College, London, SW7 2AZ, United Kingdom

This paper numerically investigates the dynamics of a flexible, lightweight, unmanned aircraft, evaluating its stability boundaries and focusing on the response of the aircraft under atmospheric disturbances. This is achieved by integrating a time-domain 3-D unsteady vortex-lattice aerodynamics method with a geometrically-exact composite beam model encompassing elastic and rigid-body degrees of freedom. The resulting framework is a medium-fidelity tool for the analysis of vehicles that exhibit substantial couplings between their aeroelastic and flight dynamics responses. In its general nonlinear form, the unified model captures the instantaneous shape of the lifting surfaces and the free wake, including large geometrically-nonlinear displacements, in-plane motions, and aerodynamic interference effects. The linearization of the equations leads to a monolithic state-space assembly, ideally suited for stability analysis and control synthesis. The numerical studies illustrate these capabilities, designing linear PID controllers in order to alleviate gust-induced loads and trajectory deviations.

Nomenclature

Symbols

\( A \) aerodynamic influence coefficient matrix
\( \text{AoA} \) angle of attack
\( C \) wake-convection matrix
\( C^B_a \) coordinate transformation matrix, from \( a \) to \( B \)
\( Q \) global column vector of generalized forces
\( \vec{R} \) local position vector along the beam reference line
\( t \) physical time
\( T \) thrust per propeller
\( \vec{v} \) inertial translational velocity of the body-fixed frame, \( a \)
\( w \) column vector of non-circulatory velocities at all collocation points
\( u \) input vector
\( x \) state vector
\( y \) output vector

Greek

\( \Gamma \) circulation strength of a vortex ring
\( \delta \) control-surface deflection
\( \zeta \) coordinates of the aerodynamic lattice
\( \eta \) vector of displacements and rotations at all finite element nodes
\( \Theta \) Euler angles
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Several prototypes are being developed for solar-powered High-Altitude Long-Endurance (HALE) unmanned flight. For these concepts to become commercially feasible, however, a better understanding of the multidisciplinary interactions between aeroelastic and flight dynamics responses is necessary. New analysis tools that incorporate all relevant physics are required, preferably at low computational cost for early concept assessment and design of appropriate controllers. In particular, the resilience of these flexible Unmanned Aerial Vehicles (UAVs) to atmospheric disturbances has proved to be a crucial factor for their practical operation, and they still face a major structural integrity risk in adverse weather conditions.

Encounters with gusts and atmospheric turbulence constitute some of the most critical dynamic-load conditions aircraft can experience, and both the sizing of the structure and the design of Flight Control Systems (FCS) are intimately linked to the response under these load cases. For the certification of large commercial airplanes the airworthiness authorities require clearance of continuous turbulence and tuned discrete-gusts which affect fatigue life of structural members and the maximum stresses they are subject to. The disturbances are evaluated through idealizations, namely a frequency-domain spectral approximation for continuous random turbulence and “1-cos” pulses for discrete gusts. Methods of different fidelity might be employed to represent the aircraft dynamics, but they customarily include gust-penetration effects and model the tail plane. In both continuous and discrete analysis, vertical and lateral disturbances are considered for the relevant mass configurations, flight levels, and Mach numbers. The gust impact on maneuvers might also be accounted for. In all cases, the load alleviation due to the rigid-body motions of the vehicle needs to be considered.

Continuous turbulence is generally analyzed in the frequency domain, assuming isotropy and a statistical
Gaussian probability distribution, where the Power Spectral Density (PSD) is represented by Dryden or von Kármán spectra. The PSD and root-mean-square values of the response are then obtained through the relevant aircraft-dynamics model, which, as based in the frequency domain, needs to be linear. Alternatively, rational approximations to the longitudinal and transverse spectra are also possible, which allow time histories of the turbulence to be obtained, and thus evaluation of the response in the time domain including nonlinearities, such as those of FCS or due to large deformations.

Discrete-gust response is studied in the time domain, and models based on strip theory, for instance, allow nonlinearities to be incorporated. In contrast, the most common approach in industry is based on the Doublet-Lattice Method (DLM), which provides the aerodynamic influence coefficients as a function of the reduced frequency, and is therefore linear. In this case, a state-space time-domain representation is obtained via a rational fraction approximation. Further nonlinearities arise if the flight conditions are in the transonic regime, and in this case one would need to resort to CFD analysis. Regardless of the model used, discrete-gust analysis requires a tuning process in which the critical gust length of the “1-cos” pulse is determined for each set of flight conditions on a set of “Interesting Quantities” (e.g., root bending moment, shear force at engine mounts, etc.).

Large and flexible vehicles are especially vulnerable to atmospheric disturbances, and the response of non-conventional aircraft concepts has been recently addressed by different authors, including flying-wing configurations, blended-wing-body airliners, and flexible HALE platforms. In order to study Very Flexible Aircraft (VFA) and their behavior under gusts and turbulence, models of different fidelity have been considered. Solution of the Navier-Stokes equations for three-dimensional, unsteady flow-fields with large motions of the solid boundaries is still very demanding, and these field methods have therefore found very limited applications so far in aircraft aeroelasticity and flight dynamics with large wing deformations. As a result, lower-fidelity tools have been overwhelmingly favored over the last years, and these works have allowed the critical influence of the large wing deformations on the aircraft dynamics to be identified.

Motivated by the characteristics slenderness of the airframe structures, the most conventional approach has been to use geometrically-nonlinear beam models for the structural dynamics coupled with 2-D strip theory for the aerodynamics. Nevertheless, previous contributions by the authors showed that these formulations might present some shortcomings likely to play a relevant role in the behavior of the vehicle. On the one hand, the traditional corrections on the lift curve to account for wing-tip aerodynamic effects are only valid in small ranges of reduced frequencies. On the other, wake-tail interference effects might affect the open-loop and stability characteristics of these platforms.

HALE aircraft are large vehicles flying at low speeds that are likely to satisfy potential-flow assumptions, hence rendering panel methods excellent candidates for the description of the aerodynamics: without incurring excessive computational costs, they can incorporate 3-D effects, interference and wake modeling. As a drawback, panel methods are not appropriate when the wing enters stalled conditions, to predict drag, or at very low Reynolds number. Neither are they adequate at very high altitudes, potentially within the range of operations of HALE UAVs, due to dominance of rarefied flow effects. Note however that the critical load conditions will occur during climb and descent operations in the lower atmosphere, which is the scope of aeroelastic analysis.

Among unsteady panel methods, the Doublet-Lattice Method is hindered by the fact that its standard form is limited to out-of-plane small-amplitude motions. In turn, the Unsteady Vortex-Lattice Method (UVLM) can provide a powerful alternative in many scenarios, since the general formulation caters for geometrically-nonlinear deflections of the lifting surfaces by imposing the impermeability boundary-condition on the deformed shape, and includes a representation of a free wake. The linearized version of the equations leads to a convenient and efficient state-space form, which could substitute the DLM in virtually any aeroelastic analysis offering the same degree of fidelity. It can be further employed in situations where more complex motions need modeling, including in-plane motions, non-planar wakes, and/or small oscillations around large static deformations.

As a result, the UVLM will be used in this work to address the medium-fidelity modeling and simulation of low-speed flexible UAVs. The aerodynamic model (Section II) is coupled with a Geometrically-Exact Composite Beam description (Section III) for a fully-coupled description of the flexible-aircraft dynamics (Section IV). For the numerical results (Section V) a representative HALE configuration is defined, and the impact of flexibility on its stability characteristics is illustrated first. Then the paper focuses on the open- and closed-loop response of the aircraft under atmospheric disturbances, implementing proportional-integral-derivative (PID) feedback control in the linear model for both load alleviation and trajectory regulation.
II. Unsteady Vortex-Lattice Method

The basics of the Unsteady Vortex-Lattice algorithm are described in excellent detail by Katz and Plotkin. Here, the general nonlinear governing equations are presented in discrete-time state-space fashion, which is found to be more suitable for multidisciplinary integration and aircraft dynamics modeling. The nonlinearities arise due to the enforcement of the boundary conditions on the deformed geometry and the free-wake model. As main focus of the results of this paper, the linearized form of the state-space equations is also subsequently derived by performing small perturbation expansions and assuming a frozen aerodynamic geometry, i.e., flow tangency is enforced on the reference configuration and the wake convects with the free-stream velocity. This formulation follows upon the concepts outlined by Hall.

Figure 1. Unsteady aerodynamics model: lifting-surface and wake discretization using vortex-ring elements.

A. General nonlinear formulation

In the UVLM, rectilinear vortex-ring elementary solutions are distributed over the mean surface, ignoring thickness. The leading segment of the vortex ring lies on the panel’s quarter-chord line, and a collocation point is placed at the three-quarter chord line, which falls at the center of the vortex ring (see Figure 1). As the surface moves along its flight path, a force-free wake is obtained as part of the solution procedure, also represented by vortex rings. By imposing the non-penetration boundary condition at a number of collocation points, a system of algebraic equations is obtained. Thus, at discrete time step $n+1$, the vorticity distribution of the bound vortex elements is determined by

$$A_{cb} \Gamma_b^{n+1} + A_{cw} \Gamma_w^{n+1} + w^{n+1} = 0,$$

where $\Gamma_b$ and $\Gamma_w$ are the column vectors with the circulation strengths in the bound and wake vortex-rings, respectively; $A_{cb} = A_{cb}(\zeta^n+\epsilon)$ and $A_{cw} = A_{cw}(\zeta^n+\epsilon)$ are the wing-wing and wing-wake aerodynamic influence coefficient matrices, computed at the collocation points through the Biot-Savart law, and $\zeta_b$ and $\zeta_w$ are the column vectors with the bound and wake grid coordinates. $w$ in Eq. (1) is the column vector of normal components of all velocities except those induced by bound and wake vorticity, which may encompass deployment of control surfaces, gust induced velocities, wing deformations and rigid-body motions, and will be denoted here as “non-circulatory velocity”. The time at which the different variables are evaluated within the current time step is determined by $t^n+\epsilon = t^n + \epsilon \Delta t$, with $0 \leq \epsilon \leq 1$, and depends on the integration scheme.

At each time step, as the circulation of the wing changes, a new row of vortex rings will be shed into the wake from the trailing edge of each lifting surface. In addition to this, the existing wake may be displaced following the local flow velocity (the free-wake model). This is written as

$$\zeta_w^{n+1} = C_{\zeta b} \zeta_b^{n+1} + C_{\zeta w} \zeta_w^{n} + \int_{t^n}^{t^{n+1}} \mathbf{V}(t) \, dt,$$

where $C_{\zeta b}$ and $C_{\zeta w}$ are very sparse constant convection matrices that update the position of the prescribed wake: $C_{\zeta b}$ closes the newly shed wake panel with the trailing edge of the lifting surface, satisfying the Kutta-Joukowski condition, while $C_{\zeta w}$ preserves the wake of the previous time step unchanged. The column vector
\( V \) in Eq. (2) includes the local induced flow velocities at the grid points of the wake mesh. If a prescribed wake were to be considered, the integral term would be dropped, but for a fully force-free wake it is necessary to retain it and time-integration is required to determine its location. Conventionally, this is done using an explicit one-step Euler method, but in order to improve the accuracy and/or stability of the wake roll-up other higher-order schemes have been also proposed in the literature, such as a two-step Euler and the fourth-order Adams-Bashforth-Moulton.\(^{39}\)

In turn, the propagation equation for the wake circulation can be written in discrete time as

\[
\Gamma_{w}^{n+1} = C_{Tb}\Gamma_{b}^{n} + C_{Tw}\Gamma_{w}^{n},
\]

where \( C_{Tb} \) and \( C_{Tw} \) map the circulation of the previous time step to the current one, and they are very sparse constant matrices which account for Kelvin’s circulation theorem (that enforces the condition for wake shedding at the trailing edge) and Helmholtz’s vortex theorem (in the convection of the wake). As the influence of the wake decreases very rapidly as it is convected away from the lifting surface (due to the Biot-Savart law), the computational burden can be significantly alleviated by neglecting the influence of remote panels (wake truncation). Implementing dissipation models has also been tried,\(^{40,41}\) but in these cases consideration must be given to conservation of circulation issues.

Finally, once the distribution of vorticity has been obtained at each time step, the inviscid aerodynamic loads can be computed. The pressure differential, obtained from the unsteady Bernoulli equation, acts along local velocity. The contribution of the panel to the induced drag can be computed through the approximation for the leading-edge suction,\(^{32}\) and only the contribution to the local lift is kept, i.e., the force normal to the local velocity. The contribution of the panel to the induced drag can be computed through the approximation proposed by Katz and Plotkin.\(^{36}\) As a result, these inviscid loads can be written as

\[
\begin{align*}
L^{n} &= \rho_{\infty}G_{c}\left[(Uc\Lambda_{c} + Us\Lambda_{s})\Gamma_{b}^{n} + \hat{\Gamma}_{b}^{n}\right], \\
D^{n} &= \rho_{\infty}\left[-\hat{U}\Lambda_{c}\Gamma_{b}^{n} + G_{c}\hat{\Gamma}_{b}^{n}\right],
\end{align*}
\]

where \( \Lambda_{c(s)} \) are matrices filled with 1 and \(-1\) in the correct positions in order to account for adjacent panels; matrices \( G_{c(s)} = G_{c(s)}(\zeta_{b}^{n}, \zeta_{b}^{n}) \) are diagonal matrices dependent on the panel geometry and local angle of incidence; \( U_{c(s)} = U_{c(s)}(\Gamma_{w}^{n}, \zeta_{b}^{n}, \zeta_{b}^{n}) \) and \( \hat{U} = \hat{U}(\Gamma_{b}^{n}, \Gamma_{w}^{n}, \zeta_{b}^{n}, \zeta_{w}^{n}) \) are diagonal matrices that store weighted velocities.\(^{43}\)

### B. Linearization assuming a frozen geometry

The above equations correspond to the general formulation of the UVLM, which can account for large deflections of the lifting surfaces in unsteady flow. In many cases, however, it will be useful to look at the linearized form of these equations, when relative deformations are small around an equilibrium condition, for problems such as stability analysis and design of linear control laws. In this context, the equilibrium condition will generally correspond to a trimmed aircraft configuration, which can exhibit large static deformations. This reference configuration represents the initial conditions for impulsive motions, and the mean conditions for periodic oscillations. The linearization of the unsteady aerodynamics, Eqs. (1-4), is carried out in body-fixed axes (as opposed to the usual stability axes in flight dynamics\(^{44}\)), assuming small dynamic excursions around the statically deformed aircraft and therefore a frozen aerodynamic geometry. The latter has two main implications:

- For the aerodynamic grid, \( \zeta_{b} \), the dependencies on position are neglected. However, orientation changes as lifting surfaces deform are actually included, since these are necessary to account for variations in local angle of incidence and static loading, and rotation of control surfaces. This dependency on orientation will be introduced via the derivatives of the follower forces in the structural model presented in Section III. Note also that the dependency on velocities, \( \dot{\zeta}_{b} \), must be catered for.
- Free-wake effects around the reference condition are neglected. This assumption reduces the UVLM to a prescribed-wake method, and under this approximation it is not necessary to keep track of the wake shape after trim as it conforms to free-stream convection alone. Note that the wake is prescribed in this case, but it does not need to be flat, and it will be shed from the deformed lifting surface. Besides, a rolled-up wake can be considered in order to determine equilibrium more accurately (in a steady sense). As the wake is
frozen, there is no need to retain Eq. (2). Besides, $\zeta_w$ will remain constant at the reference configuration and is no longer a state of the system.

Performing a small perturbation Taylor expansions on the general UVLM equations, the linearized (incremental) propagation equations are obtained. These define the descriptor state-space form of the linear UVLM as:

$$
E_A \Delta x_A^{n+1} + F_A \Delta u_A^{n+1} = A_A \Delta x_A^n + B_A \Delta u_A^n,
$$

$$
\Delta y_A^n = C_A \Delta x_A^n + D_A \Delta u_A^n, \quad (5)
$$

where the outputs $y_A$ are the aerodynamic loads, Eq. (4), and the states and inputs that fully define the linearized aerodynamic system are

$$
x_A = \begin{bmatrix} \Gamma_b \\ \Gamma_w \\ \Gamma_b \end{bmatrix}, \quad \text{and} \quad u_A = \begin{bmatrix} \zeta_b \\ \dot{\zeta}_b \end{bmatrix}. \quad (6)
$$

This descriptor form of the equations, with matrix $E_A$ pre-multiplying the updated value on the state variable is the natural expression obtained from the UVLM. The linearized state-space UVLM provides a compact and efficient tool, of comparable fidelity to the DLM, but without some of its restrictions: the wake can be nonplanar, flow tangency is imposed on the statically deformed geometry, and in-plane deformations are captured. Besides, it will be shown in Section IV.C that it enables the incorporation of rigid-body motions and elastic deformations in a unified monolithic framework.

### III. Geometrically-Exact Composite Beam Model

The primary aircraft structures (wing, fuselage, empennage) are modeled as composite curvilinear beams capable of large deflections and global rotations, but under the assumption of small local strains.\textsuperscript{46,47} They undergo three-dimensional displacements and rotations, with cross-sectional properties calculated along the span. Typically those displacements and rotations are the primary variables in the numerical solution of the structural problem,\textsuperscript{48,49} but alternative solutions exists using the strain of the beam elements as primary variables,\textsuperscript{30,50,51} or taking both the local velocities and strains (the \textit{intrinsic} description) as independent degrees of freedom.\textsuperscript{52–54} A comparative study on these different structural models for flexible-aircraft dynamics\textsuperscript{32} showed that even though the intrinsic model is in general numerically more efficient, some of the advantages disappear when run in combination with an aerodynamic model. In those situations, the displacement-based approach might be preferable, since the description is more intuitive, easily linearizable, and naturally incorporates displacement constraints in closed kinematic chains.

As a consequence, nodal displacements, $\vec{R}$, and the Cartesian Rotation Vector (CRV), $\Psi$, are taken as primary degrees of freedom in this work. There are no constraints on the undeformed configuration allowing the beam to be initially curved and twisted. As shown in Figure 2, the vehicle dynamics are described by
a body-fixed frame of reference, $a$, which moves with respect to an inertial frame, $G$, by the translational, $v_a(t)$, and angular, $\omega_a(t)$, velocities of its origin – subscripts are used to indicate the coordinate system in which each vector magnitude is projected. The orientation of the body-fixed frame with respect to the inertial one is given by the coordinate transformation matrix $C^{Ga}(t)$, determined via Euler angles, $\Theta$, and a flat Earth is assumed. The local orientation of the beam cross sections (airfoils) is defined by their local coordinate systems, $B$, in the deformed (or current) configuration.

The equations of motion are obtained from Hamilton’s principle,\textsuperscript{32} for which the potential, $U$, and kinetic, $T$, energy densities per unit length are first computed as

$$ U = \frac{1}{2} \gamma^T \mathbf{S} \gamma,$$

and

$$ T = \frac{1}{2} \nu^T \mathbf{M} \nu. $$

Here, $V_B$ and $\Omega_B$ are the inertial velocities of the local deformed frame, $\gamma$ and $\kappa$ are the beam strains, and $\mathbf{M}$ and $\mathbf{S}$ are the mass and stiffness matrices, respectively, which are obtained through an appropriate cross-sectional analysis methodology.\textsuperscript{55,56} The orientation of cross-sections at each point in the current configuration is described in terms of finite rotations from the body-fixed reference frame, $a$, to the local deformed frame, $B$, using the CRV, $\Psi(s,t)$. The corresponding coordinate transformation matrix will be $C^{Ba}(\Psi)$. Strains and velocities can then be expressed in terms of the independent set of variables, $R_a(s,t)$ and $\Psi(s,t)$.\textsuperscript{46,49} This general description of the beam dynamics is independent of any discretization used. Here, the position and rotation vectors are approximated using finite elements with linear interpolation. If $\eta$ is the column vector of all nodal displacements and rotations, $\eta = \left[ R_a^T \Psi^T \right]^T$, and defining $\nu = \left[ v_a^T \omega_a^T \right]^T$, the equations of motion of the aircraft can be cast into the following discrete form\textsuperscript{32}

$$ M(\eta) \Delta \dot{\eta} + Q_{gyr}(\eta, \dot{\eta}, \nu) + Q_{stiff}(\eta) = Q_{ext}(\eta, \dot{\eta}, \nu, \Theta, u_{FB}), $$

where matrix $M$ is the tangent mass matrix and $Q_{gyr}, Q_{stiff}$ and $Q_{ext}$ are the discrete gyroscopic, stiffness, and external generalized forces, respectively. The input vector $u_{FB} = [u_S^T \mid u_R^T]^T$ includes the dependency of the external loads in the most general form. In particular, for the aeroelastic and flight dynamics analysis, $u_{FB}$ will include control-surface inputs, gusts and aerodynamic states.

The linearized (incremental) form of Eq. (8) around an equilibrium point is given by

$$ M(\eta_e) \frac{\Delta \dot{\eta}}{\Delta \nu} + C \frac{\Delta \ddot{\eta}}{\Delta \nu} + K \frac{\Delta \eta}{0} = \Delta Q_{ext}, $$

where $C$ and $K$ are the tangent damping and stiffness matrices, evaluated at the equilibrium point.

The 2nd order Ordinary Differential Equations that describe the flexible-body dynamics, Eq. (8) for the nonlinear problem and Eq. (9) for the linear one, will be discretized in time using the standard Newmark-$\beta$ method\textsuperscript{37} – other temporal discretizations of the equations of motion have also been suggested, such as the Generalized-$\alpha$.\textsuperscript{30,58} In particular, the linearized equations, Eq. (9), can be wrapped up in implicit state-space form after temporal discretization as\textsuperscript{45}

$$ E_{FB} \frac{\Delta x_S}{\Delta x_R} + F_{FB} \frac{\Delta u_S}{\Delta u_R} = A_{FB} \frac{\Delta x_S}{\Delta x_R} + B_{FB} \frac{\Delta u_S}{\Delta u_R}, $$

$$ \frac{\Delta y_S}{\Delta y_R} = \frac{\Delta x_S}{\Delta x_R}, $$

where $y_S$ and $y_R$ are the output states of the structural and rigid-body equations, respectively, and the states that fully determine the flexible-body dynamics are

$$ x_{FB} = \left[ x_S^T \mid x_R^T \right]^T = \left[ \eta^T \dot{\eta}^T \mid \nu^T \Theta^T \right]^T. $$

It has been assumed that the output is the full deformed state. This will lead to a linear state-space monolithic description of the aeroelastic and flight dynamics coupled problem, as elucidated in Section IV.C.
IV. Flexible-Aircraft Dynamics: Integration of Aeroelasticity and Flight Dynamics

In traditional aircraft dynamics analyses aeroelasticity and flight mechanics are studied as independent blocks stemming from the significant difference in the times scales of elastic and rigid-body modes. However, this procedure is not suitable for moderately-to-highly flexible vehicles, since structural frequencies might overlap with those of flight dynamics. A substantial effort has been recently carried out in order to build unified frameworks that incorporate flexible-multibody dynamics and potential-flow aerodynamics, but these have been usually restricted to two-dimensional aerodynamics or linearized boundary conditions.

Coupling the Unsteady Vortex-Lattice Method (Section II) with a geometrically-nonlinear beam (Section III) overcomes some of the limitations of the above models, and allows fully nonlinear time-marching simulations and linearized monolithic state-space solutions. The mapping between discretizations and different types of integration are presented next.

A. Mapping

As the flexible-body model is based on beams (curves in space) and the aerodynamic lattice is distributed over a lifting surface, a mapping procedure is required between both meshes. This is accomplished here by assuming that the lifting-surface cross-sections remain undeformed, that the finite-element discretization of the beam coincides with the spanwise aerodynamic grid, and that the aerodynamic loads can be approximated as isolated forces acting on the center of the leading segment of each vortex-ring.

Firstly, displacements and rotations of the beam nodes, \( \mathbf{R}_b \) and \( \Psi_b \), and the corresponding rates, \( \dot{\mathbf{R}}_b \) and \( \dot{\Psi}_b \), have to be transformed to deformations and velocities of the grid points of the aerodynamic lattice, \( \zeta_b \) and \( \dot{\zeta}_b \). For the vortex-ring vertices, the transformations of the relative position with respect to the body-fixed frame, \( (\zeta_b)_a \), and inertial velocity expressed in the \( a \) frame, \( (\dot{\zeta}_b)_a \), are given by

\[
(\zeta_b)_a = R_a + C^{ab}_b \zeta_B, \\
(\dot{\zeta}_b)_a = v_a + \ddot{\omega}_a R_a + \dot{R}_a + C^{ab}_b \dot{\Omega}_B \zeta_B,
\]

where \( \xi_B \) is the (constant) distance between a vortex-ring corner point and the relevant node, and \( \Omega_B = T(\Psi) \dot{\Psi} + C^{B_a}(\Psi) \omega_a \) is the local inertial angular velocity, with \( T(\Psi) \) the tangential operator. Positions and velocities of the collocation points are obtained through linear interpolation.

Secondly, the inviscid aerodynamic forces computed in Eq. (4) are converted into forces and moments acting upon the beam nodes. They are expressed in the local aerodynamic frame, \( A \), defined by the instantaneous non-circulatory velocity, and thus need to be transformed to the body-fixed a frame, in order to be consistent with the flexible-beam equations, Eq. (8). Finally, they are lumped into the nodes of the deformed beam, splitting them between adjacent ones. Integration of these nodal values yields the resultant forces and moments on the body-fixed frame. These operations can be summarized as

\[
Q^S_a = \left\{ \begin{array}{c} \tilde{F}_a \\ \bar{M}_a \end{array} \right\} = \chi_{vr-no} \tilde{C}^{ab} F_A, \quad \text{and} \quad Q^R = \chi_{no-bf} Q^S_a,
\]

where \( \tilde{C}^{ab}(\zeta_b, \dot{\zeta}_b) \) is a block diagonal matrix, being each block given by the corresponding coordinate transformation matrix from the local aerodynamic to the body-fixed frame, \( C^{ab} \). In turn, \( \chi_{vr-no} = \chi_{vr-no}(\mathbf{R}_a, \Psi, \zeta_b) \) is a very sparse matrix that lumps the forces acting on the aerodynamic lattice, expressed in \( a \), into forces and moments applied on the beam nodes, and \( \chi_{no-bf} = \chi_{no-bf}(\mathbf{R}_a, \Psi) \) integrates the nodal forces and moments to give the resultant loads at the body-fixed frame.

The linearized form of these fluid/structure mappings for grid and loads is again obtained through small perturbation analysis, under the assumptions outlined in Section II.B. They can be written as

\[
\Delta \mathbf{u}_{AS}^n = p^n_{AS} P_{AS} \Delta \mathbf{y}_S^n, \quad \text{and} \quad \Delta \mathbf{u}_{AR}^n = p^n_{AR} P_{AR} \Delta \mathbf{y}_R^n, \\
\Delta \mathbf{u}_{SA}^n = p^n_{SA} P_{SA} \Delta \mathbf{y}_A^n, \quad \text{and} \quad \Delta \mathbf{u}_{RA}^n = p^n_{RA} P_{RA} \Delta \mathbf{y}_A^n,
\]

where capital \( P \) matrices represent the actual mapping and lower-case \( p \) scalar values depend on the parameters of the Newmark-\( \beta \) and the time step.
B. Nonlinear time marching

The nonlinear flexible-aircraft dynamics equations, given by the aerodynamic and the flexible-body ones, Eqs. (1-4) and (8) respectively, are solved using a partitioned time-marching scheme. Strongly- and weakly-coupled solutions can be implemented, depending on whether a subiteration routine to converge aerodynamics and beam dynamics is included. The strong coupling might offer higher accuracy and better numerical stability properties. However, the weakly-coupled approach is found to work well with the appropriate selection of simulation parameters, and leads to a smaller computational burden.

This fully nonlinear time-marching solution accounts for large geometry changes, both in the structure and in the 3-D aerodynamics, by updating the relevant inertia, gyroscopic and stiffness terms in the structural model, and by forcing the aerodynamic boundary conditions at the instantaneous deformed shape. In addition, the model includes an inviscid representation of the free aircraft-wake. Ad hoc solutions for dynamic stall have also been suggested. This methodology, though necessary for very flexible structures and/or large rigid-body motions, is computationally intensive compared to linear potential-flow solvers, and does not lend itself to an accessible formulation for stability analysis or FCS design. To that goal, the linearized version of the coupled equations for closed-loop problems is presented next, which constitutes the main novelty in this paper.

C. Monolithic integration of linearized equations

The linearized flexible-aircraft dynamics equations are obtained by assembling together the linearized UVLM, Eq. (5), with the linearized flexible-body equations, Eq. (10), and using the linear interface between both models, Eq. (14). The resulting system can be cast into a monolithic discrete-time state-space formulation, which for the homogeneous problem has the form

$$E_{sys} \Delta x^{n+1} = A_{sys} \Delta x^n, \quad (15)$$

where the entries to matrices $E_{sys}$ and $A_{sys}$ depend on the equilibrium conditions, and the state vector that completely determines the linear system is

$$x = \begin{bmatrix} x_A^T & x_S^T & x_R^T \end{bmatrix}^T = \begin{bmatrix} r_b^T & r_w^T & r_b^T & \eta^T & \dot{\eta}^T & \nu^T & \Theta^T \end{bmatrix}^T. \quad (16)$$

A discrete-time generalized eigenvalue problem can be derived from the homogeneous system equation, Eq. (15). This can be solved directly, without pre-computing aerodynamic forces in the frequency domain or projecting on the structural modes, yielding a very powerful formulation for stability boundary prediction. The coupling is monolithic in this case since the interface between aerodynamics and flexible body-dynamics has been determined analytically. The linearization might take place about a highly deformed configuration, and although the wake is frozen, interference-induced unsteady downwash effects are modeled. Note that a geometrically-nonlinear beam model was used to introduce nonlinear static equilibrium conditions, but the analysis could be also based on the linear normal modes of the deformed structure.

On the other hand, the formulation lends itself to time marching, reduced order modeling, and appending gusts and controls. For instance, in the numerical studies (Section V), feedback PID controllers will be introduced for gust alleviation. In this case the homogeneous problem shown in Eq. (15) is augmented as

$$E_{sys} \Delta x^{n+1} = A_{sys} \Delta x^n + B_d \Delta u_d^n + B_c \Delta u_c^n,$$

$$\Delta y^n = C \Delta x^n,$$

$$\Delta u_c^n = K_p e^n + K_i \Delta t \sum_{k=0}^{n} e_k + \frac{K_d}{\Delta t} (e^n - e^{n-1}), \quad (17)$$

where $u_d$ represents exogenous atmospheric disturbances and $u_c$ control inputs. $K_p$, $K_i$, and $K_d$ are, respectively, the matrices with the proportional, integral, and derivative gains of the PID controllers, and $e = r - \Delta y$ is the error column-vector, with $r$ the reference signal. A constant time step $\Delta t$ is assumed. Figure 3 illustrates the assembly of the closed-loop equations

---

aIn control literature $u_d$ and $u_c$ are usually denoted as $w$ and $u$, respectively. The notation followed here has been chosen in order to avoid confusion with $w$ in Eq. (1).
V. Numerical studies

The methods described above have been implemented in a framework for the Simulation of High-Aspect-Ratio Planes (SHARP). SHARP allows running independently the flexible-body dynamics and aerodynamics solvers, as well as the coupled system. Other non-aerodynamic external forces can be included in the analysis, and specifically gravity is always accounted for. Extensive verification of the tools has been carried out and as these results, among others, have been reported elsewhere, they will not be repeated here. In turn, this section will illustrate the capabilities of the novel linearized state-space formulation.

For this purpose, a representative flexible UAV has been defined (Section V.A), and its linear stability characteristics are computed first (Section V.B), in order to expose some of its dynamic features and to guarantee that it is open-loop stable. The paper then focuses on open- and closed-loop response of the aircraft when it encounters atmospheric disturbances. Discrete longitudinal gusts (Section V.C) and non-uniform thermal distributions (Section V.D) are studied, and in both cases PID control is implemented to drive the closed-loop behavior.

A. Definition of test case

The test case used for the numerical results is shown in Figure 4, which has been defined to resemble the latest version of QinetiQ’s Zephyr. The vehicle consists of large aspect ratio flexible wings, a rigid fuselage and a rigid empennage. The main wing encompasses rigidly-linked members, with a 10 deg dihedral angle at both ends. The outboard members also include full-span trailing-edge ailerons of a quarter-chord length.

The horizontal stabilizer and the vertical fin are modeled as lifting surfaces, and they also include quarter-chord-length control surfaces, elevator and rudder, respectively. The fuselage, in turn, is represented by a non-lifting beam, and it is inclined so that the empennage is raised with respect to the main wing. This feature is important in order to guarantee that the wake shed by the main wing does not impinge on the tail at steady level flight or as the aircraft undergoes small-to-moderate gust-induced motions – the UVLM can provide some insight into wake-tail collisions, but this is a scenario to be avoided.

All lifting surfaces are uncambered, untwisted, unswept, and untapered. The aircraft carries a payload of 50 kg at the root of the main wing (the only non-structural mass of the problem, modeled as a point load), and is powered by two massless propellers, which are modeled as point forces rigidly linked to the wing.

The relevant properties of the members are listed in Table 1. The location of elastic axes and centers of gravity has been chosen in order to magnify aeroelastic effects. The mass per unit length of the fuselage is the same as that of the Horizontal Tail Plane (HTP) and Vertical Tail Plane (VTP), and thus the total mass of this aircraft, including payload and structural mass, is 75.4 kg. It is assumed that the aircraft flies at an altitude of 20 km, where the density is $\rho_\infty = 0.0899 \text{ kg/m}^3$.

Throughout the subsequent numerical studies, a non-dimensional time step of $\Delta t^* = V_\infty \Delta t/c = 0.25$ has been used, where $c$ is the characteristic chord length. All lifting surfaces have been discretized using 4
panels/elements chordwise. 32 spanwise panels/elements are used in the main wing, 8 in the HTP, and 4 in the VTP. The fuselage is represented with 10 elements.

![Diagram of the test aircraft geometry](image)

**Figure 4. Undeformed test aircraft geometry:** (a) front view, (b) cross section, (c) top view, and (d) 3-D view of the aircraft showing deployed control surfaces.

**Table 1. Test aircraft properties.**

<table>
<thead>
<tr>
<th></th>
<th>Main wing</th>
<th>HTP</th>
<th>VTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chord</td>
<td>1 m</td>
<td>1 m</td>
<td>1 m</td>
</tr>
<tr>
<td>Span</td>
<td>32 m</td>
<td>5 m</td>
<td>2.5 m</td>
</tr>
<tr>
<td>Elastic axis</td>
<td>50% chord</td>
<td>50% chord</td>
<td>50% chord</td>
</tr>
<tr>
<td>Center of gravity</td>
<td>50% chord</td>
<td>50% chord</td>
<td>50% chord</td>
</tr>
<tr>
<td>Mass per unit length</td>
<td>0.75 kg/m</td>
<td>0.08 kg/m</td>
<td>0.08 kg/m</td>
</tr>
<tr>
<td>Moment of inertia</td>
<td>0.1 kg·m</td>
<td>0.01 kg·m</td>
<td>0.01 kg·m</td>
</tr>
<tr>
<td>Torsional stiffness</td>
<td>2×10^4 N·m²</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>Bending stiffness</td>
<td>4×10^4 N·m²</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>Chordwise bending stiffness</td>
<td>8×10^6 N·m²</td>
<td>∞</td>
<td>∞</td>
</tr>
</tbody>
</table>

**B. Open-loop stability**

As the flexibility of their primary structures increases, aircraft are prone to exhibit unconventional features, such as an overlap of structural and rigid-body frequencies, that is, of its aeroelastic and flight dynamic characteristics. This coupling will be investigated by evaluating the stability boundaries of the configuration introduced above (see Figure 4 and Table 1).

First of all, the aircraft is trimmed for steady level flight (in undisturbed conditions) through three inputs, namely angle of attack, AoA, elevator deflection, δ_e, and thrust per propeller, T – the rest of control surfaces, ailerons and rudder, remain undeployed. The trimming process is a tightly-coupled solution, illustrated in Figure 5. For each iteration on the trim inputs, the nonlinear static equilibrium is determined using the steady Vortex-Lattice Method (VLM) and the static beam solution. This might lead to a highly deformed
configuration. The updated trim inputs at each new iteration are obtained by means of the standard Newton-Raphson method, and using finite differences to compute the Jacobian.

Figure 5. Tightly-coupled aircraft trimming procedure.

Once the trim conditions have been determined, a linear stability analysis is carried out about the corresponding deformed configuration. This is accomplished by solving directly the generalized eigenvalue problem obtained from by Eq. (15).

Table 2 presents the trim inputs and the stability roots. Discrete-time eigenvalues are obtained from the stability analysis, and they have been converted to the more familiar continuous-time counterparts for an easier interpretation – a positive real part of the eigenvalue indicates instability in this case. The results for the rigid aircraft are included for comparison with the fully flexible case. Note that the first few modes of the flexible vehicle will be identified by the names on their rigid-aircraft counterparts, (e.g., phugoid, short period, etc.).

Table 2. Trim and stability characteristics of rigid and flexible versions of the test aircraft. \( V_\infty = 30 \text{ m/s} \).

<table>
<thead>
<tr>
<th>Trim inputs</th>
<th>Eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>AoA [deg]</td>
<td>( \delta_e ) [deg]</td>
</tr>
<tr>
<td>Rigid</td>
<td>5.6</td>
</tr>
<tr>
<td>Flexible</td>
<td>4.9</td>
</tr>
</tbody>
</table>

One might have expected a higher angle of attack to trim the flexible aircraft, since the wings deform and the lift vector is tilted inwards yielding an effective loss of vertical force. However, the twist of the wing grows rapidly with wing flexibility and provides additional lift force, because of the position of the elastic axis at mid chord. Furthermore, as the wing deforms the direction along which the thrust force acts changes significantly. Thus, equilibrium follows from several interactions and the required inputs for trim cannot be easily anticipated.

The dominant eigenvalues obtained from stability analysis, which correspond to the conventional flight-dynamics modes, are presented in Table 2. Note that the stability analysis provides as many eigenvalues as states has the system, and only the most dominant ones have been included. Other flight-dynamics modes, such as the roll subsidence and yaw stiffness, among others, are also an outcome of the analysis but they have been left out because they are very stable.

The role of flexibility is apparent: the real part of the two main oscillatory longitudinal modes, namely phugoid and short period, is roughly halved as the stiffness of the wing is reduced. While the effect is not dramatic and the modes remain stable, flexibility narrows down the margin. Even though the impact is smaller, the oscillatory Dutch roll and the non-oscillatory spiral, both lateral modes, are also modified. As
it can be inferred, the spiral mode is stable in both cases thanks to the outboard dihedral – the spiral mode of the aircraft without dihedral is actually unstable\textsuperscript{70} – but wing deformations add further resilience.

The effect of flexibility is therefore twofold: on the one hand, static deformations contribute to a different stability behavior (for this particular configuration and set of conditions, the wing-tip vertical deflection is 3.22 m with respect to the undeformed aircraft, that is, over 20\% of the wing semi-span, with an inward tip deflection of 0.28 m); on the other, aeroelastic and flight-dynamics modes are coupled, and this is illustrated in Figure 6 where the flexible short-period mode is displayed. This shape has been obtained by plotting the relevant normalized eigenvectors and setting damping to zero. For visualization purposes, elastic deformations are magnified by a factor of ten with respect to the rigid-body motions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Flexible short-period mode with damping set to zero. One cycle, with $T = 6.9$ s: (a) lateral view of the trajectory with snapshots every $\Delta t = T/9$, (b) 3-D view with snapshots every $\Delta t = T/9$, and (c-f) front views with snapshots every $\Delta t = T/4$, clockwise. All dimensions (x,y,z) in meters.}
\end{figure}

Figure 6(a) presents a lateral view of the trajectory followed by the aircraft, which shows the pitching and plunging motions undergone by the aircraft. The wing excursions around the static equilibrium shape can also be perceived. Figures 6(c-f) highlight the deformations of the main wing. As the aircraft pitches up and climbs first, the wings experience a downward flapping-like motion. As the vehicles pitches down and descends, the wing bends upwards, reaching the maximum tip deflections before the cycle is finished. The snapshots of the ascending and descending trajectories at the same altitude indicate the measure of the wing deflections. Figures 6(b) summarizes the above features in a 3-D view. Note that the position of the aircraft is not part of the states of the system, Eq. (16), but it is obtained by integrating body velocities.

The short period involves a change on the incidence angle, and that leads to couplings with the aerodynamic forces as the lift changes, apart from the inertial couplings with the elastic degrees of freedom. This stability mode has also been referred to as body-freedom flutter in the literature.\textsuperscript{71}

To sum up, it has been shown that the aircraft is open-loop stable even for low wing stiffness. The dynamics of the vehicle as it undergoes gust-induced loads will now be investigated.

C. Open-loop response and closed-loop load alleviation for discrete 1-cos longitudinal gusts

As mentioned in the Introduction, HALE UAVs are especially susceptible to atmospheric turbulence and gusts. The synthesis of appropriate controllers is therefore essential to mitigate the detrimental impact on structural integrity and guidance. In this section, the response of the test aircraft defined in Figure 4 and Table 1 is studied under “1-cos” discrete longitudinal gusts.

First of all the open-loop dynamics are investigated. A spanwise-constant gust is assumed and the critical gust length is determined using as metric the root bending moment of the main wing. For this given gust, a PID controller is designed next in order to reduce the loads, using ailerons. Finally, a non-constant spanwise distribution is considered, given by the DARPA gust.\textsuperscript{72} This poses a more severe condition on the root bending moment, as will be shown by the open-loop results, and the previously designed aileron controller will again be employed for load alleviation in closed-loop.
1. Gust tuning

The inclusion of gust disturbances in the standard (nonlinear) UVLM is straightforward, and the implementation of a discrete “1-cos” pulse is described, for instance, by Wang et al.\textsuperscript{20} The gust-induced velocities affect the non-penetration boundary condition at the collocation points, Eq. (1). They also modify the expression for the aerodynamic loads, Eq. (4), through the local aerodynamic velocities, $\zeta_b$. Finally, the gust will propagate into the wake if this is considered fully force-free, hence affecting the local velocities at the wake grid, $V$ in Eq. (2), and changing its shape. Note that the assumption is that the gust profile is not modified by the vehicle.

The linear state-space formulation described in Section IV.C can also incorporate prescribed gust profiles in a straightforward way. The gust-induced velocities affect the linearized non-penetration boundary condition and aerodynamic-load equations. Recall that this linear formulation does not include a force-free wake, which is frozen at the equilibrium conditions.

Stationary, discrete “1-cos” pulses, constant spanwise, are considered first. The gust-induced velocity only has a vertical component. At a penetration length through the disturbance, $x_g(t)$, the gust velocity is given by

$$V_g(t) = \frac{1}{2} V_{g0} \left[ 1 - \cos \left( \frac{2\pi x_g}{L_g} \right) \right], \quad 0 \leq x_g \leq L_g,$$

where $V_{g0}$ is the gust intensity, and $L_g$ its length (gradient). At time step $n$, the column vector with the gust velocities at all collocation points, $V_g^n$, coincides with $\Delta u_d^n$ in Eq. (17), where the relationship between the penetration length and time is given by

$$x_g = V_{\infty} t^n - x_k,$$

and where $x_k$ is the coordinate of the $k^{th}$ collocation point on the body-fixed frame, assuming the origin of this frame is located at the edge of the incident gust at the beginning of the motion.

![Figure 7](image_url)  

**Figure 7.** Variation in the root bending moment of the main wing of the test aircraft undergoing “1-cos” gust disturbances of different lengths in open-loop. Critical gust length is $L_{g,\text{crit}} = 48$ m. $V_{g0} = 0.01 V_{\infty}$ with $V_{\infty} = 30$ m/s.

In order to determine the critical gust length, the root bending moment is computed through the open-loop linear state-space equations. A small gust intensity of $V_{g0} = 0.01 V_{\infty}$ is simulated, so that the results remain linear. Figure 7 presents results for gusts of different lengths. Gust lengths from 10 m to 200 m have been evaluated, in increments of 10 m, and after refining to increments of 1 m, the critical gust length is found to be $L_{g,\text{crit}} = 48$ m, or 48 chord-lengths. The figure presents variations of the root bending moment about the static equilibrium value, $M_{B0} = -1865$ Nm. This value corresponds to the deformed wing of the trimmed vehicle, which exhibits deflections of 20% of the semi-span. The plots illustrate the typical trend.
for a flexible member due to a gust: the wing experiences up-bending motions as the gust velocity increases, and then bends downwards as the gust has been left behind. Note that due to the initial static deformations, a positive (upwards) gust constitutes the most restrictive case.

2. **Load alleviation through PID control**

As a next step, the possibility of alleviating the maximum stresses is explored. This will be achieved via PID control actuating the outboard ailerons of the main wing – the actuation mechanisms are not included in this model. Aerodynamic control surfaces are directly modeled in the nonlinear UVLM by prescribed deflections of trailing edge panels and the corresponding rotation of normal vectors. In the linear case, under the assumption of a frozen aerodynamic geometry, only the rotation of the normal vectors is included, but the relative position between panels remains constant. In addition, whereas the nonlinear version of the equations caters for the velocities incurred by the motions of control surfaces, the linear state-space formulation does not capture them, and is therefore a quasi-steady approximation of the deployment.

The above “1-cos” gust is considered, for the critical length of $L_{g,crit} = 48$ m and with a gust intensity of $V_{g0} = 0.01V_{\infty}$. Using the linearized equations, a PID controller acting on the ailerons located at the dihedral members is designed in order to reduce wing-root bending moments. Figure 8 compares the open- and closed-loop responses. The moments at which the maximum gust velocity hits the main wing, $t_1$, and the empennage, $t_2$, are indicated. All plotted variables correspond to variations about equilibrium conditions, which are non-zero for the root bending moment and the vertical wing-tip deflection.

![Figure 8. Closed-loop load alleviation under a “1-cos” spanwise constant gust of maximum intensity $V_{g0} = 0.01V_{\infty}$, using PID control for the ailerons. Variations in: (a) root bending moment, (b) vertical wing-tip deflection, (c) vertical aircraft velocity, and (d) pitch rate.](image)

There are different approaches to automatically tune the gains of a PID controller, being the Ziegler-Nichols method probably the most popular one. After some trial and error, it has been found that direct proportional gain is good enough, and it has been set to $k_p = 1 \times 10^{-3}$ deg/(Nm). That is, the command for aileron deflection, $\delta_a$, is given by $\delta_a = 1 \times 10^{-3} M_B$.

The benefits of introducing aileron control are manifest. There is a 68% reduction in the maximum variation experienced by the root bending moment, i.e., on the maximum oscillation about the trimmed conditions. The position of the wing tip remains nearly constant, and so does the pitch rate. Hence, interestingly, the aileron deployment also moderates body motions, and even the vertical velocity of the aircraft decreases – note that body-velocities are measured at the root of the main wing. In open-loop, as the gust reaches the front of the aircraft the main wing bends upwards, but the nose is also lifted with respect to the tail, inducing a pitch rate. The ailerons, which are driven to reduce wing strains, reduce the lift of the wing to counteract the gust. Apart from the effect on wing deflections, this also creates a nose-down pitching moment that balances the gust-induced pitch rate.

Other control techniques have also been considered for gust-load alleviation in similar platforms. In these works the root bending moment was reduced by about 10% by implementing robust $\mathcal{H}_\infty$ control. This
proves that the PID controllers used here can bestow a significantly higher impact on the variables to be regulated. However, this has been achieved assuming “1-cos”, spanwise symmetric gusts, which constitutes an idealization of the random atmospheric disturbances found in reality. In these scenarios, robust control provides a more general approach.

In practice, constraints would need to be enforced on maximum control-surface deflections and deployment rates. This is analyzed next for a more restrictive case.

3. Load alleviation on a gust of sinusoidal spanwise distribution

In the context of the Vulture II program, DARPA furnished some guidelines for discrete load criteria. Apart from the uniform “1-cos” pulses already studied, a non-uniform gust of spanwise symmetrical sine-wake shape is proposed. In this case, assuming again a “1-cos” form longitudinally, the gust velocity at a position \((x_g(t), y_g(t))\) within the gust is given by

\[
V_g(t) = -\frac{1}{2}V_{g0} \left[ 1 - \cos \left( \frac{2\pi x_g}{L_g} \right) \right] \cos \left( \frac{2\pi y_g}{\lambda_g} \right), \quad 0 \leq x_g \leq L_g, \quad -\frac{\lambda_g}{2} \leq y_g \leq \frac{\lambda_g}{2},
\]

where \(\lambda_g\) is the spanwise wavelength of the gust. This equation is an extension of Eq. (18), introducing a correcting factor to account for the spanwise location of the point within the gust, given by \(y_g\). In the present implementation, as the spanwise gust distribution is assumed symmetric, \(y_g\) coincides with the spanwise coordinate of the collocation points on the body-fixed frame.

The DARPA report suggests a tuning process for the gust wavelength, adjusting the gust intensity accordingly. In this work, in order to maintain linearity, a small gust intensity of \(V_{g0} = 0.01V_\infty\) is considered again. For a fixed intensity, the most challenging wavelength would be the one that matches the wing span, since it minimizes the alleviation provided by the aircraft plunging motion: as the wing tips bend upwards, an opposite gust velocity of the same magnitude pulls the fuselage nose downwards, hence maximizing bending strains. As a result, for the subsequent results, it has been chosen \(\lambda_g = 32\) m.

Figure 9 compares the open- and closed-loop responses for the test aircraft under this gust. The vertical body-velocity, measured at the wing root, is negative when the aircraft encounters the gust, and the impact of this can be seen in the maximum root bending moment, which is larger (in absolute value) than for the spanwise constant gust (Figure 8). The advantages of introducing aileron deployment are again evident, bringing down the peak values in all metrics.

![Figure 9](image_url)

**Figure 9.** Closed-loop load alleviation under a “1-cos” spanwise sinusoidal gust of maximum intensity \(V_{g0} = 0.01V_\infty\), using PID control for the ailerons. Variations in: (a) root bending moment, (b) wing-tip deflection, (c) vertical velocity, and (d) pitch rate.

The closed-loop results in Figure 9 have been obtained with the same proportional aileron controller used for the spanwise constant gust, that is, with a gain of \(k_p = 1 \times 10^{-3}\) rad/(Nm). In order to assess the feasibility of this controller, Figure 10 presents the commanded actuation, together with the velocities experienced by selected points of the aircraft due to the disturbance.
Figure 10. Gust and control inputs for the closed-loop response under a “1-cos” spanwise sinusoidal gust of maximum intensity $V_{g0} = 0.01V_\infty$: (a) gust velocities at selected locations on the aircraft, (b) commanded aileron deflections, and (c) commanded aileron deployment-rates.

Figure 10(a) plots the gust velocities at the wing tip, at the linkage between the two members the main wing consists of, at the wing root, and at the tail root. The non-uniform spanwise distribution can be observed. The wing-tip panel reaches its maximum velocity slightly later that the root, due to the chordwise deformations.

Figure 10(b) depicts the deflections commanded to the aileron, and Figure 10(c) the deployment rate, which has been obtained from the aileron deflections using a first-order backward differentiation – recall that the linearized model does not account for control-surface velocities. For this small intensity gust, both magnitudes remain fairly small. It is worth pointing out that, as this analysis is linear, an increase in the gust intensity would lead to an linear increase of aileron commands. Hence, even for a substantially stronger gust, say $V_{g0} = 0.1V_\infty$, the maximum aileron deflection would be $\delta_a = -13.5$ deg. However, a higher intensity gust might lead to geometrically nonlinear deformations, large rigid-body motions, or both, which would not be accurately captured by the linear approximation. The saturation threshold of the controller might also be reached in these cases. These effects will be explored in the next section.

D. Open-loop response and closed-loop trajectory control for a non-uniform thermal distribution

To conclude the numerical results of this paper, the non-uniform thermal distribution proposed by Su and Cesnik\textsuperscript{13} will be considered. In that work, a time- and space- dependent gust was assumed, with the vertical velocity component given by

$$V_g(r, \beta, t) = \frac{1}{2} V_{g0} \left[ 1 - \cos \left( \frac{2\pi t}{t_g} \right) \right] \sqrt{(A_E \cos \beta)^2 + (A_N \sin \beta)^2}, \quad (21)$$

with

$$A_E(r) = \sin \left\{ \frac{\pi}{2} \left[ 1 - \left( \frac{r}{r_g} \right)^{n_E} \right] \right\}, \quad 0 \leq r \leq r_g,$$

$$A_N(r) = \sin \left\{ \frac{\pi}{2} \left[ 1 - \left( \frac{r}{r_g} \right)^{n_N} \right] \right\}, \quad 0 \leq r \leq r_g, \quad (22)$$

and where $E$ and $N$ stand for, respectively, East and North. $r$ the distance from a point to the gust center, $\beta$ is the angle of the point/gust-center line with respect to the East direction, and $t$ is the time elapsed since the beginning of the gust, being $t_g$ the gust duration. This is a circular distribution on the plane, with gust radius $r_g$. The maximum velocity occurs at the center point, and it vanishes to zero at the boundaries.
Obviously, a wide range of parameters can be chosen for the gust description. In this work, as in the original reference, \( n_E = 1 \) and \( n_N = 2 \) will be assumed. A gust radius of \( r_g = 20 \) m is considered, and its center is aligned with the wing tip in the forward flight direction. This will create asymmetric loads on the aircraft: whereas the starboard wing will be fully hit by the gust, only the region close to the root of the port wing will see the disturbance. The gust duration is chosen to be \( t_g = 2.5 \frac{V_\infty}{V_0} \), which implies that the maximum temporal gust velocities will be reached when the aircraft has advanced 25 m within the gusts, assuming it was initially located at the boundary of the thermal.

In this test case, the endeavors will focus on guiding the aircraft through the gust as smoothly as possible, without any explicit attempt on reducing strains. To that goal, the main-wing ailerons will provide roll control, the elevator will be employed for pitch regulation, and the rudder will steer the vehicle reducing yawing motions.

Figure 11 compares the open- and closed-loop responses for the thermal distribution given by Eqs. (21-22). The variation in root bending moment of the main wing is displayed, along with variations in aircraft position and Euler angles. It can be observed that the aircraft follows a divergent trajectory in open loop. In contrast, the PID controllers successfully drive the aircraft through the disturbance, significantly reducing the departure from the original flight path and efficiently bringing down to zero the variations in orientation. Recall that, for the port wing, the disturbance only affects the region very close to the root (aircraft center-line), and even here the velocities are very small compared to those experienced by the starboard wing. This creates a rolling moment on the aircraft, which is counteracted by the ailerons in the closed-loop quite efficiently. On the other hand, note that the penalty on the maximum root bending moment by the implementation of these control laws is negligible.

![Figure 11. Closed-loop trajectory control under a non-uniform thermal of maximum intensity \( V_{g0} = 0.01V_\infty \), using PID control for the ailerons, elevator, and rudder. Variations in: (a) root bending moment, (b) aircraft vertical position, (c) aircraft lateral position, (d) roll angle, (e) pitch angle, and (f) yaw angle.](image)

Table 3 presents the chosen gains in order to achieve the results in Figure 11. Ailerons, elevator, and rudder PID controllers respectively actuate upon roll, pitch, and yaw rates. Ailerons on the starboard and port wings receive the same signal but of opposite sign. The absolute value is given for all gains, since the signs depend on the axes convention, which differs across disciplines.

<table>
<thead>
<tr>
<th></th>
<th>( k_p ) [deg/(deg/s)]</th>
<th>( k_i ) [(deg/(deg/s))/s]</th>
<th>( k_d ) [(deg/(deg/s))/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starboard aileron</td>
<td>0.2</td>
<td>15</td>
<td>0.01</td>
</tr>
<tr>
<td>Elevator</td>
<td>3.0</td>
<td>300</td>
<td>0.02</td>
</tr>
<tr>
<td>Rudder</td>
<td>1.0</td>
<td>100</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure 12 shows disturbance and control inputs into the system. Figure 12(a) presents gust velocities at selected locations, which enable the spanwise distribution on the starboard wing to be visualized, along with the longitudinal propagation from wing to empennage – recall that the gust is stationary, and this “propagation” is due to the aircraft forward motion. The gains of Table 3 yield the control-surface commands displayed in Figures 12(b), (c) and (d).

![Figure 12. Gust and control inputs for the closed-loop response under a non-uniform thermal of maximum gust intensity $V_{g0} = 0.01V_\infty$.](image)

For this small intensity gust, $V_{g0} = 0.01V_\infty$, the control-surface deflections presented in Figure 12 are attainable. However, very large gust intensities would most probably lead to controller saturation. Figure 13 compares temporal response and actuation requirements for increasing gust intensities. The variations in tip displacement of the main wing, lateral position of the aircraft (measured at the nose), and aileron commands are plotted for three values of $V_{g0}$. The linearized model has been used.

![Figure 13. Closed-loop response under a non-uniform thermal at various gust intensities: (a) $V_{g0} = 0.01V_\infty$, (b) $V_{g0} = 0.1V_\infty$, and (c) $V_{g0} = 0.5V_\infty$.](image)

The controller performs successfully for the small and medium intensities, but it is obviously not suitable for the large value of $V_{g0} = 0.5V_\infty$. In this case, ailerons and rudder (the latter not included in the figure) reach the saturation limit, which has been defined to be 20 deg control-surface deflection. Even though structural deformations and rigid-body motions remain linear, the controller is not effective and the path
followed by the aircraft deviates from the commanded trajectory. In this situation, the assumption of frozen aerodynamic geometry to linearize the aerodynamic equations might no longer be appropriate, since the relative position between lifting surfaces and wakes changes significantly. In any case, the effective angles of incidence under this gust are very large and will lead to flow separation.

To conclude, the open- and closed-loop aircraft trajectories are compared in Figure 14, for the thermal distribution with $V_{g0} = 0.1V_{\infty}$. Figure 14(a) shows a top view, including the gust region, and Figure 14(b) a 3-D view. The excellent authority of the PID controllers can be clearly appreciated. Whereas the open-loop path presents a large departure, the closed-loop response closely follows the intended flight trajectory. Besides, the dynamics remain linear with small elastic deformations, rigid-body motions, and control signals, rendering valid the linear approximation. Thus the controller accomplishes what it was designed for, and proves the capabilities of the approach for this relatively strong gust.

![Figure 14](image.png)

**Figure 14.** Open- and closed-loop aircraft trajectories for $V_{g0} = 0.1V_{\infty}$, with snapshots every $V_{\infty}\Delta t/r_g = 1.5$: (a) top view indicating gust region, and (b) 3-D view.

### VI. Conclusions

A multidisciplinary, medium-fidelity model has been presented for the simulation of the dynamics of low-speed flexible aircraft, and its capabilities have been illustrated by analyzing open-loop stability and closed-loop gust alleviation on a representative HALE platform. In order to accomplish this, the aerodynamics are described by the Unsteady Vortex-Lattice Method, which is coupled with a Geometrically-Exact Composite Beam model that encompasses elastic and rigid-body degrees of freedom. The flexible-body equations are discretized using a Newmark-$\beta$ method, and the mapping is carried out assuming that airfoils (wing cross-sections) remain rigid.

In its general nonlinear form, the framework can capture the instantaneous shape of the lifting surfaces and the free wake, including large geometrically-nonlinear deflections, in-plane motions, and 3-D aerodynamics interference effects. In turn, the linearization of the equations leads to a seamlessly integrated discrete-time state-space system. This is achieved by performing small perturbation analyses about an equilibrium configuration, which can exhibit large static deformations, and assuming a frozen aerodynamic geometry. The resulting monolithic assembly offers increased fidelity compared to traditional tools in aircraft aeroelasticity and flight dynamics, such as strip theory or the Doublet-Lattice Method, and provides a powerful and computationally-efficient tool: for stability analysis, through a direct eigenvalue problem; and for open- and closed-loop dynamic response, by expanding the homogeneous problem to account for exogenous disturbances and control inputs.

The numerical results have exploited some of the capabilities of this linearized model. First of all, a linear stability analysis has been performed on a flexible aerial platform, exposing the coupled aeroelastic
and flight-dynamic features of the vehicle. It has been shown that, for this particular aircraft, the effect of flexibility is visible but not dramatic.

Next, the paper has delved into gust response, addressing both load alleviation and trajectory regulation using PID control. Various types of discrete models of atmospheric disturbances have been considered, including longitudinal symmetric gusts and asymmetric thermal distributions. For the test case analyzed, simple PID has been shown to perform well in all cases, substantially bringing down bending strains (over two-thirds reduction!) and providing the necessary guidance authority.

Exogenous disturbances have been represented by discrete, deterministic models. Therefore, the benefits furnished by the closed-loop controllers can only be seen as indicative of what could be achieved for these idealized disturbances. Atmospheric turbulence and gusts are stochastic phenomena, and robust control synthesis should be investigated next, whereby random distributions are catered for. The linear monolithic framework presented in this paper is ideally suited for the implementation of these techniques, as well as for the straightforward generation of the reduced order models that might be required as a previous step. In addition, this formulation is expected to constitute a fast and valuable tool to address multidisciplinary optimization and uncertainty modeling in low-speed vehicle design.
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