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Hybridizable compatible finite element discretizations for numerical weather prediction: implementation and analysis

by Thomas H. Gibsone

There is a current explosion of interest in new numerical methods for atmospheric modeling. A driving force behind this is the need to be able to simulate, with high efficiency, large-scale geophysical flows on increasingly more parallel computer systems. Many current operational models, including that of the UK Met Office, depend on orthogonal meshes, such as the latitude–longitude grid. This facilitates the development of finite difference discretizations with favorable numerical properties. However, such methods suffer from the “pole problem,” which prohibits the model to make efficient use of a large number of computing processors due to excessive concentration of grid-points at the poles.

Recently developed finite element discretizations, known as “compatible” finite elements, avoid this issue while maintaining the key numerical properties essential for accurate geophysical simulations. Moreover, these properties can be obtained on arbitrary, non-orthogonal meshes. However, the efficient solution of the resulting discrete systems depend on transforming the mixed velocity-pressure (or velocity-pressure-buoyancy) system into an elliptic problem for the pressure. This is not so straightforward within the compatible finite element framework due to inter-element coupling.

This thesis supports the proposition that systems arising from compatible finite element discretizations can be solved efficiently using a technique known as “hybridization.” Hybridization removes inter-element coupling while maintaining the desired numerical properties. This permits the construction of sparse, elliptic problems, for which fast solver algorithms are known, using localized algebra. We first introduce the technique for compatible finite element discretizations of simplified atmospheric models. We then develop a general software abstraction for the rapid implementation and composition of hybridization methods, with an emphasis on preconditioning. Finally, we extend the technique for a new compatible method for the full, compressible atmospheric equations used in operational models.
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1 Introduction

Computational science and engineering has emerged as a powerful tool for scientific inquiry, industrial manufacturing, and predictive technologies. Often referred to as “the third pillar” of the scientific method, the use of computer simulations of complex physical systems has accelerated our understanding of natural phenomena which would otherwise be impossible to directly reproduce in a laboratory setting. Such examples include large-scale geophysical flows (atmosphere and ocean circulation) and the rheology of the Earth’s interior (mantle convection). A driving force behind the advancement in both computational power and robust numerical methods is the need to efficiently simulate systems which contain a vast range of dynamics, from the smallest scales (atomic and molecular) to the continuum level (solid-bodies and fluids). What many of these physical systems share is their representation as a system of tightly-coupled partial differential equations, derived from constitutive relations and physical laws (conservation of mass, momentum, and energy).

For weather and climate in particular, the benefits of improving our existing computational models translates across many facets of scientific research, governmental policy development, and the private sector. Having more accurate forecasts and climate projections in a timely-manner leads to a better understanding of the future-state of our own planet; leaders in government can make informed policy decisions driven by scientific-understanding; and business users from both insurers and the energy-sector can quantify risks associated with natural disasters driven by weather and climate.

Interest in simulating large-scale atmospheric dynamics on next-generation supercomputers has galvanized a massive effort around the globe to design new numerical methods capable of producing more accurate forecasts under strict operational time constraints. More accurate simulations (meaning more grid-points or degrees of freedom) directly implies the use of more computational power in order to meet scientific and industrial demands. For high-resolution (high-detail) models to be run in the same wall-clock time (execution time on a computer) or less, the numerics must be able to make efficient use of increasingly more parallel supercomputers. This is due to the fact that recent trends in modern super-computing systems opt for an increase in on-chip parallelism rather than processor speed. In other words, processing power is obtained by increasing parallel efficiency.

The previous generation of numerics depends on structured, orthogonal meshes (latitude-longitude) which suffer from the “pole problem”: as model resolution is increased the resolution converges to a singularity at one or more special points on the grid. This leads to a breakdown of parallel scalability as a result of increased processor communication at the poles. The current dynamical core of the UK Met Office, ENDGame (Wood et al., 2014; Thuburn, 2016), has managed to extend its scalability on latitude-longitude grids by changing how variables are stored at the poles. However, this is not sustainable in the long-term. Recognizing this, the Met
Office/NERC/STFC UK dynamical core project, codenamed “Gung-Ho,” was established. The project was tasked with finding suitable numerical discretizations that can be used on pseudo-uniform grids (avoiding the pole problem entirely) while maintaining the desired numerical properties of ENDGame that made it one of the most accurate numerical models in the world.

This effort has resulted in adopting the framework of “compatible” finite element methods (Cotter and Shipton, 2012; Cotter and Thuburn, 2014; Natale, Shipton, and Cotter, 2016; Shipton, Gibson, and Cotter, 2018). These special variations of traditional mixed finite element methods are grounded in a deep and rigorous mathematical framework which generalizes the numerics of ENDGame to more general, pseudo-uniform computational grids. The resulting new dynamical core in development, known as “LFRic” (in honor of Lewis Fry Richardson), is the culmination of extensive research through the Gung-Ho project and the application of compatible finite elements to large-scale geophysical systems (Adams et al., 2019). With this in mind, compatible finite element shows great promise.

Strong scalability (decrease in execution time per time-step as the number of processors increases for a fixed-size problem) is promising. However, the overall time-to-solution needs to be reduced dramatically to meet the operational constraints. At each time-step, a mixed saddle-point system coupling the prognostic variables (wind speed, density, temperature, and pressure) must be solved. For staggered finite difference methods employed by the UK Met Office model ENDGame, the saddle-point system is avoided by performing point-wise eliminations to arrive at an elliptic pressure-correction equation for which efficient methods are known (Müller and Scheichl, 2014). This is a challenge within finite element discretizations, as the saddle-point system cannot be decoupled in this manner and requires computationally expensive numerical algorithms to solve. This ultimately forms the computational bottleneck of the new dynamical core. Despite the elegant mathematics of compatible finite elements, the search for better solution algorithms for the complex discrete systems arising from such methods is far from over.

Fortunately, the problem of solving discrete systems arising from complex physical processes is nothing new. Engineers have been working on this problem for decades, long before finite element methods became popular for computational fluid dynamics. During the inception of the finite element method, previously known as the “framework method,” (Hrennikoff, 1941) it was a numerical process for relating stress and strain from constitutive laws in continuum mechanics and structural engineering. The realization made by Courant (1943) brought the modern notion of a “mesh”: a collection or cells or “elements” in which PDEs can be discretized over.

Throughout the 1950s and 1960s, the modern interpretation of the “finite element method” was realized due to the contributions of Argyris (1955), Clough (1960), and Zienkiewicz and Cheung (1965). As computers advanced, interest in more efficient computational methods became more of a priority. This lead to the co-developments of Guyan (1965) and Irons (1965), where they realized that certain discrete systems arising from finite element discretizations can be algebraically manipulated to produce condensed systems. This procedure is now known as static condensation: the process of eliminating unknowns to produce a smaller global linear system.

De Veubeke (1965) proposed the first application of static condensation to a mixed system derived from an elasticity model. Due to the strong coupling between unknowns, he introduced Lagrange multipliers on cell interfaces which imposed the
coupling conditions independently. This de-coupled the original unknowns, allowing for the static condensation of all but the variables lying on cell boundaries. Considered an “implementation trick” at the time, the method was rediscovered by Arnold and Brezzi (1985) for the mixed formulation of elliptic equations. They showed that the solutions of the “hybrid” formulation with the Lagrange multipliers coincides with the solutions of the original mixed problem. This reformulation became what is known today as hybridization. Rigorized further by Cockburn and Gopalakrishnan (2004) and Cockburn, Gopalakrishnan, and Lazarov (2009), the hybridization technique can permit the transformation of indefinite saddle-point systems into condensed elliptic equations on cell boundaries. The eliminated unknowns can then be recovered by solving small linear systems in each mesh cell.

In this dissertation, we investigate the application of hybridization techniques to the compatible finite element discretizations of geophysical models. While we apply many of the same arguments and methods to derive hybridizable formulations, we explore the use of hybridization as a method of preconditioning mixed equations, an alternative to standard solution methods for saddle-point systems like the Schur-complement approach (Benzi, Golub, and Liesen, 2005). Ultimately, we aim to develop a new hybridization method for the systems which appear in semi-implicit linearizations of the compressible atmospheric equations.

1.1 Thesis statement

The hybridization of compatible finite element discretizations provides a promising mechanism for the efficient solution of the saddle-point systems arising from atmospheric models.

1.2 Technical contributions

The novel technical contributions presented in this dissertation includes:

- Analysis of the discrete system arising from the hybridization of a simplified geophysical model: the linear rotating shallow water system. A characterization theorem for the solution of the hybridizable mixed finite element method is presented which reveals important properties of the discrete operator arising from static condensation. The analysis mirrors standard arguments from Cockburn and Gopalakrishnan (2004) and Cockburn, Gopalakrishnan, and Lazarov (2009), which has previously been applied to simplified elliptic systems.

- Two new hybridizable methods: one for the discretization of the hydrostatic pressure equation, and another for a linear compressible model.

- A domain-specific language, known as “Slate,” for the symbolic representation of dense linear algebra on the element-wise systems appearing from finite element discretizations.

- A domain-specific compiler for the Slate language which translates the symbolic linear algebra operations into compiled C++ code.

- Implementations of preconditioners utilizing the Python-interface to PETSc (Balay et al., 1997): petsc4py (Dalcin et al., 2011). These preconditioners use
the Slate language and its compiler to automate the hybridization and static condensation of suitable finite element discretizations.

- Lastly, a new hybridization technique is presented for the linearized systems appearing in semi-implicit discretizations of the compressible atmospheric using compatible finite elements.

### 1.3 Dissertation outline

This dissertation is structured as follows.

- **Chapter 2** provides a range of background material for the topics covered in subsequent chapters. This includes the following:
  - An overview of geophysical fluid dynamics relevant for the atmospheric dynamical core research. This will be presented as a hierarchy of models of varying complexity, starting from the full compressible atmosphere model (rotating Euler equations) down to a simplified two-dimensional shallow water system.
  - A summary of desirable numerical properties for atmospheric dynamical cores is presented to further motivate the use of “compatible” methods.
  - Background on the finite element method. Specifically, various element families are defined which are particularly relevant for the compatible finite element framework.
  - We end by summarizing compatible finite element discretizations for two- and three-dimensional systems. Moreover, we discuss the construction of tensor-product finite element systems, which exploits the structure of standard atmospheric meshes.

- **Chapter 3**, we introduce the hybridization technique for simplified atmospheric models, starting with the shallow water system. Analysis is provided for the hybridizable formulation which characterizes both the derivation and construction of the “hybridized” system. We also introduce the reader to a quasi-Newton/Picard method for solving the nonlinear shallow water system and how hybridization fits within that. We then apply the method to standard test cases on the sphere. The chapter concludes by providing two new hybridizable formulations of the hydrostatic pressure equation and a simplified three-dimensional gravity wave system.

- **Chapter 4** centers around the Firedrake Project (www.firedrakeproject.org), an automatic code-generation library for finite element methods. We present an original contribution in the form of software, which enables the rapid implementation of hybridization and static condensation solvers. This is accomplished through the use of domain-specific abstractions and compilers for automatic code-generation. We further argue that the hybridization of mixed methods (and static condensation in general) can be interpreted as preconditioners for solving certain linear systems. Preconditioner interfaces composing with the PETSc solver library (Balay et al., 2016) are detailed as well. Numerical examples are provided demonstrating composability, correctness, and performance.
• In Chapter 5, we apply the methods of previous chapters to derive a new hybridization method for the quasi-Newton/Picard linearization of the Euler equations. We introduce Gusto (www.firedrakeproject.org/gusto/), a compatible finite element dynamical core built on top of Firedrake, and summarize how the hybridization method is used within a finite element dynamical core. Standard test cases for atmospheric dynamical cores are presented for model verification. We then conclude with remarks on iterative solvers for the resulting multiplier system and provide a three-dimensional test.

• Chapter 6 will summarize our results and discuss open questions and avenues for future research.

1.4 Dissemination

The work that will be presented in this dissertation has already been disseminated through journal publications, preprints, conference presentations, seminar talks, external collaboration (UK MET Office), a monograph with Springer-Verlag, and as an implementation in open-source software through the Firedrake Project (Rathgeber et al., 2017). Here, we summarize the various works that contribute to content of this dissertation.

Two scientific papers (one published and one in-review) contribute to core content in the dissertation:

• Shipton, Gibson, Cotter (2018), Higher-order compatible finite element schemes for the nonlinear rotating shallow water equations on the sphere (Shipton, Gibson, and Cotter, 2018).

• Gibson, Mitchell, Ham, Cotter (2019), Slate: extending Firedrake’s domain-specific abstraction to hybridized solvers for geoscience and beyond (Gibson et al., 2019b).

The monograph, accepted for publication in the 2019 Springerbrief series in the Mathematics of Planet Earth, is the culmination of several contributions based on the research conducted in this dissertation:

• Gibson, McRae, Cotter, Mitchell, Ham (2019), Compatible finite element methods for geophysical flows: automation and implementation using Firedrake (Gibson et al., 2019a).

This Springerbrief is a pedagogical overview of simulating geophysical flows. The book introduces concepts and key results for building compatible finite element discretizations of geophysical flow equations. An extensive portion of the book is designed to demonstrate how to use Firedrake to design, build, and execute geophysical models. Discussions on building efficient solvers and utilizing hybridization is also included. Therefore, some of its content will provide some background and examples for this dissertation.
2 Preliminaries

2.1 Hierarchy of geophysical models

The first computer weather forecast on the ENIAC (one of the world’s first digital computers) by Charney, von Neumann and co-workers solved a single-layer quasi-geostrophic model (Lynch, 2008). Subsequently, as computer power increased, it became possible to move up the hierarchy, making fewer model approximations in more numerically intensive calculations. Numerical weather predictions were made with multilayer shallow water models, hydrostatic compressible Euler models, and finally the non-hydrostatic compressible Euler models which represent the state of the art today (Kalnay, 2002; Bauer, Thorpe, and Brunet, 2015; Staniforth and Wood, 2008). Model hierarchies are also very useful in the development of numerical models. One can move down the hierarchy to isolate specific aspects of the model to examine their numerical treatment in a less computationally intensive setting, and then move back up to use this insight. In the development of atmospheric dynamical cores, it is very standard to start with the shallow water equations to focus on horizontal discretisation aspects before moving up the hierarchy.

The hierarchy of models we will build up in this chapter is shown in Figure 2.1. This is just one choice of hierarchy, since for example one can apply the hydrostatic approximation directly to the compressible Euler equations without making Boussinesq/anelastic approximations. Similarly, we do not consider quasi-geostrophic models which are valid for rapidly rotating systems; these approximations can be made at any step of our hierarchy.

2.1.1 The compressible Euler system

We start by presenting the compressible Euler equations, which have the fewest approximations within our hierarchy. Before we present the full equations of motion, we introduce the notion of a material derivative. That is, the time rate of change of some field following the motion of a fluid.

Given some velocity field \( u \), we denote the material derivative by \( \frac{d}{dt} \). For a field \( F \), \( \frac{dF}{dt} \) is given by the instantaneous time rate of change of \( F \), plus a contribution from the spatial variation of \( F \) as a result of being moved by \( u \),

\[
\frac{dF}{dt} := \frac{\partial F}{\partial t} + (u \cdot \nabla) F.
\] (2.1)

If the material derivative is zero, then the field is materially conserved following the motion of the fluid.

\(^1\)The quasi-geostrophic model is an approximation that filters out acoustic and internal gravity waves, hence allowing a larger time-step. This made the computations feasible on the ENIAC.
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**Governing equations:**
Full, three-dimensional compressible Euler system.

**Boussinesq/anelastic:**
Assumption: small variations in density.
Impact: no acoustic waves.

**Hydrostatic:**
Assumption: fluid is in a thin layer.
Impact: No vertical acceleration term, vertical velocity becomes diagnostic from the continuity equation.

**Shallow water system**
Assumption: columnar motion (horizontal velocity is independent of height).
Impact: equations become two-dimensional, prognostic variables are horizontal velocity and layer height.

**Figure 2.1:** A hierarchy of models illustrating a successive application of various approximations to yield simplified models.

For global atmospheric models, the choice of domain is typically a spherical annulus in $\mathbb{R}^3$ with radius $R = 6,371$ km and a uniform height ranging between $70 - 100$ km. For regional or vertical slice simulations, the equations are defined in a Cartesian box. We assume that the air is dry (no moisture), inviscid (no viscous forces), and adiabatic (no sources or diffusion of temperature). The governing equations for a dry, inviscid, adiabatic, compressible fluid in a rotating reference frame with angular velocity $\Omega$ may be written in the form

\[
\frac{du}{dt} + 2\Omega \times u = -\frac{1}{\rho} \nabla p - \nabla \Phi, \quad (2.2)
\]

\[
\frac{d\rho}{dt} + \nabla \cdot (\rho u) = 0, \quad (2.3)
\]

\[
\frac{d\theta}{dt} = 0, \quad (2.4)
\]

\[
p = P(\rho, T), \quad (2.5)
\]

where $u = (u, v, w)$ is the fluid velocity, $\rho$ is the fluid density, $p$ is the pressure, and $\Phi$ is the geopotential comprising the gravitational and centrifugal potentials (often neglected as it is small compared to the gravitational potential). For our purposes, we will only consider the case for a geopotential of the form $\Phi = gz$, where $g$ is the acceleration due to gravity. We use the potential temperature $\theta$, defined as the temperature an air parcel would attain if moved adiabatically to a reference pressure.
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$p_R$. The ideal gas laws allow us to compute this explicitly:

\[ \frac{T}{p^\kappa} = \frac{\theta}{p^\kappa_R} \implies \theta = T \left( \frac{p_R}{p} \right)^\kappa, \]  

(2.6)

where $p_R$ is a chosen reference pressure, and $\kappa = R/c_p$ is the ratio of the gas constant $R$ and the specific heat at constant pressure $c_p$. The pay-off for this rather complicated formulation is that the potential temperature is constant along Lagrangian trajectories in the absence of diabatic processes.

Equation (2.5) closes the system of equations by relating pressure to the other thermodynamic variables. In the case of the atmosphere, the equation of state for an ideal gas is typically used, i.e.,

\[ P(\rho, T) = \rho RT. \]  

(2.7)

It is fairly common to use an alternative formulation of the pressure gradient term

\[ \frac{1}{\rho} \nabla p = c_p \theta \nabla \Pi, \]  

(2.8)

where $\Pi$ is the Exner pressure given by the equation of state

\[ \Pi = \left( \frac{R \rho \theta}{p_r} \right)^\frac{1}{1-\kappa}. \]  

(2.9)

One of the reasons for making this change is that it is then fairly simple to incorporate the thermodynamic effects of moisture into the pressure gradient term. The situation is more complicated in the case of the ocean, where the equation of state additionally depends on salinity. In this dissertation, we shall concentrate on the dry adiabatic case, but the techniques developed here are directly extensible to model the moist atmosphere.

These equations also need boundary conditions. As is the case for atmospheric dynamical cores, we shall mostly restrict ourselves to slip boundary conditions $u \cdot n = 0$ where $n$ is the vector normal to the boundary. These are typically imposed on the upper and lower boundaries (top/bottom surfaces of the spherical annulus or Cartesian box). Another important boundary condition is the free surface boundary condition, $p = p_A$ (where $p_A$ is an external reference pressure). In this case, the boundary surface must move with the velocity $u$ at the boundary.

We note for later that (2.3) is an expression of local mass conservation; integration over a control volume $V$ leads to

\[ \frac{d}{dt} \int_V \rho \, dx + \int_{\partial V} u \cdot n \, dS = 0, \]  

(2.10)

where $\frac{d}{dt}$ is the usual time derivative (not to be confused with the material derivative $\frac{d}{dt}$) and $n$ is the outward pointing unit normal vector to the boundary $\partial V$ of $V$. This shows that the rate of change of total mass in $V$ is balanced by fluxes through the boundary $\partial V$. 

At this point, it is worth discussing various approximations to the Coriolis term $2\Omega \times u$. For a model on the sphere, $\Omega$ is aligned with the polar axis and has the form

$$\Omega = (0, \Omega \cos \phi, \Omega \sin \phi), \quad (2.11)$$

where $\Omega \approx 7.2921 \times 10^{-5}$ rad/s is the angular rotation rate of the Earth, and $\phi$ is the latitude. A common approximation is the traditional approximation, under which the vertical part of this force is neglected (since it is small compared to the gravitational force). For a coordinate system whose origin is at the center of the sphere, we write $\hat{r} = x/|x|$ for the unit vector pointing away from the origin. Then the traditional approximation replaces the Coriolis term with

$$2\Omega \times u \approx f \hat{r} \times u, \quad (2.12)$$

where $f = 2\Omega \sin \phi$. Under this approximation, the Coriolis term vanishes at the equator and is maximal at the poles. We call $f$ the Coriolis parameter.

For both mathematical simplicity and in the study of various models, a patch of the planetary surface can further be approximated by a Cartesian plane that is tangent at some longitude and latitude, $\lambda_0$ and $\phi_0$ respectively. The motion can then be expressed in local $(x, y, z)$ coordinates centered at $\lambda_0$ and $\phi_0$, using the relation (see Vallis (2017, §2.3)):

$$(x, y, z) \approx (R(\lambda - \lambda_0) \cos \phi, R(\phi - \phi_0), z), \quad (2.13)$$

where $R$ is the planet radius. We consider two common treatments of the Coriolis parameter here.

1. **$f$-plane approximation**: $f = f_0 = 2\Omega \sin \phi_0$ is taken to be constant-valued at a given latitude $\phi_0$. This approximation is used frequently in the case of highly idealized flows. A notable consequence is that Rossby waves, which depend on variations in $f$, do not occur in models using this approximation.

2. **$\beta$-plane approximation**: Since $f$ depends on variations in latitude, an $f$-plane approximation may not be appropriate when considering flows over large length scales. The $\beta$-plane approximation improves on this by considering linear variations via a Taylor expansion around a given latitude $\phi_0$:

$$f = 2\Omega \sin \phi = 2\Omega \sin \phi_0 + 2\Omega (\phi - \phi_0) \cos \phi_0 + \cdots \approx f_0 + \beta y, \quad (2.14)$$

where $f_0$ is the Coriolis parameter at $\phi_0$, $y = R(\phi - \phi_0)$ is the distance in the meridional (north-south directions) from $\phi_0$, and $\beta = \frac{2\Omega \cos \phi_0}{R} = \frac{df}{dy}|_{\phi_0}$ is the Rossby parameter.

Under the $f$- or $\beta$-plane approximations, the momentum equation (2.2) becomes

$$\frac{du}{dt} - fv = -\frac{1}{\rho} \frac{\partial p}{\partial x}, \quad (2.15)$$

$$\frac{dv}{dt} + fu = -\frac{1}{\rho} \frac{\partial p}{\partial y}, \quad (2.16)$$

$$\frac{dw}{dt} = -\frac{1}{\rho} \frac{\partial p}{\partial z} - g. \quad (2.17)$$
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2.1.2 Anelastic and Boussinesq approximations

The next level down in our model hierarchy is distinguished by the lack of acoustic waves that are present in the compressible Euler model. The anelastic approximation was first introduced in Ogura and Phillips (1962) to filter out acoustic modes without needing to assume hydrostatic balance. It has since been well-studied and modified (Durran, 1989; Durran, 2008). The approximation is based upon the assumption that there are only small variations in density relative to a reference field. We begin by writing

\[ \rho = \tilde{\rho} + \delta \rho(x,t), \] (2.18)

where \( \tilde{\rho} \) is a reference density field that only depends on the height (i.e., the radial direction on the sphere or the \( z \) direction in the plane).

After noticing that \( \frac{\partial \tilde{\rho}}{\partial t} = 0 \), we rewrite (2.3) as

\[ \frac{\partial \delta \rho}{\partial t} + \nabla \cdot (u \tilde{\rho}) + \nabla \cdot (u \delta \rho) = 0. \] (2.19)

Since \( \delta \rho \) is much smaller than \( \tilde{\rho} \), we neglect those terms to obtain the anelastic continuity equation

\[ \nabla \cdot (\tilde{\rho} u) = 0. \] (2.20)

We now consider the pressure gradient term under this approximation:

\[ p = \tilde{p} + \delta p(x,t), \] (2.21)

where \( \tilde{p} \) is chosen such that it is the hydrostatic pressure corresponding to \( \tilde{\rho} \), i.e., satisfying the balance equation

\[ \hat{k} \cdot \nabla \tilde{p} = -g \tilde{\rho}, \] (2.22)

where \( \hat{k} \) is the unit vector in the upward direction (either \( \hat{r} \) for the sphere or \( \hat{z} \) for a planar geometry). In other words, the effects due to gravity are balanced by the pressure gradient. We will revisit this in Section 2.1.3 in more detail.

After this choice, the combination of the pressure gradient and the gravity force becomes

\[ -\nabla \tilde{p} - g \hat{k} \tilde{\rho} = -\nabla \delta p - g \delta \rho \hat{k}. \] (2.23)

The momentum equation (2.2) is then

\[ \frac{du}{dt} + 2\Omega \times u = -\frac{1}{\rho} \nabla \delta p - g \frac{\delta \rho}{\rho}. \] (2.24)

The anelastic approximation first replaces \( \rho \) with \( \tilde{\rho} \) everywhere while leaving \( \delta \rho \) in the gravity term, and we get

\[ \frac{du}{dt} + 2\Omega \times u = -\frac{1}{\tilde{\rho}} \nabla \delta p - g \frac{\delta \rho}{\tilde{\rho}}. \] (2.25)

In the case where \( \tilde{\rho} \) is constant, say \( \tilde{\rho} \equiv \rho_0 \), we obtain the Boussinesq equations. This is particularly relevant for ocean modeling, since the density in the ocean does not deviate far from a constant reference value \( \rho_0 \). The complete set of Boussinesq
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The equations are

\[ \frac{d\mathbf{u}}{dt} + 2\Omega \times \mathbf{u} = -\nabla \bar{p} - b\hat{k}, \]  
(2.26)

\[ \nabla \cdot \mathbf{u} = 0, \]  
(2.27)

\[ \frac{d\theta}{dt} = 0, \]  
(2.28)

\[ b = B(\theta), \]  
(2.29)

where \( \bar{p} = \delta p/\rho_0 \), and \( B \) is an equation of state either derived from (2.5), or more frequently, a linear approximation \( B(\theta) = B_0 + \alpha \theta \), where \( B_0 \) and \( \alpha \) are constants.

Another useful modification leads to the compressible Boussinesq equations, in which (2.27) is replaced by

\[ \frac{\partial p}{\partial t} + c^2 \nabla \cdot \mathbf{u} = 0, \]  
(2.30)

where \( c \) is an acoustic wave speed. Taking the limit \( c \rightarrow \infty \) recovers the standard Boussinesq equations. This modification allows the introduction of compressibility effects without the full nonlinear pressure gradient term of the compressible Euler equations. This is particularly useful for testing implicit solver approaches in a simplified setting.

To complete the anelastic approximation for non-constant \( \tilde{\rho} \), we turn our attention to just the vertical part of (2.25). With \( z \) as the coordinate in the vertical direction, we have

\[ \frac{dw}{dt} = -\frac{1}{\tilde{\rho}} \frac{\partial \delta p}{\partial z} - g \frac{\delta \rho}{\tilde{\rho}} = -\frac{\partial}{\partial z} \left( \frac{\delta p}{\tilde{\rho}} \right) - \frac{\delta p}{\tilde{\rho}} \frac{\partial \ln(\tilde{\rho})}{\partial z} - g \frac{\delta \rho}{\tilde{\rho}}, \]  
(2.31)

where the latter equality comes from the chain rule. Recalling the definition of potential temperature in (2.6), it can be shown using the ideal gas law that

\[ c_p \ln(\theta) = c_v \ln(p) - c_p \ln(\rho) - \frac{R}{c_p} \ln(p_R), \]  
(2.32)

implying that

\[ \frac{\delta \theta}{\theta} \approx \frac{1}{\gamma} \frac{\delta p}{\tilde{\rho}} - \frac{\delta \rho}{\tilde{\rho}}, \]  
(2.33)

where \( \gamma = c_p/c_v \) and \( \delta \theta \) denotes variations in potential temperature (Vallis, 2017, §2.5). We can now eliminate \( \delta \rho \) in the gravitational term of (2.31), using (2.32) and (2.33) to get

\[ \frac{dw}{dt} \approx g \left( \frac{\delta \theta}{\theta} - \frac{1}{\gamma} \frac{\delta p}{\tilde{\rho}} \right) - \frac{\partial}{\partial z} \left( \frac{\delta p}{\tilde{\rho}} \right) + \frac{\partial}{\partial z} \left( \ln(\theta) - \frac{1}{\gamma} \ln(\tilde{\rho}) \right) \frac{\delta p}{\tilde{\rho}}, \]  
(2.34)

where the final equality in (2.34) is derived by applying (2.22). We now make a final observation by recognizing that the term \( \partial \ln(\theta)/\partial z = \theta^{-1} \partial \theta/\partial z \) actually defines a length scale in potential temperature. In the atmosphere, the vertical length scale in potential temperature (roughly 100 km) is much larger than the density vertical length scale (about 10 km), so the last term in (2.34) can be neglected under the
anelastic approximation. This gives us a vertical momentum equation of the form

$$\frac{dw}{dt} = b_a - \frac{\partial \bar{\rho}}{\partial z}, \quad (2.35)$$

where \(b_a = g \delta \theta / \theta\) is the anelastic buoyancy and \(\bar{\rho} = \delta p / \tilde{\rho}\). The horizontal momentum equations simplify in a far more direct manner by simply neglecting density variations. The complete set of anelastic equations are given by the system

$$\frac{du}{dt} + 2\Omega \times u = b_a \hat{k} - \nabla \bar{p}, \quad (2.36)$$
$$\nabla \cdot (\bar{\rho} u) = 0, \quad (2.37)$$
$$\frac{db_a}{dt} = 0. \quad (2.38)$$

These equations are similar in presentation to that of Ogura and Phillips (1962) and Vallis (2017). However, various forms of the equations exist (often referred to as pseudo-incompressible or modified-anelastic sets) such as the set proposed by Durran (1989).

Both the Boussinesq equations for the ocean and the anelastic equations for the atmosphere (together with the local Cartesian approximation) provide another level of models which approximate the more general Euler equations. They do not permit acoustic modes, and both have been very productive in limited applications, such as large-eddy or localized flow simulations. However, particularly for the atmosphere, they are not generally sufficient for global-scale circulation modeling. A more in-depth discussion of the relative merits of different approximations for global-scale modeling can be found in Davies et al. (2003).

2.1.3 Hydrostatic approximation

The hydrostatic approximation is valid under the assumption of a thin layer of fluid, i.e., the equations are being solved in a domain of horizontal scale \(L\) and vertical scale \(H\), with \(H \ll L\). Under this approximation, acceleration of the fluid velocity in the vertical direction is neglected. We briefly mentioned the notion of hydrostatic balance in (2.22). Here, we describe the conditions under which this approximation is acceptable. Revisiting the vertical component of the momentum equation (2.36), the hydrostatic approximation yields

$$\frac{dw}{dt} + \frac{\partial \bar{\rho}}{\partial z} = \frac{1}{\tilde{\rho}} \frac{\partial \delta p}{\partial z} = b_a, \quad (2.39)$$

where \(\frac{dw}{dt} = 0\) is a consequence of the hydrostatic approximation. Using the anelastic-Boussinesq equations as our example, we now derive the condition under which \(\frac{dw}{dt}\) can be neglected in terms of length-scales.

We assume that the vertical velocity has a typical scale \(W\), the horizontal velocity has a typical scale \(U\), and the time-scale of fluid movement is of the order \(L / U\). We

2 This is a primary characteristic of atmospheric motion, as the dynamics is dominated by large-scale horizontal motion.
write the advection equation (2.38) in the form

\[
\frac{d_H b_a}{dt} + w N^2 = 0, \tag{2.40}
\]

where \( \frac{d_H b_a}{dt} = \frac{\partial b_a}{\partial t} + u_H \cdot \nabla b_a \) and \( u_H \) is the horizontal component of the velocity, and \( N^2 = -\frac{\partial b_a}{\partial z} \) is the Brunt–Väisälä frequency. Performing scaling analysis on (2.40) gives

\[
\frac{b_a U}{L} \sim WN^2 \implies W \sim \frac{b_a U}{N^2 L}. \tag{2.41}
\]

If \( \frac{dw}{dt} \ll b_a \), then we have from (2.41) that

\[
\frac{WU}{L} \ll \frac{LN^2 W}{U} \implies \frac{U^2}{LN^2} \ll 1. \tag{2.42}
\]

Introducing the aspect ratio of the domain \( \epsilon = H/L \) and the Richardson number \( \text{Ri} = \frac{N^2 H^2}{U^2} \), (2.42) implies that

\[
\frac{\epsilon^2 \text{Ri}}{} \ll 1. \tag{2.43}
\]

This means that we can neglect the vertical component of the acceleration \( \frac{d^2 \rho}{dt^2} \) if the aspect ratio \( \epsilon \) is small or the Richardson number \( \text{Ri} \) is large. We call this the hydrostatic approximation. Under this approximation, we simply neglect the vertical acceleration in the governing equations:

\[
\frac{d u_H}{dt} + 2\Omega \times u = b_a \hat{k} - \nabla \bar{p}, \tag{2.44}
\]

\[
\nabla \cdot (\bar{\rho} u) = 0, \tag{2.45}
\]

\[
\frac{d b_a}{dt} = 0, \tag{2.46}
\]

where \( u_H = (u, v, 0) \).

The small-aspect ratio condition is a primary characteristic of atmospheric models. Therefore, the hydrostatic approximation is not limited to the Boussinesq equations and can be applied to, for example, the compressible Euler system in Section 2.1.1.

The result is very much the same; motion in the vertical direction is dominated by the balancing effects of gravity and the pressure gradient, resulting in the vertical component of (2.2) reducing to:

\[
\frac{1}{\rho} \frac{\partial \rho}{\partial z} = -g. \tag{2.47}
\]

### 2.1.4 Single-layer rotating shallow water system

Thus far, we have consider three-dimensional models. Since the domains we are interested in geophysical modeling typically have small aspect ratios (the atmosphere is tens of kilometers high, but thousands of kilometers across), significant insight into large scale behaviour can be obtained by considering vertically-integrated models.

One of the simplest vertically-integrated models is the single-layer rotating shallow water equations. It allows for the analysis of flows under rotational effects within
a relatively simple framework. It can be described as the culmination of all previous approximations mentioned in this section. That is, it describes a thin layer of constant density (akin to the Boussinesq/anelastic approximation) in hydrostatic balance. Under the shallow water approximation, we assume that the horizontal velocity is independent of depth, i.e., the fluid is moving as vertical columns. Thus, the system is inherently a two-dimensional approximation. The shallow water equations consider the case where the upper surface of the fluid is free, so the pressure is constant there, and the surface moves at the speed of the total velocity $u_H + (0, 0, w)$.

We start by summarizing the continuity equation of a fluid with horizontal velocity $u_H$ and variable depth $D = D(x, y, t)$. In line with common notation for shallow water models, we write $u$ in place of $u_H$ (in a slight abuse of notation). This can be derived from three-dimensional mass conservation. Since the fluid has constant density, it is therefore incompressible and, in components, we have

$$\frac{\partial w}{\partial z} = -\left(\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}\right) = -\nabla \cdot u,$$  \hspace{1cm} (2.48)

where $\nabla = (\partial_x, \partial_y, 0)$ now denotes the horizontal gradient. If we consider a vertical column of fluid with bottom depth $z = \eta_b$ and top $z = \eta_t$, integrating the left-hand side of (2.48), using the fact that $u$ is independent of $z$, and applying the fundamental theorem of calculus gives

$$\int_{\eta_b}^{\eta_t} \frac{\partial w}{\partial z} \, dz = w(\eta_t) - w(\eta_b) = -D \nabla \cdot u,$$  \hspace{1cm} (2.49)

where $D(x, y, t) = \eta_t(x, y, t) - \eta_b(x, y)$. We assume that no mass is lost at the free surface $\eta_t$. That is, no fluid crosses the surface (which is analogous to the ocean). Therefore, we have

$$\frac{d\eta_t}{dt} = w(\eta_t).$$  \hspace{1cm} (2.50)

Similarly, the motion of the fluid must follow the bottom topography:

$$\frac{d\eta_b}{dt} = w(\eta_b).$$  \hspace{1cm} (2.51)

Using (2.50) and (2.51), (2.49) becomes

$$\frac{d}{dt} (\eta_t - \eta_b) \equiv \frac{dD}{dt} = -D \nabla \cdot u,$$  \hspace{1cm} (2.52)

resulting in the continuity equation for the shallow water system,

$$\frac{dD}{dt} + D \nabla \cdot u \equiv \frac{\partial D}{\partial t} + \nabla \cdot (uD) = 0.$$  \hspace{1cm} (2.53)

This equation has the same form as (2.3), with a different (but related) interpretation. Here it describes conservation of the total volume of fluid beneath the free surface.

Momentum balance can be derived directly from the hydrostatic balance equation, as previously discussed in Section 2.1.3,

$$\frac{\partial p}{\partial z} = -\rho g,$$  \hspace{1cm} (2.54)
and since \( \rho \) is assumed to be constant, we may vertically integrate (2.54) to obtain

\[
p(x, y, z, t) = -\rho g z + p_0.
\]  

(2.55)

At the top surface \( z = \eta_t = D + \eta_b \), the pressure is determined by the weight of the fluid above, which is assumed to be negligible. Therefore we set \( p(x, y, \eta_t) = 0 \). The pressure inside the fluid layer is then

\[
p(x, y, z, t) = \rho g (D(x, y, t) + \eta_b(x, y, t) - z).
\]  

(2.56)

Consequently, the horizontal pressure gradient is \( z \)-independent, with \( \nabla p = \rho g \nabla (D + \eta_b) \). Using this relation, together with the traditional approximation for the Coriolis force, the \( u \)-component of the momentum equation becomes

\[
\frac{du}{dt} - f v = -\frac{1}{\rho} \frac{\partial p}{\partial x} = -g \frac{\partial}{\partial x} (D + \eta_b),
\]  

(2.57)

where \( f \) is the Coriolis parameter. Similarly, the \( v \)-component of the momentum equation becomes

\[
\frac{dv}{dt} + f u = -g \frac{\partial}{\partial y} (D + \eta_b).
\]  

(2.58)

Therefore, the rotating single-layer shallow water equations are

\[
\frac{du}{dt} + f u^\perp = -g \nabla (D + \eta_b),
\]  

(2.59)

\[
\frac{\partial D}{\partial t} + \nabla \cdot (uD) = 0,
\]  

(2.60)

where we have introduced the notation \( u^\perp = \hat{k} \times u \), a rotation of the two-dimensional velocity \( u \) in the plane. No additional thermodynamic equations are needed to close this system of equations, as thermodynamic effects were eliminated in the various assumptions that led to this model.

To gain some further insight into these equations, we perform some further manipulations to (2.59)–(2.60). Introducing the relative vorticity as the (two-dimensional) curl of the fluid velocity: \( \zeta = \nabla^\perp \cdot u \), where \( \nabla^\perp = \hat{k} \times \nabla \), we can rewrite the momentum equation in \textit{vector-invariant} form:

\[
\frac{\partial u}{\partial t} + (\zeta + f) u^\perp + \nabla \left( g(D + \eta_b) + \frac{1}{2} |u|^2 \right) = 0.
\]  

(2.61)

Taking the two-dimensional curl (also called rot) of (2.61) produces the following equation for the relative vorticity:

\[
\frac{\partial \zeta}{\partial t} + (u \cdot \nabla) (\zeta + f) + (\zeta + f) \nabla \cdot u = 0,
\]  

(2.62)

where we have used the vector calculus identities \( \nabla^\perp \cdot \nabla \equiv 0 \) and

\[
\nabla^\perp \cdot (ab^\perp) = \nabla \cdot (ab) = (b \cdot \nabla) a + a \nabla \cdot b,
\]  

(2.63)
for suitable scalar field $a$ and vector $b$. Since the Coriolis parameter $f$ is independent of time, we can rewrite (2.62) as

$$\frac{d(\zeta + f)}{dt} = (\zeta + f) \nabla \cdot u. \quad (2.64)$$

Now, using the continuity equation (2.53), we multiply both sides of the expression by $\zeta + f$ and rearrange to obtain

$$- (\zeta + f) \nabla \cdot u = \left(\frac{\zeta + f}{D}\right) \frac{dD}{dt}. \quad (2.65)$$

Comparing (2.64) with (2.65) gives the relation

$$\frac{d(\zeta + f)}{dt} = \left(\frac{\zeta + f}{D}\right) \frac{dD}{dt}. \quad (2.66)$$

Defining the shallow water potential vorticity $q = \frac{\zeta + f}{D}$, (2.66) can be further rewritten using the quotient rule to arrive at a transport equation for $q$:

$$\frac{1}{D} \frac{d(\zeta + f)}{dt} - \left(\frac{\zeta + f}{D^2}\right) \frac{dD}{dt} = \frac{d}{dt} \left(\frac{\zeta + f}{D}\right) = \frac{dq}{dt} = 0, \quad (2.67)$$

implying that $q$ remains constant and is materially conserved moving with the fluid velocity.

In a boundary-free domain (such as surface of the sphere) or one with a rigid boundary (Cartesian box with slip boundary conditions $u \cdot n = 0$), the shallow water equations have a conserved total energy $E$, and mass $M$:

$$\frac{dE}{dt} = \frac{1}{2} \frac{\partial}{\partial t} \int_{\Omega} D|u|^2 + g((D + \eta_b)^2 - \eta_b^2) \, dx = 0, \quad (2.68)$$

$$\frac{dM}{dt} = \frac{\partial}{\partial t} \int_{\Omega} D \, dx = 0. \quad (2.69)$$

To show energy conservation, we perform a sequence of algebraic manipulations of both the momentum and continuity equations. First, multiplying (2.59) by $u$ produces

$$\frac{d}{dt} \left(\frac{|u|^2}{2}\right) + gu \cdot \nabla (D + \eta_b) = 0. \quad (2.70)$$

Now we multiply (2.70) by $D$ to arrive at

$$\frac{\partial}{\partial t} \left(D \frac{|u|^2}{2}\right) + \nabla \cdot \left(Du \frac{|u|^2}{2}\right) + gu \cdot \left(D\nabla^2 + \nabla \eta_b\right) = 0, \quad (2.71)$$

where we used the continuity equation and the resulting identity

$$D \frac{d\Psi}{dt} = \frac{\partial D\Psi}{\partial t} + \nabla \cdot (D\Psi u), \quad (2.72)$$

for some scalar-field $\Psi$. Equation (2.71) describes the evolution of the kinetic energy: $KE = D\frac{|u|^2}{2}$. The potential energy $PE$ of the fluid is obtained by vertically integrating.
the geopotential:

\[ PE = \int_{\eta_b}^{D + \eta_b} g\,dz = \frac{1}{2}g[(D + \eta_b)^2 - \eta_b^2]. \]  (2.73)

To derive an expression for the evolution of potential energy, we first multiply the continuity equation by \(gD\) and use (2.72) to get

\[ \frac{\partial}{\partial t} \left( \frac{gD^2}{2} \right) + \nabla \cdot \left( u gD^2 \right) + \frac{gD^2}{2} \nabla \cdot u = 0. \]  (2.74)

Multiplying the continuity equation by \(g\eta_b\) and adding the result to (2.74), we obtain an equation for the evolution of the potential energy:

\[ \frac{\partial}{\partial t} \left( \frac{1}{2}g[(D + \eta_b)^2 - \eta_b^2] \right) + \nabla \cdot \left( uD|u|^2 + gD^2 \right) + \frac{gD^2}{2} \nabla \cdot u + g\eta_b \nabla \cdot (Du) = 0. \]  (2.75)

Adding (2.71) and (2.75) yields an evolution equation for the total energy:

\[ \frac{\partial}{\partial t} (PE + KE) + \nabla \cdot F = 0, \]  (2.76)

where \(F = \frac{u}{2} (D|u|^2 + g((D + \eta_b)^2 - \eta_b^2))\) is the energy flux. Then, using (2.77), integrating over the domain, and applying the divergence theorem, we see that

\[ \frac{dE}{dt} = \int_{\Omega} \frac{\partial}{\partial t} (PE + KE) \, dx + \int_{\Omega} \nabla \cdot F \, dx = 0, \]  (2.78)

which holds for when the fluid is bounded by rigid walls, with \(u \cdot n = 0\). In the case where \(\Omega\) is the surface of a sphere, the domain is a manifold with no boundary (\(\partial \Omega\) is the empty set) and the resulting surface integral arising from the divergence theorem evaluates to zero. Conservation of total mass in (2.69) can be verified via direct computation and applying the divergence theorem.

**Linearized shallow water equations**

Sometimes, it is useful to linearize the shallow water equations. In the absence of topography \(\eta_b = 0\), a steady-state solution is a constant layer depth \(H\) at rest \((u = 0)\). Then the nonlinear fields \(u\) and \(D\) can be expressed in terms of small perturbations...
δu and δD around this state:

\[ u(x, y, t) = \delta u(x, y, t), \]
\[ D(x, y, t) = H + \delta D(x, y, t). \]

Substituting (2.79) and (2.80) into (2.59) and (2.60), the momentum and continuity equations then become:

\[ \frac{\partial \delta u}{\partial t} + (\delta u \cdot \nabla) \delta u + f \delta u^\perp = -g \nabla \delta D, \]  
\[ \frac{\partial \delta D}{\partial t} + (H + \delta D) \nabla \cdot \delta u + \delta u \cdot \nabla \delta D = 0. \]

After neglecting the second-order terms, we arrive at the linear equations:

\[ \frac{\partial \delta u}{\partial t} + f \delta u^\perp = -g \nabla \delta D, \]  
\[ \frac{\partial \delta D}{\partial t} + H \nabla \cdot \delta u = 0. \]

It is easy to see that these equations conserve the linearized energy,

\[ E = \frac{1}{2} \int_{\Omega} H |\delta u|^2 + g \delta D^2 \, dx, \]

by direct calculation:

\[ \frac{dE}{dt} = \int_{\Omega} H \delta u \cdot \frac{\partial \delta u}{\partial t} + g \delta D \frac{\partial \delta D}{\partial t} \, dx, \]
\[ = \int_{\Omega} H \delta u \cdot \left( -g \nabla \delta D - f \delta u^\perp \right) - g \delta D H \nabla \cdot \delta u \, dx, \]
\[ = \int_{\Omega} -g H \delta u \cdot \nabla \delta D - g H \delta D \nabla \cdot \delta u \, dx, \]
\[ = \int_{\Omega} -g H \nabla \cdot (\delta D \delta u) \, dx, \]
\[ = 0, \]

using the divergence theorem as previously done for the nonlinear equations. A similar computation can be done to show conservation of mass. We will return to the linear system (2.83)–(2.84) in Chapter 3, as it is an ideal toy model for the introduction of the solution methods outlined in this dissertation.

**Shallow water waves on the f-plane**

These equations provide the simplest system that exhibits the slow-fast separation in geophysical fluid dynamics. To see this split, consider the f-plane approximation \( f \equiv f_0, \) constant) with periodic boundary conditions. Differentiating the linear mass conservation equation (2.83) in time produces:

\[ \frac{\partial^2 \delta D}{\partial t^2} - g H \nabla^2 \delta D + H f \left( \frac{\partial \delta v}{\partial x} - \frac{\partial \delta u}{\partial y} \right) = 0, \]  
\[ (2.87) \]
where we have used the momentum equation (2.84) and \( \delta u \) and \( \delta v \) denote the horizontal components of \( \delta u \) in the \( x \)- and \( y \)-direction respectively. Then taking the time-derivative of (2.87) and using the \( \delta u / \delta v \) components of (2.84), we arrive at

\[
\frac{\partial}{\partial t} \left( \frac{\partial^2 \delta D}{\partial t^2} + (f^2 - gH \nabla^2) \delta D \right) = 0. \tag{2.88}
\]

Equation (2.88) supports two main types of wave solutions. To see this clearly, we substitute the wave ansatz in (2.88):

\[
\delta D = \text{Re}(\delta D_0) e^{i(k \cdot x - \omega t)}, \tag{2.89}
\]

where \( \text{Re}(\delta D_0) \) denotes the real-part of the complex wave amplitude \( \delta D_0 \), \( i \) is the imaginary unit, \( x = (x, y) \), \( k = (k, l) \) is the horizontal wave number, and \( \omega \) is the wave frequency. This leads to a characteristic polynomial in terms of \( \omega \) to determine the dispersion relation:

\[
\omega \left( \omega^2 - f^2 - c^2 (k^2 + l^2) \right) = 0, \tag{2.90}
\]

where \( c = \sqrt{gH} \) is the wave speed. Immediately, we can see two possible solution branches.

“Slow” solutions arise when \( \omega = 0 \); this corresponds to time-independent flows which are in a state of geostrophic balance. That is, flows which have velocity \( \delta u_g = (\delta u_g, \delta v_g) \) (often referred to as the geostrophic wind), satisfying

\[
f \delta u_g^\perp = -g \nabla \delta D. \tag{2.91}
\]

Such flows are divergence-free, and can be expressed as the curl of the stream function \( \psi = g \delta D / f \) (hence \( \delta u_g = \nabla^\perp \psi \) and \( \nabla \cdot \delta u_g = 0 \)). The set of “fast” solutions correspond to the dispersion relation:

\[
\omega^2 = f^2 + c^2 (k^2 + l^2), \tag{2.92}
\]

which are known as Poincaré waves. Note that in the special case when \( (k^2 + l^2) \ll f^2/c^2 \), then the dispersion relation can be approximated by \( \omega = f \). Such waves are called inertial oscillations, which corresponds to flows satisfying

\[
\frac{\partial \delta u}{\partial t} - f \delta v = 0, \quad \frac{\partial \delta v}{\partial t} + f \delta u = 0. \tag{2.93}
\]

That is, internal oscillations are described by flow velocities which are spatially constant, unrestrained by the pressure gradient force, and oscillate with frequency \( f \). For more information and in-depth discussion on the slow-fast separation of shallow water waves, we refer the reader to Vallis (2017, §3.7). The important point to keep in mind is that it is critical for the numerical scheme to maintain this slow/fast separation at the discrete level.

**Shallow water waves on the β-plane**

When \( f = f_0 + \beta y \), the spatial variation in the Coriolis parameter introduces an additional mechanism that results in slowly propagating divergence-free solutions. To aid our discussion, we make the following definitions. We denote the time, length,
and velocity scales by $T, L$ and $U$ respectively. Then the Rossby number is defined as the ratio between inertial forces and the Coriolis force:

$$\text{Ro} = \frac{U}{f_0L}.$$  (2.94)

Now, we make the \textit{quasi-geostrophic assumptions} (Vallis, 2017, §5.3):

1. The Rossby number is small: $\text{Ro} \ll 1$, i.e. the flow is in near-geostrophic balance. More precisely, the fluid velocity takes the form: $\delta u = \delta u_g + \delta u_{ag}$, where $\delta u_g$ is the geostrophic wind satisfying (2.91), and $\delta u_{ag}$ is the \textit{ageostrophic wind}, where

$$\frac{|\delta u_{ag}|}{|\delta u_g|} \sim \frac{U_{ag}}{U} \sim O(\text{Ro}),$$  (2.95)

where $U_{ag}$ is a velocity scale for the ageostrophic wind.

2. The scale of motion is not significantly larger than the Rossby deformation radius:

$$\frac{L^2}{L_D^2} \sim O(1),$$  (2.96)

where $L_D = \sqrt{gH}/f_0$ is the Rossby deformation radius. In a single-layer shallow water model, this is equivalent to variations in the depth being small compared to the mean depth: $|\delta D| \ll H$. Note that this has implicitly been assumed since we shall start from the linearized equations.

3. Linear variations in the Coriolis term are small: $|\beta y| \sim |\beta L| \ll |f_0|$. More precisely:

$$\frac{\beta L}{f_0} \sim O(\text{Ro}).$$  (2.97)

4. Time scales advectively. That is, the scaling for time is given as $T = L/U$.

Revisiting the momentum equation (2.83), we rewrite using $\delta u = \delta u_g + \delta u_{ag}$ and $f = f_0 + \beta y$:

$$\frac{\partial \delta u_g}{\partial t} + f_0 \delta u^\perp_g + f_0 \delta u^\perp_{ag} + \beta y \delta u^\perp_g + \beta y \delta u^\perp_{ag} = -g \nabla \delta D.$$  (2.98)

Performing scaling analysis of (2.98) (summarized in Table 2.1), we consider only terms of order $O(\text{Ro})$ (order 1 terms cancel due to the geostrophic balance relation), which yields:

$$\frac{\partial \delta u_g}{\partial t} + f_0 \delta u^\perp_g + \beta y \delta u^\perp_g = 0.$$  (2.99)

We perform a similar substitution for the linear mass conservation equation (2.84) to arrive at

$$\frac{\partial \delta D}{\partial t} + H \nabla \cdot (\delta u_g + \delta u_{ag}) = \frac{\partial \delta D}{\partial t} + H \nabla \cdot \delta u_{ag} = 0,$$  (2.100)

where the final equality in (2.100) comes from the fact that the geostrophic wind is a divergence-free velocity field. Now we introduce (again) the stream function $\psi = g \delta D/f_0$, with $\delta u_g = \nabla^\perp \psi$, to rewrite equations (2.98) and (2.100) as the following
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TABLE 2.1: Scaling analysis of the terms in equation (2.98). The order 1 terms correspond to the geostrophically balanced part of the flow. The remaining terms are determined by orders of Ro and Ro². Equation (2.99) is obtained by neglecting the small $O(Ro^2)$ terms and observing that the order 1 terms cancel due to equation (2.91).

<table>
<thead>
<tr>
<th>Term</th>
<th>Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\partial \delta u_g}{\partial t}$</td>
<td>$\frac{U}{T}$</td>
</tr>
<tr>
<td>$\frac{\partial \delta u_{ag}}{\partial t}$</td>
<td>$\frac{U}{T}$</td>
</tr>
<tr>
<td>$f_0 \delta u_S^\perp$</td>
<td>$f_0 U$</td>
</tr>
<tr>
<td>$f_0 \delta u_{ag}^\perp$</td>
<td>$\beta LU$</td>
</tr>
<tr>
<td>$\beta y \delta u_S^\perp$</td>
<td>$\beta L U_{ag}$</td>
</tr>
<tr>
<td>$\beta y \delta u_{ag}^\perp$</td>
<td>$f_0 U$</td>
</tr>
<tr>
<td>$-g \nabla \delta D$</td>
<td>1</td>
</tr>
</tbody>
</table>

To derive our desired equation, we first take the two-dimensional curl ($\nabla \cdot$) of (2.101) in order to obtain:

$$\frac{\partial \nabla^2 \psi}{\partial t} + f_0 \delta u_{ag}^\perp + \beta y \nabla \psi = 0.$$ (2.103)

And finally, we can use (2.102) to obtain

$$\frac{\partial}{\partial t} \left( \nabla^2 - \frac{1}{L_D^2} \right) \psi + \frac{\beta}{g} \frac{\partial \psi}{\partial x} = 0.$$ (2.104)

A dispersion relation for (2.104) can again be derived by substituting the wave ansatz, $\psi = \text{Re}(\psi_0) e^{(k \cdot x) - \omega t}$, which leads to a single branch of solutions with a dispersion relation given by:

$$\omega \left( k^2 + l^2 + \frac{1}{L_D^2} \right) + \beta k = 0 \implies \omega = \frac{-\beta k}{\left( k^2 + l^2 + \frac{1}{L_D^2} \right)}.$$ (2.105)

These are known as Rossby waves, which are waves whose restoring force is the conservation of linear vorticity under $y$-variations in $f$ (corresponding to the linear term $\beta y$). These are propagating divergence-free solutions that are slow compared to the unbalanced Poincaré waves on the $f$-plane. See Vallis (2017, §5.7) for a more general overview of Rossby waves and their dispersion relations for both linear and nonlinear models.

2.1.5 Numerical modeling of atmospheric flows

The use of computational models based on the numerical solution of PDEs to simulate physical processes is a powerful tool which complements experimentation, observation and theory. As the dynamics governing large-scale weather, ocean, and
2.1. Hierarchy of geophysical models

Climate processes cannot be replicated in a laboratory, numerical simulation is often the only mode of scientific inquiry available to researchers aiming to test, build, and improve existing models. Here, we summarize some important developments in the computational models used in large-scale atmospheric flows.

Structured orthogonal grids, such as the latitude–longitude grid (see Figure 2.2), are among the most widely-used grids in global forecast and ocean circulation models. Due to the convergence of the meridians at the poles, the resolution at or near the poles are vastly different than the rest of the mesh. For an explicit time-integration method with an Eulerian advection scheme, the Courant–Friedrichs–Lewy (CFL) condition (Courant, Friedrichs, and Lewy, 1928), which controls the maximum the time-step size given a particular resolution, imposes unbearably small time-steps for model convergence. To circumvent this, semi-implicit time-integration combined with semi-Lagrangian advection schemes (Staniforth and Côté, 1991; Williamson, 2007) are used to remove the severe time-step restriction. However, semi-implicit time-integrators require the solution of a globally-defined elliptic PDE at every time-step. Significant data communication among the grid points at the poles is required and presents an inescapable computational bottleneck, as processor communication is slow and can leave other processors waiting for data (Staniforth and Thuburn, 2011).

In contrast to typical engineering applications, where viscous and dissipative effects combined with outflow boundary conditions can alleviate the catastrophic accumulation of grid-scale errors, large-scale atmospheric modeling requires that the balanced forces of the continuous equations are exactly captured in the discrete model. The accurate and stable representation of large-scale force balances in a finite difference model demands a staggered variable arrangement, with pressure and velocity unknowns stored at different locations on the grid. The canonical taxonomy of variable staggerings for finite difference models is given in Arakawa and Lamb (1977). In that nomenclature, finite difference atmosphere models almost exclusively use C-grid staggering, as visualized in Figure 2.3. In this case, the components of velocity...
Figure 2.3: The “C-grid” proposed by Arakawa and Lamb (1977), which shows the finite difference staggering of the velocity \( \mathbf{u} = (u, v, w) \), the pressure \( p \), and fluid density \( \rho \). The velocity components \( (u, v, w) \) are positioned in the center of cell faces, while the pressure/density are collocated in the center of the cell.

\( (u, v, w) \) are positioned in the mid-point/center of cell boundaries (facets), and scalar variables like the pressure are stored in center of each cell.

In the context of horizontal discretizations, Staniforth and Thuburn (2011) considered a number of essential and desirable properties for an atmospheric dynamical core (the component of the full numerical model which solves the dynamical equations), which motivate the choice of compatible finite element discretizations discussed in this thesis. These properties are as follows:

1. Mass conservation of both active (dry air) and passive fields (trace species). This is desirable, but not essential for short-term weather prediction. It is more important when considering long-term climate simulations.

2. Accurate representation of flow close to hydrostatic and geostrophic balance is crucial. Slowly evolving, balanced flows should be accurately represented upon discretization; failure to do so results in a spontaneous loss of balance.

3. Computational modes should be absent, or at the very least well-controlled. As we have seen with the shallow water system in Section 2.1.4, after linearization around some reference profile, the continuous equations will support a spectrum of wave modes. This is also true for the discretized equations. Therefore, it is reasonable that the discrete wave modes will approximate those of the continuous equations. However, in some cases the discrete modes behave “unphysically” (zero frequency modes); we refer to these as “computational modes.”

4. Grid imprinting should be minimal. Any non-uniform meshes will contain grid regions which are locally different to the vast majority of the mesh. This can lead to different error patterns, which may influence the resolved solution by coupling through nonlinear terms. For example, the latitude–longitude grid has very different structure at the poles (see Figure 2.2).
5. The geopotential term and pressure gradient should not produce unphysical sources of vorticity.

6. Terms involving the pressure should be energy conserving.

7. The discretization of the Coriolis force should be energy conserving.

8. Rossby waves should not propagate unrealistically fast.

9. Axial angular momentum should be conserved.

Properties (5)–(9) all rely on the discretization being “mimetic” in the sense that the discrete equations should mimic the basic geometric properties of the continuous system. In particular, discrete analogues of the calculus identities need to hold:

- \( \nabla \times (\nabla \psi) = 0 \), for a scalar function \( \psi \).
- \( \nabla \cdot (\nabla \times \omega) = 0 \), for a vector field \( \omega \).
- For a scalar field \( \psi \) and vector \( \omega \), then \( \nabla \cdot (\psi \omega) = \omega \cdot \nabla \psi + \psi \nabla \cdot \omega \).

These properties are all achievable with a finite difference C-grid staggering of the dynamic variables (Arakawa and Lamb, 1977), and hence this lays down the gauntlet for other discretizations. Hence, maintaining these mimetic properties will be a primary motivator for the use of compatible finite element methods.

There are two strong reasons why the latitude–longitude grid is used with the C-grid. The first is that the latitude–longitude grid is formed from quadrilaterals. This means that, globally, there are twice as many horizontal velocity values as pressure (each cell contains one pressure value, and four horizontal velocity values that are each shared with a neighbouring cell, so there are effectively two horizontal velocity values per cell). This mirrors the physical situation where each point has two horizontal velocity values and one pressure value, and helps to avoid spurious branches in the linear solution. Using a mesh constructed from other polygons alters the global ratio of velocity and pressure values. One possibility is to use triangular grids, which allow a pseudo-uniform coverage of the sphere from icosahedral triangulation, as used in the ICON model (Zängl et al., 2014), for example. With triangular cells, the shortage of velocity values (the ratio is 3:2 instead of 2:1) means that when \( f = 0 \) there are two branches of solutions to the Poincaré wave equation, one physical branch and one spurious branch. When \( f \neq 0 \), the situation is worse, with the two branches intertwined so that for some parts of the spectrum, one branch is the physical one, and for different parts of the spectrum, the other branch is unphysical. This issue causes serious problems when modeling the shallow water equations, and is also observed when modeling baroclinic flows in three dimensions (Danilov, 2010; Gassmann, 2011).

The second reason is that the latitude–longitude is used is that it is orthogonal. An orthogonal grid is one where the line joining the centres of two cells that share an edge crosses that edge at right-angles. This is a critical part of the classical C-grid formulation and was extended to arbitrary polygonal meshes in Ringler et al. (2010). The extension to non-orthogonal grids was provided in Thuburn and Cotter (2012).

To avoid the parallel scalability issues of the latitude–longitude grid, one possibility is to find other grids that cover the sphere in a more uniform manner. For the C-grid, a couple options include the icosahedral grid (triangles) and the cubed sphere (quadrilaterals) made by tiling the faces of a cube and deforming to a sphere (see Figure 2.2). The icosahedral grid has the spurious Poincaré waves mentioned above.
The orthogonal version of the cubed sphere grid has a slightly less severe version of the problem of the latitude–longitude grid, in that the ratio of the largest and smallest cell areas goes to infinity as the mesh is refined, with clustering of grid points around the cube vertices (Putman and Lin, 2007). The non-orthogonal cubed sphere version of the C-grid was also demonstrated to be inconsistent in Thuburn, Cotter, and Dubos (2014). Due to this inconsistency, The C-grid finite difference discretization is not being considered for the new atmospheric model of the UK Met Office (Adams et al., 2019).

In contrast, compatible finite element methods present a way of simultaneously satisfying the properties listed above and avoiding polar singularities in the problem domain (Cotter and Shipton, 2012; Cotter and McRae, 2014; Gibson et al., 2019a). The mimetic properties can be obtained without relying on an underlying orthogonal mesh structure. This allows for the use of far more general meshes, including the refined icosahedral sphere (triangular) and non-orthogonal cubed sphere (quadrilateral) meshes. Furthermore, the number of velocity and pressure degrees of freedom is less tightly coupled to the connectivity of the underlying mesh, and the finite element method presents a systematic mechanism for constructing higher order discretizations. This dissertation with focus purely on aspects of compatible finite elements. As a result, we first review basic terms and concepts relevant for the development of finite element discretizations.

2.2 Background on the finite element method

The finite element method (FEM) is one particular method for finding numerical solutions to PDEs. The method was first proposed by engineers within the context of solving structural analysis problems on complex domains, and its origins can be traced back to the work of Hrennikoff (1941). A couple years later, Courant developed the idea of the minimization of a functional using linear approximations over sub-domains, with values being specified at discrete nodes (Courant, 1943). In essence, this seminal paper provides the rigorous underpinning of finite element analysis (FEA), where approximation techniques are applied to solve variational formulations of PDEs. Subsequent papers by Argyris, Clough, Zienkiewicz and Cheung develop the theory associated with the matrices which arise from these approximation techniques (Argyris, 1955; Clough, 1960; Zienkiewicz and Cheung, 1965). Due to the contributions of numerous authors throughout the 20th Century, the finite element method is a well-established and mathematically rigorous framework for generating discrete algorithms for computing solutions to well-posed boundary value problems.

For the purpose of this section, we assume some basic familiarity with FEM. However, we shall quickly present basic terminology and some universally less well-known concepts which provides fundamental information for the rest of this dissertation.
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2.2.1 The finite element

We first define the notion of a finite element and a finite element space, which is the fundamental backbone of describing discretizations of PDEs based on FEM. Following Ciarlet (2002), the finite element is defined as the triple, \((K, V, \mathcal{N})\), where

- \(K\) is a non-empty domain with a Lipschitz continuous boundary \(\partial K\);
- \(V = V(K)\) is a finite dimensional space on \(K\), with \(\dim V = N\), consisting of real-valued functions; and
- \(\mathcal{N}\) is a space of linear functionals over \(P\). More precisely, \(\mathcal{N} = \{n_i\}_{i=1}^{N}\) is a basis for the dual of \(V, V'\).

The space \(V\) is often referred to as the space of local shape functions. For most finite element applications, \(V\) is simply taken to be an appropriate polynomial space of a specified degree, commonly denoted as \(P_k(K)\) (polynomials of degree \(\leq k\)). This applies to vector-valued quantities as well, using instead the \(d\)-vector polynomial space \([P_k(K)]^d\). The set \(\mathcal{N}\) are often referred to as the nodes (or degrees of freedom) of a finite element. The nodes \(n_i\) can take many forms depending on the type of finite element and are defined on some geometric entity of \(K\) (vertices, edges, faces, cell interiors). The choice of \(n_i\) heavily depends on the desired smoothness properties of the global approximation. We summarize below some common examples:

- (Point evaluation): \(v(x), x \in K\).
- (Evaluation of all first derivatives): \(\frac{\partial v(x)}{\partial x_i}, i = 1, \cdots, d\).
- (Evaluation of the normal component): \(v(x) \cdot n\), where \(n\) is the outward-pointing normal vector on \(\partial K\). The normal components are often evaluated through integration against polynomials defined on the facets.
- (Evaluation of the tangential component): \(v(x) \cdot t\), where \(t\) is the tangential normal vector on \(\partial K\). Similarly, these are typically evaluated by integrating \(v(x) \cdot t\) against polynomials defined on cell edges.

A finite element is said to be \(V\)-unisolvent if, for any scalars \(\{c_i\}_{i=1}^{N} \subset \mathbb{R}\), there exists a unique \(v \in V\) such that

\[
n_i(v) = c_i. \quad (2.106)
\]

More simply put, a finite element being \(V\)-unisolvent is equivalent to the following conditions being satisfied:

1. \(\dim P = \text{card} \mathcal{N} = N\);
2. There exists a set of function \(\{\phi_i\}_{i=1}^{N} \subset V\) with

\[
n_i(\phi_j) = \delta_{ij} = \begin{cases} 1, & \text{if } i = j \\ 0, & \text{otherwise} \end{cases} \quad (2.107)
\]

3. The functions \(\{\phi_i\}_{i=1}^{N}\) form a basis for \(V\); and
4. Given any \(v \in V\), we can write

\[
v = \sum_{i=1}^{N} n_i(v) \phi_i. \quad (2.108)
\]
Chapter 2. Preliminaries

Note that this relation is a direct consequence of items (1)–(3). We call the basis \( \{ \phi_i \}_{i=1}^N \) the nodal basis.

We now define the (local) interpolant for a particular finite element \((K, V, \mathcal{N})\). Let \( \{ \phi_i \}_{i=1}^N \) be the basis of \( V \) which is dual to \( \mathcal{N} \). In other words, \( \{ \phi_i \}_{i=1}^N \) is the basis satisfying (2.107). If \( v \) is a function for which all \( n_i \in \mathcal{N} \) are well-defined, then we define the local interpolant, \( I_K \), as the linear operator:

\[
I_K v = \sum_{i=1}^N n_i(v) \phi_i.
\]  
(2.109)

Note that (2.108) is precisely the result of interpolating \( v \) whenever \( v \in V \) (\( I_K \) is the identity operator in this case). Now that we have defined the local interpolant, it is time to piece everything together.

Given some computational domain \( \Omega \subset \mathbb{R}^n \), we wish to cover \( \Omega \) with a finite number of elements in a way that varies with a resolution parameter \( h \). To do this, we make the following definitions. We say \( \mathcal{T}_h = \{ K_i \} \) is a subdivision or mesh of \( \Omega \) if:

- The interiors of each \( K_i \) are disjoint, i.e., \( \text{Interior}(K_i) \cap \text{Interior}(K_j) = \emptyset \) whenever \( i \neq j \).
- \( \bigcup_i K_i = \overline{\Omega} \), where \( \overline{\Omega} \) denotes the closure of \( \Omega \). In our context, this can best be understood as the union of \( \Omega \) with its boundary.

In this case, we define the mesh-resolution parameter \( h \) as the maximal diameter of \( K \in \mathcal{T}_h \) over all elements, \( h = \max_{K \in \mathcal{T}_h} \{ \text{diam}(K) \} \). Throughout this dissertation, we restrict ourselves to subdivisions/meshes without hanging nodes. That is, no vertex lies on the interior edge-or-facet of any other cell. Unless stated otherwise, all meshes \( \mathcal{T}_h \) should be interpreted in this way.

Having established the notion of a mesh, we now define the global interpolant. Let \( \mathcal{T}_h \) be a mesh of elements \( K \) for the computational domain \( \Omega \), where each \( K \) are equipped with a space of local shape functions \( V(K) \). Let \( r \) denote the highest integer order of derivatives present in \( \mathcal{N} \). Then the global interpolant for functions \( v \in C^r(\overline{\Omega}) \) (the space of functions with continuous derivatives up to order \( r \)) is defined via:

\[
I_{\mathcal{T}_h} v|_K = I_K v, \quad \forall K \in \mathcal{T}_h.
\]  
(2.110)

The global interpolant is said to be of continuity order \( m \leq r \) if \( I_{\mathcal{T}_h} v \in C^m(\overline{\Omega}) \) for all \( v \in C^r(\overline{\Omega}) \). Following Brenner and Scott (2008), we can define a global \( C^m \)-finite element space, \( V_h \), as the image of the global interpolant:

\[
V_h = \{ I_{\mathcal{T}_h} v : v \in C^r(\overline{\Omega}) \}.
\]  
(2.111)

Note that when strong (Dirichlet) boundary conditions are present, (2.111) must be modified accordingly. For example, if \( v \) must satisfy \( v = 0 \) on \( \Gamma \subset \partial \Omega \), then we define the finite element space as: \( V_{h,0} = \{ I_{\mathcal{T}_h} v : v \in C^r(\overline{\Omega}), v|_\Gamma = 0 \} \).

The global basis \( \{ \Phi_i \} \) of \( V_h \) is defined in terms of the nodal basis on each cell \( K \). First, note that every node \( n_i \) of a finite element \((K, V, \mathcal{N})\), defined on some geometric entity of \( K \), there is a corresponding global enumeration over the geometric entities of \( \mathcal{T}_h \), say \( i \). Then the global basis function \( \Phi_i \) is defined via

\[
\Phi_i|_K = \phi_i^K, \forall K \in \mathcal{T}_h.
\]  
(2.112)
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\[ \Phi_{\hat{K}}|_K = 0 \text{ if } n_i \text{ is not a node associated with } K. \]

In an implementation, it is common to construct a single reference finite element \((\hat{K}, \hat{V}, \hat{N})\) and a mapping from physical cell \(K\) to the reference cell \(\hat{K}\). The geometry of \(\hat{K}\) is usually simpler, such as a right-triangle (or tetrahedra) for simplicial meshes or a unit square (cube) for hexahedra meshes. Let \(F_K : \hat{K} \rightarrow K\) be an affine change-of-coordinates map. Then the pullback associated with \(F_K\) is defined as \(F^*(v)(\hat{x}) = v(F_K(\hat{x}))\), for \(\hat{x} \in \hat{K}, v \in V\). For a node \(\hat{n} \in \hat{N}\), the pushforward is defined as \(F_*(\hat{n})(v) = \hat{n}(F^*(v)(\hat{x}))\). We say the finite elements \((\hat{K}, \hat{V}, \hat{N})\) and \((K, V, N)\) are affine equivalent if \(F^*(V) = \hat{V}\) and \(F_*(\hat{N}) = N\). See Figure 2.4 for an illustration of the mapping from \(\hat{K}\) to \(K\).

A direct consequence of affine equivalence is that only a single nodal basis is required; all computations are performed on the reference cell and mapped to each physical cell in the mesh. We remark here that not all finite elements have an affine equivalent construction. Fortunately, the families we consider in this section do support such a construction. For some vector-valued spaces we consider, slightly more care is needed when applying pullbacks. We shall discuss this explicitly when the relevant family is presented. For more information on the construction of finite elements, we refer the interested reader to Brenner and Scott (2008) and Kirby et al. (2012). For the cases when the change-of-coordinate mapping is not affine, more care and details are needed. We elaborate on this further in Section 2.3.

Abstractly, solutions to PDEs belong to a particular Sobolev space. Finite element approximations are constructed by generating fields contained in a finite-dimensional subspace of the relevant Sobolev space. The choice of \(N\) determines, for example, whether or not taking gradients is mathematically well-posed. In this section, we summarize some common and perhaps less-common finite element families for approximating fields in various function spaces.

\[ (0, 1) \]

\[ (0, 0) \]

\[ F_K \]

\[ (1, 0) \]
2.2.2 Finite element spaces

Sobolev spaces

The notion of a Sobolev space is ubiquitous in functional analysis and the theory of PDEs. Such spaces concisely characterize the smoothness of solutions to a PDE, or system of PDEs. Here, we present a few relevant spaces that appear when analyzing the equations of motion for geophysical systems.

We begin by defining the space of square-integrable functions. For some compact domain \( \Omega \subset \mathbb{R}^d \), we define the space \( L^2(\Omega) \) to be the set
\[
L^2(\Omega) = \left\{ f : \Omega \to \mathbb{R} : \int_{\Omega} |f|^2 \mathrm{d}x < \infty \right\}.  
\]
(2.113)
When the domain is clear from the context, we abbreviate as simply \( L^2 \). For any two functions \( f, g \in L^2 \), we have that the operation:
\[
(f, g)_{L^2} = \int_{\Omega} fg \mathrm{d}x
\]
(2.114)
defines a inner-product on \( L^2 \). Moreover, \( L^2 \) is complete with respect to the induced norm:
\[
\|f\|_{L^2} = \sqrt{(f, f)_{L^2}} = \sqrt{\int_{\Omega} |f|^2 \mathrm{d}x},
\]
(2.115)
making \( L^2 \) a Hilbert space.

The notion of a “derivative” when dealing within the context of Sobolev spaces is not defined in the classical sense. The traditional calculus definition of a derivative involves evaluating the limit of a difference quotient: for a given function \( f \), the derivative of \( f \) with respect to \( x \) is given by
\[
Df = \frac{df}{dx} = \lim_{h \to 0} \frac{f(x + h) - f(x)}{h}.  
\]
(2.116)
This is a local definition of a derivative, involving information about \( f \) only within a neighborhood of the points \( x \). This is often called the strong derivative. Within our contexts, we are interested in the global behavior of functions, therefore we require extending the notion of a derivative in a more general setting.

We denote the differential operator in \( d \)-dimensions of order \(|\alpha|\) to be \( D^\alpha \), where
\[
D^\alpha = \left( \frac{\partial}{\partial x_1} \right)^{\alpha_1} \cdots \left( \frac{\partial}{\partial x_d} \right)^{\alpha_d} = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}
\]
(2.117)
\( \alpha = (\alpha_1, \ldots, \alpha_d) \) is a multi-index, and \(|\alpha| = \sum_{i=1}^d \alpha_i \). Now, suppose we have a functions \( f \) which is locally integrable on \( \Omega \) (\( \int_K |f| \mathrm{d}x < \infty \) for all bounded, open sets \( K \subset \Omega \)). Suppose also that there exists a function \( g \) which is locally integrable on \( \Omega \) with
\[
\int_{\Omega} g v \mathrm{d}x = (-1)^{|\alpha|} \int_{\Omega} f D^\alpha v \mathrm{d}x,
\]
(2.118)
for all functions \( v \) which are infinitely differentiable with bounded support in \( \Omega \), i.e., \( v \in C_0^\infty(\Omega) \). Then when say \( g \) is the order \(|\alpha|\) weak derivative of \( f \), written as \( g = D_\alpha f \).
Remark 1. (Notation for differential operators): Clearly if \( f \) is sufficiently smooth, say \( f \in C^m(\Omega) \), then the weak derivative \( D^\alpha w \) of order \( |\alpha| \leq m \) coincides with its strong derivative. For this reason, we simply write \( D^\alpha \) to denote both strong and weak derivatives (in a slight abuse of notation). Within our contexts, functions will typically be polynomial expressions, which are sufficiently smooth for differentiation. Therefore it will be clear by the context which notion of the derivative will be considered.

Having established a notion of a square-integrable function and weak derivatives, we now define a particular class of Sobolev spaces with integer order. With \( \Omega \) as before and \( m \in \mathbb{N} \), we define the set \( H^m(\Omega) \) as

\[
H^m(\Omega) = \{ f : \Omega \to \mathbb{R} : D^\alpha f \in L^2(\Omega), \forall \alpha \text{ with } |\alpha| \leq m \},
\]

(2.119)

For all \( m \), the spaces \( H^m(\Omega) \) (henceforth abbreviated as \( H^m \)) are equipped with the inner product:

\[
\langle f, g \rangle_{H^m} = \int_{\Omega} fg + \sum_{|\alpha| \leq m} D^\alpha f D^\alpha g \, dx.
\]

(2.120)

These spaces are also Hilbert, as they are complete under the induced norm \( \| f \|_{H^m} = \sqrt{\langle f, f \rangle_{H^m}} \). The case when \( m = 0 \) (\( H^0 = L^2 \)) and \( m = 1 \) are particularly relevant. The space

\[
H^1(\Omega) = \{ f : \Omega \to \mathbb{R} : \nabla f \in L^2(\Omega) \},
\]

(2.121)

is fundamental in the analysis of the weak formulations of second-order elliptic PDEs. Finite element subspaces of \( H^1 \) are one of the best-known spaces used in finite element modeling.

Given a vector field \( u \), we could also say \( u \in [H^1]^d \) if all spatial components are in \( H^1 \). However, there are varying levels of smoothness for vector quantities. For example, \( u \) may not be in \( [H^1]^d \), but its divergence is square-integrable: \( \nabla \cdot u \in L^2 \).

In this case, we say that such vector fields belong to the Sobolev space

\[
H(\text{div}; \Omega) = \{ u : \Omega \to \mathbb{R}^d : \nabla \cdot u \in L^2(\Omega) \}.
\]

(2.122)

As before, \( H(\text{div}) \) is a complete inner-product space, with inner product:

\[
\langle u, w \rangle_{H(\text{div})} = \int_{\Omega} u \cdot w \, dx + \int_{\Omega} \nabla \cdot u \nabla \cdot w \, dx.
\]

(2.123)

We can define a similar Sobolev space for vectors with square-integrable curl (or rot in two-dimensions: \( \nabla \times = -\frac{\partial}{\partial y} + \frac{\partial}{\partial x} \))

\[
H(\text{rot}; \Omega) = \{ u : \Omega \to \mathbb{R}^2 : \nabla \cdot u \in L^2(\Omega) \},
\]

(2.124)

\[
H(\text{curl}; \Omega) = \{ u : \Omega \to \mathbb{R}^3 : \nabla \times u \in [L^2(\Omega)]^3 \},
\]

(2.125)

equipped with the inner products:

\[
\langle u, w \rangle_{H(\text{rot})} = \int_{\Omega} u \cdot w \, dx + \int_{\Omega} \nabla \cdot u \nabla \cdot w \, dx,
\]

(2.126)

\[
\langle u, w \rangle_{H(\text{curl})} = \int_{\Omega} u \cdot w \, dx + \int_{\Omega} \nabla \times u \cdot \nabla \times w \, dx.
\]

(2.127)

For simplicity, we write \( H(\text{curl}) \) for both two- and three-dimensional cases.
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Weak formulations of PDEs

The weak form of a PDE, also called the integral or variational formulation, is an alternate form of the PDE in which solutions are no longer required to hold in a pointwise sense. Instead, solutions are required to hold in an integral sense by means of testing against so-called test functions and integrating over the domain. For example, consider the model problem:

\[-\nabla^2 u + u = f, \text{ in } \Omega\]  \hspace{1cm} (2.128)
\[u = 0, \text{ on } \partial\Omega_D,\]  \hspace{1cm} (2.129)
\[\nabla u \cdot n = g, \text{ on } \partial\Omega_N,\]  \hspace{1cm} (2.130)

with \(\partial\Omega_D \cup \partial\Omega_N = \partial\Omega\). We shall assume that \(f \in L^2(\Omega)\) and \(g \in L^2(\partial\Omega)\). Now, introducing the Sobolev space

\[H^1_0 = \{v \in H^1 : v|_{\partial\Omega_D} = 0\},\]  \hspace{1cm} (2.131)

the weak formulation reads as follows: find \(u \in H^1_0\) such that

\[a(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx + \int_{\Omega} uv \, dx = \int_{\Omega} f v \, dx + \int_{\partial\Omega_N} gv \, ds := L(v),\]  \hspace{1cm} (2.132)

for all \(v \in H^1_0\). All derivatives in (2.132) should be interpreted in the weak sense as defined in (2.118). Here, \(a(u, v)\) is called a bilinear form and \(L(v)\) is a linear functional (i.e. linear form). Applying the Lax-Milgram theorem (Lax and Milgram, 1955), the existence and uniqueness of a solution to (2.132) can easily be shown. We call such a solution the weak solution.

The weak form of the PDE is obtained after integrating by parts. The surface integral containing the directional derivative appears as a forcing term on the right-hand side due to the Neumann condition (2.130). In this sense, the Neumann condition is automatically satisfied after obtaining the weak-solution (hence the common nomenclature natural boundary condition). The Dirichlet condition (2.129), however, is an explicit condition on the solution, which requires modifying the solution space (2.131). For this reason, Dirichlet conditions are often referred to as essential boundary conditions.

Notice that the strong form of the equation (2.128) requires at least \(C^2\)-continuity of the solution. In the weak form, we need only enough continuity to take a single derivative. Since the equations are interpreted in an integral-sense, seeking solutions in \(H^1_0\) is still meaningful. In fact, it can be shown that if \(u\) is a strong solution to (2.128), then it is also a weak solution to (2.132). The converse, however, is not true in general. Despite this, weak solutions are important since the vast majority of PDEs describing real-world phenomena do not produce smooth solutions.

The finite element method approximates solutions to the weak formulation of a given PDE. This is accomplished by constructing a finite-dimensional space \(V_h\) over a mesh of \(\Omega\), from which a piecewise approximation can be assembled by satisfying the discretized weak form over each element. We will elaborate on how finite element computations are performed in Section 2.3.
2.2. Background on the finite element method

$H^1$ finite elements

Finite element subspaces of $H^1$ (that is, an $H^1$-finite element space) are typically the first family of elements introduced to students and researchers using finite element modeling. Among the most widely-used elements are the Lagrange family on simplices and hexahedra. These elements are globally $C^0$, with functions that are single-valued on cell vertices, edges, and faces. For our application focus, the Lagrange elements will be the element family with the most continuity requirements. Note that there exist element families which produce subspaces of higher-order Sobolev spaces, like the Argyris for $H^2$ (Argyris, Fried, and Scharpf, 1968). There are also other finite elements for $H^1$, such as the one proposed by Morley (1971). However, we will not be covering these families and instead focus on elements which are relevant for our purposes.

The Lagrange elements on simplices. Let $T_h$ denote a mesh of cells $K \subset \mathbb{R}^d$, where $K$ is a $d$-simplex (interval, triangle, or tetrahedron). Then the Lagrange element of order $q$, $P_q(K)$, is defined using $V = P_q(K)$, the space of polynomials up to degree $q$ on $K$, and nodes:

$$n_i(p) = v(x^i), \quad i \in \{1, \cdots, N_q\}, \quad p \in V. \quad (2.133)$$

Here, $x^i$ are enumerated points on $K$ such that points located on cell vertices, edges, and faces ensure $C^0$-continuity. There are a number of possible ways to generate such a set of points. The simplest construction are set of points defined by:

$$\{x^i\}_{i=1}^{N_q} = \begin{cases} i/q, & 0 \leq i \leq q, \text{ for } d = 1, \\ (i/q, j/q), & 0 \leq i + j \leq q, \text{ for } d = 2, \\ (i/q, j/q, k/q), & 0 \leq i + j + k \leq q, \text{ for } d = 3. \end{cases} \quad (2.134)$$

The integer $N_q$ denotes the dimension of the function space $P_q$ on the simplex element, which is $N_q = q + 1$ on intervals, $N_q = 1/2(q + 1)(q + 2)$ on triangles, and $N_q = \frac{1}{6}(q + 1)(q + 2)(q + 3)$ on tetrahedra.

When mapping from physical to reference cells, a simple affine change of coordinates is sufficient. Let $\hat{v}(\hat{x})$ be a function defined on the reference cell $\hat{K}$ and $F_K : \hat{K} \to K$ be the affine change-of-coordinate mapping as previously defined (illustrated in Figure 2.4). Then the function on the physical cell $K$ is simply

$$v(x) = v(F_K(\hat{x})) = \hat{v}(\hat{x}), \quad (2.135)$$

which we denote as $v = F(\hat{v})$. Linear and quadratic Lagrange finite elements are illustrated in Figure 2.5.

The Lagrange elements on quadrilaterals and regular hexahedra. The Lagrange elements on quadrilaterals and cubes follow a very similar construction; we use the same continuity constraints as before, ensuring a globally $C^0$ function space. The key difference lies in the construction of a polynomial basis for $P_q(K)$, which admits a tensor product structure. As a result, these elements are often referred to as the “continuous tensor product element” of order $q$, commonly abbreviated as $Q_q(K)$.

We first remark that a unit square can be interpreted as the region defined by the bounded box of the Cartesian product: $[0,1]^2 = [0,1] \times [0,1]$. Similarly for the
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(A) $\text{P}_1$ finite elements on intervals, triangles, and tetrahedra.

(B) $\text{P}_2$ finite elements on intervals, triangles, and tetrahedra.

**Figure 2.5:** Linear and quadratic Lagrange finite elements on simplicial cells. The filled discs denote point-wise evaluations on specified locations on the cell. Black discs denote degrees of freedom which couple to adjacent cells and impose continuity; gray discs denote degrees of freedom which are associated with the cell only.

unit cube, we have $[0,1]^3 = [0,1] \times [0,1] \times [0,1]$. A function space defined on $K = [0,1]^d$ can be constructed by taking a polynomial space defined on the unit interval, $\mathcal{P}_q([0,1])$ and taking the tensor product with itself to create a function space of tensor product polynomial functions:

$$\mathcal{P}_{q_1,\ldots,q_d}(K) = \bigotimes_{i=1}^{d} \mathcal{P}_{q_i}([0,1]) = \text{Span}\{v_1 \cdot v_2 \cdot \ldots \cdot v_d : v_i \in \mathcal{P}_{q_i}([0,1])\}. \quad (2.136)$$

Note that, in this definition, we allow the possibility for the $q_i$ to vary, meaning that different polynomial degrees can be used in different spatial directions.

The finite element $Q_q(K)$ is therefore defined by taking $V$ as in (2.136), with $d = 2$ or $d = 3$ in most circumstances, $q_i = q$ for all $i$, and defining $N$ similarly to the degrees of freedom for $P_q$; if $P_q$ is a finite element defined on an interval, say $[0,1]$, with nodes $N$, then the nodes of $Q_q$ on the unit square are:

$$N_{Q_q} = \{n_i(v) \cdot n_j(v), \text{ with } n_i, n_j \in N\}. \quad (2.137)$$

The construction of $V$ and $N_{Q_q}$ on a unit cube follows similarly. Moreover, pulling back to a reference element (typically the unit square or cube) follows similarly to the Lagrange elements on simplices. However, the transformation $F_K$ is no longer affine in this case. This will only affect how finite element integrals are evaluated numerically, which we cover in Section 2.3.

In general, the dimension of $Q_q$ on $\mathbb{R}^d$ is $(q + 1)^d$, which is a result of taking the product of dimension of one-dimensional $P_q$ finite element spaces. Therefore, $Q_q(K)$, $K = [0,1]^d \subset \mathbb{R}^d$ is more concisely defined as

$$Q_q(K) = \bigotimes_{i=1}^{d} P_q([0,1]). \quad (2.138)$$
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(A) $Q_1$ finite elements on quadrilateral and cube cells.

(B) $Q_2$ finite elements on quadrilateral and cube cells.

**Figure 2.6:** Linear and quadratic Lagrange finite elements on quadrilateral and cube cells.

Diagrams of the $Q_q$ family are presented in Figure 2.6.

We will return to the notion of taking the tensor product of finite elements in Section 2.4. For a more general discussion, we refer the reader to Arnold, Boffi, and Bonizzoni (2015) and McRae et al. (2016). Lastly, we remark here that to create a vector-valued Lagrange element (simplices or cuboids) can be done by taking the components to be elements of the scalar Lagrange family.

**$H(\text{div})$ finite elements**

As previously mentioned, the Sobolev space $H(\text{div})$ consists of vector fields whose divergence is square-integrable. These elements consist of vector polynomials with continuous normal components through element edges/faces. The tangential components are not required to be continuous. They are particularly important for discretizing geophysical flow equations and will therefore be used extensively throughout this dissertation.

The first $H(\text{div})$ finite element was presented by Raviart and Thomas (1977) on triangular meshes for mixed formulations of second-order elliptic problems. It was later extended by Nédélec (1980) to tetrahedra and cubical meshes. For this reason, these elements are sometimes referred to as the Raviart-Thomas-Nédélec elements. More commonly, they are simply referred to as the Raviart-Thomas elements in most of the literature. Using notation inspired by the “Periodic Table of Finite Elements” (Arnold and Logg, 2014), we will denote the two-dimensional family order $q$ as $RT_q$. Similarly, the three-dimensional family will be written as $N1_f^q.\footnote{Some choose to enumerate the $RT_q$ and $N1_f^q$ elements by the lowest-order polynomial space that completely spans the element, resulting in lowest-order elements being denoted as $RT_0$ and $N1_f^0$. This was original convention by Raviart and Thomas (1977). However, we use the second convention by enumerating $RT_q$ (and $N1_f^q$) by the highest-degree polynomial contained in the space, resulting in the lowest-order element being labeled as $RT_1$ and $N1_f^1$. This is also the convention used by Nédélec (1980).}
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(A) RT$_1$ and RT$_2$ finite elements on triangular cells.

(B) N1$_1^f$ and N1$_2^f$ finite elements on tetrahedral cells.

**Figure 2.7:** The lowest-order and next-to-lowest-order $H(\text{div})$ elements on simplicial cells. The outward pointing arrows denote normal component evaluations and the large shaded circles denote interior moment evaluations. The numerical values near the shaded circles display the total number of interior degrees of freedom.

Lastly, we carefully mention that Nédélec presented a second construction of $H(\text{div})$ (and $H(\text{curl})$) elements on tetrahedra, referred to as Nédélec elements of the second kind, denoted as N2$_q^f$ ($N2^e_q$ for $H(\text{curl})$) (Nédélec, 1980). We will not be presenting these, but they are useful to be aware of. We will, however, define the family these elements are derived from: the Brezzi-Douglas-Marini $H(\text{div})$ element in this section. As before, we start by defining $H(\text{div})$ elements on simplicial cells.

The Raviart-Thomas-Nédélec $H(\text{div})$ elements on simplices. The finite elements RT$_q(K)$ and N1$_q^f(K)$ are defined by taking $V$ to be the smallest subspace of $[P_q(K)]^d$ for which the divergence operator $\nabla \cdot$ maps surjectively to $P_{q-1}(K)$. Construction of such a $V$ takes the form:

$$V = [P_{q-1}(K)]^d + xP_{q-1}(K),$$

and the nodal degrees of freedom $N$ are defined as

$$N = \begin{cases} 
\int_f v \cdot n \psi ds, & \forall \text{basis functions } \psi \in P_{q-1}(f), \forall f \in \partial K, \\
\int_K v \cdot \phi dx, & \forall \text{basis functions } \phi \in [P_{q-2}(K)]^d, q \geq 2.
\end{cases}$$

(2.140)

The degrees of freedom on the faces (edges in two-dimensions) are normal component evaluations, which are present in all orders of the RT$_q$ family. When $q \geq 2$, additional degrees of freedom are introduced in element interiors as interior moment evaluations. The dimension of RT$_q$ and N1$_q^f$ are given by $q(q+2)$ and $\frac{1}{2}q(q+1)(q+3)$ respectively. See Figure 2.7 for an illustration of the RT$_q$ and N1$_q^f$ elements on simplex cells.

The Brezzi-Douglas-Marini $H(\text{div})$ element on simplices. The element BDM$_q(K)$ was first introduced in Brezzi, Douglas, and Marini (1985) as an alternative to the Raviart-Thomas elements using a complete polynomial space. It was extended by
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Nédélec (1986) to tetrahedra, prisms, and cubes, giving rise to the Nédélec elements of the second kind: \( N2^q \) and \( N2^q_e \). The definition we present here is based on the construction by Nédélec (1986).

With \( K \) a triangle or tetrahedron, the \( \text{BDM}_q(K) \) element is defined by taking \( V = [\mathcal{P}_q(K)]^d \) and degrees of freedom:

\[
\mathcal{N} = \begin{cases} 
\int_f \nu \cdot \psi ds, & \forall \text{ basis functions } \psi \in \mathcal{P}_q(f), \forall f \in \partial K, \\
\int_K \nu \cdot \phi dx, & \forall \text{ basis functions } \phi \in \text{RT}_q^1(K), \text{ if } d = 2, \\
& \forall \text{ basis functions } \phi \in \text{N}_1^q(K), \text{ if } d = 3, \\
& q \geq 2,
\end{cases}
\tag{2.141}
\]

where \( \text{RT}_q^1 \) and \( \text{N}_1^q \) are the Raviart-Thomas edge elements and the Nédélec first kind edge elements, defined later for \( H(\text{curl}) \) spaces. Figure 2.8 illustrates the degrees of freedom on triangular cells. The dimension of \( \text{BDM}_q \) is \((q + 1)(q + 2)\) for triangles and \( \frac{1}{2}(q + 1)(q + 2)(q + 3) \) for tetrahedra. These elements are presented for quadrilaterals and cubes in more detail in (Brezzi et al., 1987a). Another variation of the \( \text{BDM}_q \) element is the so-called \( \text{BDFM}_q \) family (Brezzi-Douglas-Fortin-Marini) on triangles and quadrilaterals. The element was introduced on quadrilaterals (Brezzi et al., 1987a) and later extended to triangular elements (Brezzi and Fortin, 1991). They are not typically used on triangles due to the larger number of degrees of freedom compared with \( \text{BDM}_q \) or \( \text{RT}_q \) of the same order.

The Raviart-Thomas-Nédélec \( H(\text{div}) \) elements on cuboids. The Raviart-Thomas family was extended to cuboids by Nédélec (1980), and follows a similar construction. As we have done for the \( H(\text{curl}) \) elements, we will distinguish between two- and three-dimensional families. Similarly with the \( Q_q \) elements, the choice of \( V \) will consist of tensor product polynomials. Henceforth abbreviated as \( \text{RTC}_q^f \) and \( \text{NC}_q^f \) for two- and three-dimensions respectively, the \( H(\text{div}) \) elements are constructed by taking \( V \) defined as

\[
V = \begin{cases} 
\mathcal{P}_{q-1,q}(K) \times \mathcal{P}_{q-1,q}(K) & \text{for quadrilaterals,} \\
\mathcal{P}_{q-1,q-1}(K) \times \mathcal{P}_{q-1,q-1}(K) \times \mathcal{P}_{q-1,q-1}(K) & \text{for cubes,}
\end{cases}
\tag{2.142}
\]

where the spaces \( \mathcal{P}_{q,f} \) (and its three-dimensional variants) are as defined in (2.136). Similar to the construction of \( \text{RT}_q \), the space \( V \) is constructed such that \( \nabla \cdot \) maps surjectively to \( \mathcal{P}_{q-1,q-1} \) or \( \mathcal{P}_{q-1,q-1} \) in three-dimensions. In two-dimensions, the degrees of freedom for the \( \text{RTC}_q^f \) element is nearly identical to \( \text{RT}_q^f \). Setting

\[
\Psi_q(K) = \begin{cases} 
\mathcal{P}_{q-1,q}(K) \times \mathcal{P}_{q-1,q}(K), & d = 2, \\
\mathcal{P}_{q-1,q}(K) \times \mathcal{P}_{q-1,q}(K) \times \mathcal{P}_{q-1,q}(K), & d = 3,
\end{cases}
\tag{2.143}
\]
we define $\mathcal{N}$ as the set of functionals:

\[
\mathcal{N}_{\text{RTC}_q} = \begin{cases}
\int_e v \cdot n \psi \, ds, & \forall \text{ basis functions } \psi \in \mathcal{P}_{q-1}(e), \forall \text{ edges } e, \\
\int_K v \cdot \phi \, dx, & \forall \text{ basis functions } \phi \in \mathcal{P}_{q-2}(K), q \geq 2,
\end{cases}
\]

for the RTC$_q$ element. The NC$_q$ element follows similarly:

\[
\mathcal{N}_{\text{NC}_q} = \begin{cases}
\int_f v \cdot n \psi \, ds, & \forall \text{ basis functions } \psi \in \mathcal{P}_{q-1}(f), \forall \text{ faces } f, \\
\int_K v \cdot \phi \, dx, & \forall \text{ basis functions } \phi \in \mathcal{P}_{q-2}(K), q \geq 2.
\end{cases}
\]

The dimensions of RTC$_q$ and NC$_q$ are given by $2(q+1)(q+2)$ and $3(q+1)^2(q+2)$ respectively. See Figure 2.9 for element diagrams showing the layout of the degrees of freedom.

The contravariant Piola transform. When mapping from reference to physical cell, it is imperative to preserve the orientation of normal components. Otherwise, we are not guaranteed to preserve the continuity of normal components after mapping to the physical cell. The standard pullback defined previously for $H^1$ elements is not sufficient.

Let $x = (x_1, \cdots, x_d)$ denote the physical coordinates and $\hat{x} = (\hat{x}_1, \cdots, \hat{x}_d)$ be the coordinates on the reference cell. With $J$ denoting the Jacobian of the change-of-coordinates mapping $F_K : \hat{K} \rightarrow K$, i.e. $J_K = DF_K(\hat{x}) = \frac{\partial x_i}{\partial \hat{x}_j}$, we define the contravariant Piola transform of a vector function $v(x) : K \rightarrow \mathbb{R}^d$ to be

\[
v(x) = \frac{J_K}{|J_K|} v(F_K(\hat{x})) = \frac{J_K}{|J_K|} \hat{v}(\hat{x}) =: \mathcal{F}_\text{div}(\hat{v}),
\]

\[
(2.146)
\]
where \( \tilde{v}(\tilde{x}) : \tilde{K} \to \mathbb{R}^d \) is a vector function defined on the reference cell \( \tilde{K} \), and \( |J_K| \) is the Jacobian determinant. This mapping is applied as the appropriate pullback for the \( H(\text{div}) \) finite elements presented here.

### 2.2. Background on the finite element method

#### \( H(\text{curl}) \) finite elements

The Sobolev space \( H(\text{curl}) \) frequently appears in electromagnetism applications and fluid dynamics problems (especially when using vorticity-velocity formulations of fluid flow motion). One variant of an \( H(\text{curl}) \) finite element was first presented by Nédélec (1980) and a second family was constructed in (Nédélec, 1986; Brezzi et al., 1987a). They are often referred to as edge elements due to the fact that the elements involve degrees of freedom along cell edges. By construction, the tangential components must be continuous along cell edges, while normal components are free to be discontinuous.

We remark here that, while this dissertation will not use these elements extensively, they are useful to mention as they help construct a complete set of finite element families which are useful for approximating solutions to the geophysical flow equations discussed throughout later chapters. We will summarize this in Section 2.4.

Lastly, we primarily discuss the elements known as RT\(_{q}^e/N1\(_{q}^e\) and RTC\(_{q}^e/NC\(_{q}^e\); the Nédélec \( H(\text{curl}) \) elements of the first kind on simplices and cuboids respectively. Construction for the elements of the second kind will be mentioned and references where appropriate.

**The Raviart-Thomas-Nédélec \( H(\text{curl}) \) elements on simplices.** To define the Nédélec elements of the first kind on simplices, denoted as RT\(_{q}^e\) and N1\(_{q}^e\) on triangles/tetrahedra respectively, we first define the set

\[
S_q(K) = \{ s \in [P_q(K)]^d : s \cdot x = 0, \forall x \in K \}. \tag{2.147}
\]

Then, for \( d = 2 \) and \( d = 3 \), we take \( V \) to be

\[
V = [P_q(K)]^d + S_q(K). \tag{2.148}
\]

The nodal degrees of freedom for RT\(_{q}^e\) in two-dimensions are given as the set

\[
\mathcal{N}_{\text{RT}_e} = \begin{cases} 
\int_{K} \mathbf{v} \cdot \mathbf{t} \psi ds, & \forall \text{basis functions } \psi \in P_{q-1}(e), \forall \text{edges } e, \\
\int_{K} \mathbf{v} \cdot \phi dx, & \forall \text{basis functions } \phi \in [P_{q-2}(K)]^2, q \geq 2,
\end{cases} \tag{2.149}
\]

and in three-dimensions for N1\(_{q}^e\):

\[
\mathcal{N}_{\text{N1}_e} = \begin{cases} 
\int_{K} \mathbf{v} \cdot \mathbf{t} \psi dl, & \forall \text{basis functions } \psi \in P_{q-1}(e), \forall \text{edges } e, \\
\int_{f} (\mathbf{v} \times \mathbf{n}) \cdot \psi ds, & \forall \text{basis functions } \psi \in [P_{q-2}(K)]^2, \forall \text{faces } f, \\
\int_{K} \mathbf{v} \cdot \phi dx, & \forall \text{basis functions } \phi \in [P_{q-2}(K)]^3, q \geq 3.
\end{cases} \tag{2.150}
\]

Here, \( t \) denotes the vector which is tangent to each edge \( e \) of \( K \). Lowest- and next-to-lowest order elements are illustrated in Figure 2.10. These are also interpreted as rotated (by 90° along edges/faces) Raviart-Thomas elements. The dimension of RT\(_{q}^e/N1\(_{q}^e\) are \( q(q+2) \) and \( \frac{q}{2} q(q+2)(q+3) \) respectively.
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We remark here that the construction of the Nédélec elements of the second kind are constructed by rotating BDM\(_q\) finite elements. As a result, there is also a two-dimensional \(H(\text{curl})\) element derived from BDM\(_q\), written as BDM\(_e^q\). The construction for both simplex and quadrilateral/cube cells are presented in (Nédélec, 1980; Nédélec, 1986; Brezzi et al., 1987a).

The Raviart-Thomas-Nédélec \(H(\text{curl})\) elements on cuboids. The construction of \(H(\text{curl})\) on quadrilaterals and cubes, written as RTC\(_q^e\) and NC\(_q^e\) respectively, follows similarly to the construction of the RTC\(_q^f\) and NC\(_q^f\) families. The function space \(V\) on \(K\) is as defined in (2.142). The main difference lies in the construction of the degrees of freedom, where tangential components are used in place of normal components. In two-dimensions, we have

\[
N_{\text{RTC}_q^e} = \begin{cases} 
\int_e \mathbf{v} \cdot \mathbf{t} \psi \, ds, & \forall \, \text{basis functions } \psi \in \mathcal{P}_{q-1}(e), \forall \, \text{edges } e, \\
\int_K \mathbf{v} \cdot \phi \, dx, & \forall \, \text{basis functions } \phi \in \text{RTC}_{q-2}(K), q \geq 2,
\end{cases}
\quad (2.151)
\]

and in three-dimensions:

\[
N_{\text{NC}_q^e} = \begin{cases} 
\int_e \mathbf{v} \cdot \mathbf{t} \psi \, ds, & \forall \, \text{basis functions } \psi \in \mathcal{P}_{q-1}(e), \forall \, \text{edges } e, \\
\int_f (\mathbf{v} \times \mathbf{n}) \cdot \psi \, ds, & \forall \, \text{basis functions } \psi \in \text{RTC}_{q-2}(f), \forall \, \text{faces } f, \\
\int_K \mathbf{v} \cdot \phi \, dx, & \forall \, \text{basis functions } \phi \in \text{NC}_{q-2}(K), q \geq 2.
\end{cases}
\quad (2.152)
\]

Dimensions of the finite elements are \(2(q+1)(q+2)\) and \(3q(q+1)^2\) respectively. Element diagrams are provided in Figure 2.11.

The covariant Piola transform. As with the \(H(\text{div})\) case, the pullback derived only from the change-of-coordinates map \(F_K\) is not sufficient to preserve tangential components when mapping between reference and physical cells. The covariant Piola

---

Figure 2.10: The lowest-order and next-to-lowest-order \(H(\text{curl})\) elements on simplicial cells. The arrows along cell edges denote tangential component evaluations, crossed arrows on the faces (in three-dimensions) denotes evaluating the tangential components on faces, and the large shaded circles denote interior moment evaluations. The numerical values near the shaded circles display the total number of interior degrees of freedom.
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(A) RTC\textsubscript{1} and RTC\textsubscript{2} elements on quadrilaterals.

(B) NC\textsubscript{1} and NC\textsubscript{2} elements on cubes.

Figure 2.11: The lowest-order and next-to-lowest-order $H(\text{curl})$ elements on quadrilateral cells.

Transform is used instead. With $J_K = DF_K$ denoting the Jacobian, we define the covariant Piola transform of $v(x)$ from a field $\hat{v}(\hat{x})$ on the reference cell to be

$$v(x) = J^{-T}_K v(F_K(\hat{x})) = J^{-T}_K \hat{v}(\hat{x}) =: F_{\text{curl}}(\hat{v}).$$

(2.153)

More information on Piola transformations and pullbacks for $H(\text{div})$ and $H(\text{curl})$ can be found in (Boffi, Brezzi, and Fortin, 2013; Rognes, Kirby, and Logg, 2009).

$L^2$ finite elements

By an $L^2$-finite element, we mean a finite element space of functions which are not globally $C^0$-continuous. This commonly appears in mixed formulations of elliptic PDEs, as well as within our context of simulating geophysical flows. Historically, $L^2$ elements are used in Galerkin methods where continuity is imposed weakly (typically through numerical flux terms appearing on element boundaries) instead of directly via the finite element space. A canonical example is the discontinuous Galerkin (DG) method for elliptic equations (Arnold, 1982; Arnold et al., 2002).

Discontinuous Lagrange elements on simplices and cuboids. Here, we present the discontinuous variants of the Lagrange elements $P_q$ and $Q_q$ as defined earlier. Often called the discontinuous Lagrange element, $dP_q$, the construction is identical to its continuous counterpart. The same holds for the discontinuous quadrilateral/cube element: $dQ_q$. The main difference is that all degrees of freedom (as defined in (2.133) and (2.137)) are topologically associated with the cell (see Figure 2.12 for illustrations of $dP_q$ and Figure 2.13 for $dQ_q$); there are no constraints for the local polynomial functions to be continuous on cell vertices, edges, or faces. Additionally, the same pullback definition in (2.135) applies to the $dP_q$ and $dQ_q$ elements.
2.3 Finite element computations

Having defined various classes of finite elements, it will be useful to quickly go over how finite element computations are performed within numerical code. As we have previously mentioned in Section 2.2.1, computations for finite elements need only an appropriate pullback to a reference cell $\hat{K}$. For affine-equivalent elements, a single reference finite element $(\hat{K}, \hat{V}, \hat{N})$ is all we require. The same applies for the Piola-mapped $H(\text{div})/H(\text{curl})$ elements as well (Rognes, Kirby, and Logg, 2009). An analogous result of affine-equivalence for isoparametric finite elements (elements defined on curved domains) is presented by Brenner and Scott (2008, §4.7). A more general theory for mapping finite elements, which includes affine and non-affine transformations, to reference elements is discussed by Kirby (2018). At any rate, the theory presented thus far still applies for more generally mapped finite elements.

Suppose we have a computational domain $\Omega$ and a mesh $T_h$ of $\Omega$ consisting of cells.
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Using the weak formulation from Section 2.2.1 as our example (see equation (2.132)), let us take \( V_{h,0} \subset H^1_0 \) to be the continuous Lagrange finite element space of order \( q \) satisfying the homogenous Dirichlet condition \( u_h = 0 \) on \( \Gamma_D = \{ \partial K : K \in T_h \} \cap \partial \Omega_D \). Then the discrete finite element problem reads as follows: find \( u_h \in V_{h,0} \) such that

\[
a_h(u_h, v) := \int_{T_h} \nabla_h u_h \cdot \nabla_h v + u_h v \, dx = \int_{T_h} f v \, dx + \int_{\Gamma_N} g v \, ds := L_h(v),
\]

for all \( v \in V_{h,0} \), where \( \Gamma_N = \{ \partial K : K \in T_h \} \cap \partial \Omega_N \) and \( \nabla_h \) denotes the cell-wise gradient: \( \nabla|_K = \nabla|_{\hat{K}} \). Note that since \( V_{h,0} \subset H^1_0 \), the integral containing gradients of the trial function \( u_h \) and test function \( v \) is legal. Equation (2.154) can best be understood as a Galerkin projection from \( H^1_0 \) onto the finite-dimensional space \( V_{h,0} \). For this reason, methods which involve testing the equation with functions in the same space as the solution variable are often called Galerkin methods.

Then, expanding \( u_h = \sum_i u_i \Phi_i \) into its global finite element basis representation, taking \( v = \Phi_j \), and using the fact that \( a_h(u_h, v) \) is linear in the solution variable \( u_h \), we arrive at a discrete \( N \times N \) (where \( N = \dim V_{h,0} \)) matrix system for the nodal coefficients \( u_i \):

\[
K U = F,
\]

where \( U = (u_1, \cdots, u_N) \), and

\[
K_{ij} = a_h(\Phi_i, \Phi_j) = \int_{T_h} \nabla_h \Phi_i \cdot \nabla_h \Phi_j + \Phi_i \Phi_j \, dx
\]

\[
= \sum_{k \in T_h} \int_k \nabla \Phi_i \cdot \nabla \Phi_j + \Phi_i \Phi_j \, dx,
\]

\[
F_j = L_h(\Phi_j) = \int_{T_h} f \Phi_j \, dx = \sum_{k \in T_h} \int_k f \Phi_j \, dx.
\]

2.3.1 Evaluating finite element forms

To evaluate \( K \) and \( F \), we first map the element-wise contributions of (2.166) and (2.167) to the reference element \( \hat{K} \). Let \( J_K \) be the Jacobian of the change-of-coordinates transformation \( F_K \), with \( x = F_K(\hat{x}) \). With \( \Phi \) denoting scalar functions defined on \( \hat{K} \), we can summarize the relationship between functions in physical space and functions on \( \hat{K} \) via:

\[
\Phi_i(x) = \Phi_i(F_K(\hat{x})) = \hat{\Phi}_i(\hat{x}) =: \mathcal{F}(\hat{\Phi}_i).
\]

Applying (2.158) and the chain-rule, we can easily show that:

\[
\nabla \Phi_i(x) = J_K^{-T} \hat{\nabla} \hat{\Phi}_i(\hat{x}),
\]

where \( \hat{\nabla} \) denotes the gradient with respect to the reference coordinates \( \hat{x} \) and \( J_K^T = J_K^{-1} \). Putting everything together and applying the usual change-of-coordinates rules for integration, we can write the element-wise contribution of \( K \) as:

\[
K_{K,jj} := \int_K \nabla \Phi_i \cdot \nabla \Phi_j + \Phi_i \Phi_j \, dx = \int_{\hat{K}} \left( J_K^{-T} \hat{\nabla} \hat{\Phi}_i \cdot J_K^{-T} \hat{\nabla} \hat{\Phi}_j + \hat{\Phi}_i \hat{\Phi}_j \right) |J_K| \, d\hat{x}.
\]
Similarly, the local contribution of $F$ is

$$F_{K,j} := \int_{K} f\Phi_j\, dx = \int_{\hat{K}} f(F_{K}(\hat{x}))\hat{\Phi}_j|J_K|\, d\hat{x}. \tag{2.161}$$

**Remark 2.** (The cell Jacobian $J_K$): For an affine mapping $F_{K}$, the Jacobian will be constant over each cell $K$. However, for non-affine transformations, such as the case for isoparametric or tensor product finite elements, then $J_K$ will vary as a function of $\hat{x}$. In either case, the discussion here still applies. A non-affine $F_{K}$ only affects our numerical evaluation of the finite element forms, which may result in integrating non-polynomial expressions.

Evaluating the local contributions of finite elements forms on the reference cell $\hat{K}$ is the bread and butter of finite element codes. In order to evaluate (2.160) and (2.161) numerically, we require a suitable quadrature method. For integrating some function, say $f(\hat{x})$, over $\hat{K}$, an $n$-point quadrature method has the form

$$\int_{\hat{K}} f(\hat{x})\, d\hat{x} \approx \sum_{q=1}^{n} f(\hat{x}_q)w_q \tag{2.162}$$

where $\{\hat{x}_q\}_{q=1}^{n}$ are quadrature points with associated quadrature weights $\{w_q\}_{q=1}^{n}$. A scheme comprised of a set of quadrature points and weights is called a quadrature rule. Typically Guassian quadrature rules are employed in finite element codes, as well as its variations such as the Gauss-Lobatto (GL) or Gauss-Lobatto-Legendre (GLL) methods (Davis and Rabinowitz, 1984).

It is easy to show that, if $f$ is polynomial in $\hat{x}$ with degree $q \leq n - 2$, then using an $n$-point Gaussian quadrature rule is exact (Süli and Mayers, 2003). We say a quadrature rule is a $q$-degree quadrature method if it integrates polynomials of degree $\leq q$ exactly. Since finite element methods frequently involve integrating polynomial expressions, most integrals could be evaluated exactly by using an appropriate quadrature method.

**Remark 3.** (Exact vs inexact quadrature): Typically, higher degree quadrature rules have more quadrature points, hence requiring more function evaluations than lower degree methods. This results in a trade-off between the accuracy of the quadrature scheme and the computational cost of an integration using that rule. Exact quadrature results in lower errors, but if the error due to inexact quadrature is small compared with other errors (such as discretization error), then inexact quadrature may be advantageous. This must be handled with care, as inexact quadrature can result in a general loss of stability as well. Analysis of this falls into the category of “variational crimes” (Strang, 1973).

After applying a quadrature method, (2.160) and (2.161) become:

$$K_{K,j} \approx \sum_q \left( J_k(\hat{x}_q)^{-T} \nabla \hat{\Phi}_i(\hat{x}_q) \cdot J_k(\hat{x}_q)^{-T} \nabla \hat{\Phi}_j + \hat{\Phi}_i(\hat{x}_q)\hat{\Phi}_j(\hat{x}_q) \right) |J_K(\hat{x}_q)|w_q, \tag{2.163}$$

$$F_{K,j} \approx \sum_q f(F_{K}(\hat{x}_q))\hat{\Phi}_j(\hat{x}_q)|J_K(\hat{x}_q)|w_q. \tag{2.164}$$

Note that different degree quadrature rules can be used on different integral forms. Some finite element packages, like Firedrake (Rathgeber et al., 2017), employ sophisticated compiler technology which determines an appropriate quadrature rule using encoded information about the finite element space. Within the context of Firedrake, a more in-depth discussion on determining optimal order quadrature methods is
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2.3.2 Finite element computations on immersed manifolds

In this section, we discuss the special case where we want to approximate a PDE on a smooth $m$-dimensional manifold $\mathcal{M}$ embedded in $\mathbb{R}^n$, $1 \leq m < n$. This is particularly relevant for this dissertation, as we will be solving geophysical equations on the surface of a sphere, a two-dimensional surface embedded in three-dimensions. Therefore, we must introduce relevant material for how such finite element computations are performed. We proceed using a similar presentation to that of Rognes et al. (2013).

We first let $x = (x_1, \ldots, x_n)$ be the coordinates in the physical or geometric dimension, and $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_m)$ be coordinates in the manifold or topological dimension. We approximate the manifold $\mathcal{M}$ by some tessellation of cells $\mathcal{T}_h = \{K\}$. That is, each cell $K$ will have topological dimension $m$ and geometric dimension $n$. We define a fixed reference cell $\hat{K}$ and assume there exists a transformation $F_K : \mathbb{R}^m \rightarrow \mathbb{R}^n$ with $K = F_K(\hat{K})$, as illustrated (for triangles) in Figure 2.14. Then the cell Jacobian of the mapping $F_K$ is the $n \times m$ matrix:

$$J_K = \frac{\partial F_K(\hat{x})}{\partial \hat{x}} = \frac{\partial x}{\partial \hat{x}} = \begin{bmatrix} \frac{\partial x_1}{\partial \hat{x}_1} & \frac{\partial x_1}{\partial \hat{x}_2} & \cdots & \frac{\partial x_1}{\partial \hat{x}_m} \\ \frac{\partial x_2}{\partial \hat{x}_1} & \frac{\partial x_2}{\partial \hat{x}_2} & \cdots & \frac{\partial x_2}{\partial \hat{x}_m} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial x_n}{\partial \hat{x}_1} & \frac{\partial x_n}{\partial \hat{x}_2} & \cdots & \frac{\partial x_n}{\partial \hat{x}_m} \end{bmatrix}. \quad (2.165)$$

Remark 4. (A variational crime): In our previous definition of a mesh from Section 2.2.1, we stated the condition that $\bigcup_i K_i = \overline{\Omega}$, for some domain $\Omega$. In the case of an arbitrary manifold, this condition is not always satisfied. For example, consider the case where $\mathcal{M}$ is the surface of a sphere embedded in $\mathbb{R}^3$. Then a piecewise linear tessellation of triangles $\mathcal{T}_h = \{K\}$ breaks this condition:

$$\bigcup_i K_i \neq \mathcal{M}. \quad (2.166)$$

In this case, $\bigcup_i K_i$ is simply an approximation of $\mathcal{M}$. Then, if $V = H^1(\mathcal{M})$ and $V_h(\mathcal{T}_h)$ is a continuous Lagrange space, we are in a situation where $V_h \not\subset V$. If we are trying to
solve some weak formulation on \( \mathcal{M} \) using an \( H^1 \) finite element method, we have just broken a crucial rule of traditional Galerkin methods.

This is known as a “variational crime,” since functions in \( V \) are being approximated by functions in \( V_h \), defined on a different domain. Strang (1973) coined the term “variational crime,” and quantified the errors introduced by these “crimes.” Brenner and Scott (2008, §10) and Holst and Stern (2012) are useful resources on this topic. In real-world applications, committing these variational crimes are often deemed a practical necessity (due to a finite amount of computational resources).

The pseudodeterminant of \( J_K \) represents the transformation of a differential volume element on the manifold. For one-dimensional manifolds, \( J_K = [J_1] \) and its pseudodeterminant is simply the length of the single column vector \( J_1 \) in the Euclidean 2-norm: 
\[
|J_K| = \|J_1\|_2.
\]

In general, we define the pseudodeterminant to be
\[
|J_K| := \sqrt{|G|},
\]
where \( G = J_K^T J_K \) is the Gram matrix (Horn and Johnson, 2012, §7.2), and \( |G| \) is the determinant of \( G \). In differential geometry, (2.167) defines the volume of an \( m \)-dimensional parallelepiped, embedded in \( n \)-dimensions, spanned by the columns of the Jacobian \( J_K \). Notice that when \( m = n \), then (2.167) reduces to the standard determinant.

Most of the rules for pulling back finite element forms to the reference cell, as discussed in Section 2.3.1, still applies. For example, we have for scalar functions \( \Phi_i \), \( \Phi_j \):
\[
\int_K \Phi_i(x) \Phi_j(x) \, dx = \int_{\hat{K}} \hat{\Phi}_i(\hat{x}) \hat{\Phi}_j(\hat{x}) |J_K| \, d\hat{x},
\]
where \( \Phi_i(x) = \mathcal{F}(\hat{\Phi}_i) \) from (2.158), and \( |J_K| \) from (2.167). Note that this can be extended to vector-valued functions on the manifold (whose function space is the Cartesian product of scalar-valued finite element spaces) by applying the standard change-of-variables to each scalar component of the vector.

**Differential operators on manifolds**

Most finite element integrals will involve derivatives of basis functions defined over the cells \( K \). Therefore, we must be able to evaluate derivatives of functions defined on the manifold. Now, suppose we have a function \( \Phi(x) \) defined the cell \( K \subset \mathbb{R}^n \) with pullback \( \hat{\Phi}(\hat{x}) \) defined on \( \hat{K} \subset \mathbb{R}^m \). The gradient \( \nabla \hat{\Phi} \) of \( \hat{\Phi} \) in the reference space is simply
\[
[\nabla \hat{\Phi}(\hat{x})]_i = \frac{\partial \hat{\Phi}(\hat{x})}{\partial \hat{x}_i}, i = 1, \ldots, m.
\]

We define the tangent space \( T(K) \) of \( K \) to be the image of \( J_K \). Thus, for any \( v \in T(K) \), we have \( v = J_K \hat{v} \), where \( \hat{v} \) is some vector defined in the reference space. Then for any \( v \in T(K) \), the gradient of \( \Phi(x) \) in the direction of \( v \) can be defined through the usual Gâteaux derivative:
\[
\nabla \Phi(x) \cdot v = \lim_{\epsilon \to 0} \frac{\Phi(x + \epsilon v) - \Phi(x)}{\epsilon}.
\]

(2.170)
Assuming that the transformation $F_K$ is non-degenerate, such that the columns of $J_K$ are linearly independent, we have for any $v \in T(K)$:

$$\nabla \Phi(x) \cdot v = \lim_{\epsilon \to 0} \frac{\Phi(x + \epsilon v) - \Phi(x)}{\epsilon} = \lim_{\epsilon \to 0} \frac{\Phi(F_K(\hat{x} + \epsilon \hat{v})) - \Phi(F_K(\hat{x}))}{\epsilon} = \lim_{\epsilon \to 0} \frac{\hat{\Phi}(\hat{x} + \epsilon \hat{v}) - \hat{\Phi}(\hat{x})}{\epsilon} = \hat{\nabla} \hat{\Phi}(\hat{x}) \cdot \hat{v}.$$  \hfill (2.171)

Next, we introduce the (left) pseudo-inverse of the cell Jacobian $J_K$, as defined by Penrose (1955):

$$J_K^+ = (J_K^T J_K)^{-1} J_K^T.$$  \hfill (2.172)

Then for $v = J_K \hat{v}$, we can easily see that $J_K^+ v = \hat{v}$ by direct computation:

$$J_K^+ v = J_K^+ J_K \hat{v} = (J_K^T J_K)^{-1} (J_K^T J_K) \hat{v} = \hat{v}.$$  \hfill (2.173)

After substituting (2.173) into (2.171), we see that

$$\nabla \Phi(x) \cdot v = \hat{\nabla} \hat{\Phi}(\hat{x}) \cdot J_K^+ v = (J_K^+)^T \hat{\nabla} \hat{\Phi}(\hat{x}) \cdot v.$$  \hfill (2.174)

Notice that $\Phi(x)$ is an $n$-vector in the same physical space where the manifold is immersed. Moreover, $(J_K^+)^T = J_K (J_K^T J_K)^{-1} = J_K (J_K^T J_K)^{-1}$ maps to the tangent space $T(K)$. So from this we can clearly see that $\nabla \Phi(x)$ is in the tangent space, as we would expect. Since (2.174) holds for all $v \in T(K)$, we obtain the following relation:

$$\nabla \Phi(x) = (J_K^+)^T \hat{\nabla} \hat{\Phi}(\hat{x}).$$  \hfill (2.175)

Putting everything together, we can now pullback finite element forms like the weak Laplacian operator:

$$\int_K \nabla \Phi_i \cdot \nabla \Phi_j \, dx,$$  \hfill (2.176)

where $\Phi_i$ and $\Phi_j$ are a pair of finite element basis functions defined in the cell $K$. Applying (2.175) and the standard rules for changing variables gives:

$$\int_K \nabla \Phi_i \cdot \nabla \Phi_j \, dx = \int_{\hat{K}} (J_K^+)^T \hat{\nabla} \hat{\Phi_i} \cdot (J_K^+)^T \hat{\nabla} \hat{\Phi_j} |J_K| d\hat{x}.$$  \hfill (2.177)

**Piola-mapped finite elements on manifolds**

Formally, the definition of $\nabla \cdot$ and $\nabla \times$ on a manifold $M$ is summarized as the limit of flux and circulation integrals:

$$\nabla \cdot u(x) = \lim_{\epsilon \to 0} \frac{1}{|C(\epsilon)|} \int_{C(\epsilon)} u \cdot n \, ds,$$  \hfill (2.178)

$$\left(\nabla \times u(x)\right) \cdot n = \lim_{\epsilon \to 0} \frac{1}{|C(\epsilon)|} \int_{C(\epsilon)} u \cdot ds,$$  \hfill (2.179)
where $C(\epsilon)$ is an close loop centered at a point $x$ approaching radius $\epsilon$ as $\epsilon \to 0$, $n$ is the outward normal along the boundary of $C(\epsilon)$, and $|C(\epsilon)|$ is the area on $\mathcal{M}$ enclosed by $C(\epsilon)$. For notational purposes, we denote the divergence and curl in reference space as $\hat{\nabla} \cdot \hat{u}$ and $\hat{\nabla} \times \hat{u}$ respectively, where $\hat{\nabla}$ denotes the $m$-vector of partial derivatives in $\hat{x}$.

As previously discussed in Section 2.2.2, $H(\text{div})$ finite element spaces (such as the Raviart-Thomas-Nédélec or Brezzi-Douglas-Marini spaces) consist of vector fields $u$ whose pullbacks are defined via the contravariant Piola transform. On the manifold, the definition remains largely unchanged. Letting $\hat{\Psi}$ be a vector function defined on the reference cell $\hat{K}$, we define $\Psi$ on the physical cell $K$ as

$$\Psi(x) = F_{\text{div}}(\hat{\Psi}) = \frac{1}{|J_K(\hat{x})|} J_K \hat{\Psi}(\hat{x}),$$

where $|J_K|$ is the Jacobian pseudo-determinate. Under the transformation (2.180), the divergence operator is pulled back via the relation:

$$\nabla \cdot \Psi(x) = \frac{1}{|J_K(\hat{x})|} \hat{\nabla} \cdot \hat{\Psi}(\hat{x}).$$

In general, $\hat{\Psi}$ is a vector field with $m$ components and $F_{\text{div}}(\hat{\Psi})$ is a vector with $n$ components. Moreover, $F_{\text{div}}(\hat{\Psi}) \in T(K)$ by construction: $J_K \hat{\Psi} \in T(K)$. The sign of $|J_K|$ is positive if $K$ has the same orientation as the manifold $\mathcal{M}$ and negative otherwise. If $\mathcal{M}$ is non-orientable, then (2.180) is not well-defined and thus the Piola transform cannot be applied. Fortunately, this will not be the case for us. For the implementation details of manifold orientation, we refer the reader to Rognes et al. (2013, §3.3.2).

A particularly useful property of the contravariant Piola transform is revealed when mapping between physical and reference cells. Integrals involving Piola-mapped quantities often result in Jacobian cancellations, which greatly simplifies integral evaluations. We summarize this with the following lemma from Boffi, Brezzi, and Fortin (2013, §2.1.3).

**Lemma 1.** *(Properties of the contravariant Piola transformation):* For any (contravariant) Piola-mapped vector field $\Psi = F_{\text{div}}(\hat{\Psi})$, $\Psi \in H(\text{div}; K)$, and scalar function $\Phi = F(\hat{\Phi})$, $\Phi \in H^1(K)$, the following relations hold:

$$\int_K \nabla \Phi \cdot \Psi \, dx = \int_{\hat{K}} \hat{\nabla} \Phi \cdot \hat{\Psi} \, d\hat{x},$$  \hspace{1cm} (2.182)

$$\int_K \Phi \nabla \cdot \Psi \, dx = \int_{\hat{K}} \hat{\Phi} \hat{\nabla} \cdot \hat{\Psi} \, d\hat{x},$$  \hspace{1cm} (2.183)

$$\int_{\partial K} \Phi \Psi \cdot n \, ds = \int_{\partial \hat{K}} \hat{\Phi} \hat{\Psi} \cdot \hat{n} \, d\hat{s}.$$  \hspace{1cm} (2.184)

This well-known result is proven for affine $F_K$ and extended to non-affine (curved elements) by Thomas (1976). While the identities (2.182)–(2.184) can be shown by direct calculation (similarly for immersed manifolds), albeit through tedious vector calculus computations, the result is more elegantly summarized within the framework of finite element exterior calculus (FEEC). We refer the interested reader to Arnold, Falk, and Winther (2006, §2.1), Arnold, Falk, and Winther (2010, §4), Arnold (2013) and Arnold, Boffi, and Bonizzoni (2015).
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The usefulness of the identities (2.183)–(2.184) come into play when considering $H(\text{div}) \times L^2$ mixed finite element discretizations on $\mathcal{M}$. A commonly occurring integral for simulating geophysical flows is the pressure gradient term:

$$\int_{T_h} \Psi \cdot \nabla_h \Phi \, dx,$$  \hspace{1cm} (2.185)

where $\Psi$ and $\Phi$ are some vector and scalar fields respectively. Now, taking $\Psi \in U_h$ and $\Phi \in V_h$, where $U_h \times V_h$ is an $H(\text{div}) \times L^2$ pairing of finite element spaces (for example, Raviart-Thomas and discontinuous Lagrange spaces), we can integrate by parts (Green's formula) to obtain:

$$\int_{T_h} \Psi \cdot \nabla_h \Phi \, dx = -\int_{T_h} \Phi \nabla_h \Psi \cdot n \, ds + \int_{E_h^\partial} \Phi \| \Psi \| \, dS = 0$$  \hspace{1cm} (2.186)

where $E_h^\partial$ is the set of exterior facets (empty if the manifold is closed), $E_h^\circ$ is the set of interior facets, and $\| \Psi \|$ is the jump of $\Psi \cdot n$, defined as follows. On any shared facet $e$ by two elements $K^+$ and $K^-$, the jump on $e$ is defined as

$$\| \Psi \| = \Psi \big|_{K^+} \cdot n^+|_e + \Psi \big|_{K^-} \cdot n^-|_e,$$  \hspace{1cm} (2.187)

where $n^\pm$ denotes the outward-pointing normal on $\partial K^\pm$, as shown in Figure 2.15. Since $\Psi$ comes from an $H(\text{div})$ finite element space, the normal components are continuous across all interior facets, hence the vanishing surface term over $E_h^\circ$.

Then, for $\Psi = F_{\text{div}}(\hat{\Psi})$ and $\Phi = F(\hat{\Phi})$, and using (2.183)–(2.184), we can write the cellwise contribution of (2.186) as:

$$-\int_K \Phi \nabla \cdot \Psi \, dx + \int_{\partial K} \Phi \Psi \cdot n \, ds = -\int_K \hat{\Phi} \nabla \cdot \hat{\Psi} \, d\hat{x} + \int_{\partial K} \hat{\Phi} \hat{\Psi} \cdot \hat{n} \, d\hat{s}. \hspace{1cm} (2.188)$$

Equation (2.188) requires no cell Jacobian evaluations due to the cancellation properties of $F_{\text{div}}$. This is particularly nice, since otherwise integrals over curved domains will contain non-polynomial expressions after being pulled back to $\hat{K}$ (terms with $1/|J_K(\hat{x})|$). This will make exact quadrature very difficult in this case. Moreover, failure to evaluate the expression (2.186) exactly can cause the discrete model to exhibit spurious computational modes (Cotter and Shipton, 2012). If this occurs, then a
solution with balanced initial condition oscillates rapidly. This is catastrophic when
the nonlinear terms are introduced since the solution is polluted by rapid oscillations
before the slow balanced state has had time to evolve; this renders a discretization
for large-scale atmospheric modeling useless (Staniforth and Thuburn, 2011; Staniforth,
Melvin, and Cotter, 2013).

Some integrals do not have such cancellation properties. For example, the mass term
of two Piola-mapped vector fields on $K$ becomes:

$$
\int_K \Psi_i \cdot \Psi_j \, dx = \int_K \frac{J_K \Psi_i}{|J_K(\hat{x})|} \cdot \frac{J_K \Psi_j}{|J_K(\hat{x})|} |J_K(\hat{x})| \, d\hat{x} = \int_K \frac{J_K \hat{\Psi}_i \cdot J_K \hat{\Psi}_j}{|J_K(\hat{x})|} d\hat{x},
$$

(2.189)
which is non-polynomial whenever $|J_K(\hat{x})|$ varies as a function of $\hat{x}$. This makes
exact integration for expressions like (2.189) very difficult. Fortunately, as mentioned
by Cotter and Thuburn (2014), the key properties we desire in a geophysical fluid
simulations (the basic energy conservation, balance, and wave propagation proper-
ties listed in Section 2.1.5), all rely on exactly integrating the following terms over a
cell $K$ (or facet $e$):

$$
\int_K g w \cdot u_\perp \, dx, \quad \int_K \nabla g \cdot u \, dx, \quad \int_K g \nabla \cdot w \, dx, \quad \int_e g u \cdot n \, dS,
$$

(2.190)
where $u, w$ are Piola-mapped vectors and $g$ is some arbitrary scalar function. All in-
tegrands in (2.190) were shown to have cancellations of Jacobian determinants when
pulled back to the reference cell (or reference facet in the case of surface integrals). So
while terms like (2.189) may appear in a discrete finite element formulation, select-
ing a quadrature rule of a suitable degree such that all terms in (2.190) are integrated
exactly will be sufficient to maintain our desired properties. Direct calculations and
analysis within a FEEC framework are provided by Cotter and Thuburn (2014).

Finally, we conclude this section by briefly mentioning how $H(\text{curl})$ finite element
functions are handled on manifolds. Similarly with pulling back $H(\text{div})$ functions,
the covariant Piola transform (see (2.153)) remains unchanged except for the inclu-
sion of the Jacobian pseudo-inverse:

$$
\hat{g}(x) = F_{\text{curl}}(\hat{\xi}) = \left(J_K^+\right)^T \hat{\xi}(\hat{x}),
$$

(2.191)
where $\xi$ and $\hat{\xi}$ are vector fields defined on $K$ and $\hat{K}$ respectively. Under the transfor-
mation (2.191), we have the following relation for the curl operator:

$$
\nabla \times \xi(x) = \frac{J_K}{|J_K(\hat{x})|} \hat{\nabla} \times \hat{\xi}(\hat{x}).
$$

(2.192)
It is worth noting that similar Jacobian cancellations occur for $H(\text{curl})$ vector func-
tions. However, since we do not make use of them in this dissertation, we omit the
details and instead refer the interested reader to Boffi, Brezzi, and Fortin (2013, §2,
Lemma 2.1.9), Nédélec (1980) and Nédélec (1986).

### 2.4 Compatible finite element methods

Over the past decade, finite element discretizations of the governing equations for
atmospheric motion have become increasing popular. A majority of the focus has
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been centered on high-order continuous Galerkin (CG), spectral element, and discontinuous Galerkin (DG) methods. For an overview, see Fournier, Taylor, and Tribbia (2004), Thomas and Loft (2005), Dennis et al. (2011), Kelly and Giraldo (2012), Giraldo, Kelly, and Constantinescu (2013), Bao, Klöfkorn, and Nair (2015), and Marras et al. (2015). More recently, a theory of mixed-finite element discretizations, known as mimetic or compatible finite element methods (Cotter and Shipton, 2012; Staniforth, Melvin, and Cotter, 2013; Cotter and Thuburn, 2014; McRae and Cotter, 2014; Natale, Shipton, and Cotter, 2016), has been developed within the context of simulating geophysical fluid dynamics.

Compatible finite element elements are built from discrete spaces that satisfy an $L^2$ de-Rham co-homology in which differential operators map from one space to another (Arnold, Falk, and Winther, 2006; Arnold, Falk, and Winther, 2010; Arnold and Awanou, 2014). Discretizations arising from this framework have a long history in both numerical analysis and applications ranging from structural mechanics to porous media flows. See Boffi et al. (2008) and Boffi, Brezzi, and Fortin (2013) for a summary of contributions.

The realization made by Cotter and Shipton (2012) that compatible finite element methods respect essential geostrophic balance relations for steady-state solutions of the rotating shallow water equations, combined with other properties making them analogous to the Arakawa C-grid (Thuburn, Cotter, and Dubos, 2014), has galvanized an effort to develop similar techniques for numerical weather prediction. In this section, we introduce key concepts which build the framework of compatible finite element methods for both two- and three-dimensional formulations.

2.4.1 $L^2$ de-Rham complexes

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$. By a de-Rham complex, we mean a sequence of spaces with:

$$0 \to V^0(\Omega) \xrightarrow{d^0} V^1(\Omega) \xrightarrow{d^1} \cdots \xrightarrow{d^{n-1}} V^n(\Omega) \to 0, \quad (2.193)$$

where $V^k$ are function spaces on $\mathbb{R}^n$ and $d^k$ are mappings between them satisfying $d^k \circ d^{k-1} = 0$. As soon as the function spaces $V^k$ are defined explicitly, the operators $d^k$ take the form of familiar differential operators from vector calculus.

For $k = 0, n$, the spaces $V^k$ consist of scalar-valued functions, and vector-valued for $k = 1, \cdots, n - 1$. If the $V^k$ are Hilbert spaces, then (2.193) can be identified with an $L^2$ de-Rham complex. In $\mathbb{R}^3$, the de-Rham complex takes the form:

$$0 \to H^1 \xrightarrow{\nabla} H(\text{curl}) \xrightarrow{\nabla \times} H(\text{div}) \xrightarrow{\nabla} L^2 \to 0. \quad (2.194)$$

Note that the well-known vector calculus identities $\nabla \times (\nabla f) = 0$, for a scalar function, and $\nabla \cdot (\nabla \times \mathbf{v}) = 0$ for a vector field are encoded in the de-Rham complex via $d^1 \circ d^{-1} = 0$. In $\mathbb{R}^2$, there are two identifications one can make which results in two valid $L^2$ de-Rham complexes. We refer the reader to Arnold, Falk, and Winther (2010) for a discussion on how this identification is made.\footnote{This identification branches into finite element exterior calculus, which establishes the relationship between spaces of differential forms and finite element spaces. The two complexes in $\mathbb{R}^2$ are a result of selecting an identification of 1-forms with $C^\infty(\mathbb{R}^2)$. This is summarized in Table 10 of Arnold, Falk, and Winther (2010).} For brevity, we...
just present both complexes below. The first complex in $\mathbb{R}^2$ is:

$$0 \to H^1 \xrightarrow{\nabla} H(\text{div}) \xrightarrow{\nabla} L^2 \to 0, \quad (2.195)$$

and the second:

$$0 \to H^1 \xrightarrow{\nabla} H(\text{curl}) \xrightarrow{\nabla} L^2 \to 0. \quad (2.196)$$

In one-dimension, there is only the single complex:

$$0 \to H^1 \xrightarrow{\frac{d}{dx}} L^2 \to 0. \quad (2.197)$$

For each $L^2$ complex in $\mathbb{R}^n$, $n \leq 3$, we can identify a discrete complex consisting of finite element subspaces $V^k_h \subset V^k$. Abstractly, a critical requirement of “compatibility” in our context is that the following diagram commutes:

$$
\begin{array}{cccccccc}
V^0_h & \xrightarrow{d^0} & V^1_h & \xrightarrow{d^1} & \cdots & \xrightarrow{d^{n-1}} & V^n_h \\
\downarrow{\pi^0} & & \downarrow{\pi^1} & & \cdots & & \downarrow{\pi^{n-1}} \\
V^0 & \xrightarrow{d^0} & V^1 & \xrightarrow{d^1} & \cdots & \xrightarrow{d^{n-1}} & V^n \\
\end{array}
\quad (2.198)
$$

where $V^k_h \subset V^k$ are finite element subspaces, and $\pi^k$, $k = 1, \cdots, n$ are bounded projection operators between $V^k$ and $V^k_h$. We remark here that the property $V^k_h \subset V^k$ is not strictly necessary to construct a useful discrete complex; Holst and Stern (2012) handled the more general setting. We shall elaborate in Section 2.4.6.

### 2.4.2 Compatible finite elements in two-dimensions

We begin with a formal definition for what it means for a two-dimensional finite element discretization to be “compatible.” Let $T_h$ be a mesh of a bounded domain $\Omega$ in $\mathbb{R}^2$. Now suppose we have the following $L^2$ de-Rham complex

$$0 \to H^1 \xrightarrow{\nabla} H(\text{div}) \xrightarrow{\nabla} L^2 \to 0. \quad (2.199)$$

Now let $V^k_h$ be finite element subspaces of $V^k$. The spaces $V^k_h$ are compatible if the following conditions are met:

1. $\nabla \psi \in V^1_{h, i}$, for all functions $\psi \in V^0_{h, i}$,
2. $\nabla \cdot v \in V^2_{h, i}$, for all functions $v \in V^1_{h, i}$; and
3. There exists bounded projections $\pi^0$, $\pi^1$, and $\pi^2$ such that the following diagram commutes:

$$
\begin{array}{cccccccc}
H^1 & \xrightarrow{\nabla} & H(\text{div}) & \xrightarrow{\nabla} & L^2 \\
\downarrow{\pi^0} & & \downarrow{\pi^1} & & \downarrow{\pi^2} \\
V^0_{h, i} & \xrightarrow{\nabla} & V^1_{h, i} & \xrightarrow{\nabla} & V^2_{h, i} \\
\end{array}
\quad (2.200)
$$

The use of these commuting diagrams is used to demonstrate stability and convergence of the finite element method, as discussed by Boffi, Brezzi, and Fortin (2013). The fact that it makes sense to act on functions in $V^k_h$ via the differential operator $d^k$ is
a direct result of $V^k_h \subset V^k$. Within the context of finite exterior calculus (Arnold, Falk, and Winther, 2006; Arnold, Falk, and Winther, 2010; Arnold and Awanou, 2014), this framework is translated into the language of differential forms, where proofs of the existence of the projections $\pi^k$ are derived from. For clarity, we choose to stay within the context of vector calculus as much as possible.

If the domain $\Omega$ has a boundary $\partial \Omega$, then we define $\hat{H}^1$ and $\hat{V}^0_h$ as subspaces of $H^1$ and $V^0_h$ with vanishing trace on $\partial \Omega$, respectively. Similarly, we define $\hat{H}(\text{div})$ and $\hat{V}^1_h$ where the normal components of functions vanish on $\partial \Omega$. Then, the above commutative diagram (2.200) still holds with subspaces appropriately substituted (Natale, Shipton, and Cotter, 2016).

A nearly identical definition can be made for the two-dimensional complex in (2.196). For our purposes, we will only be working with compatible finite element spaces in (2.199). For completion, however, we give some explicit examples of compatible finite element spaces for both de-Rham complexes below.

For the first complex in (2.199), the following finite element spaces form a compatible complex for $q \geq 1$:

\begin{align*}
P_q &\xrightarrow{\nabla} \text{RT}_q \xrightarrow{\nabla} dP_{q-1}, \quad (2.201) \\
P_{q+1} &\xrightarrow{\nabla} \text{BDM}_q \xrightarrow{\nabla} dP_{q-1}, \quad (2.202) \\
Q_q &\xrightarrow{\nabla} \text{RTC}_{f} \xrightarrow{\nabla} dQ_{q-1}. \quad (2.203)
\end{align*}

Another useful finite element complex relevant for numerical weather prediction was detailed by Cotter and Shipton (2012) on triangles:

\[ P_2 \oplus B_3 \xrightarrow{\nabla} \text{BDFM}_2 \xrightarrow{\nabla} dP_1, \quad (2.204) \]

where $P_2 \oplus B_3$ is the space of quadratic functions enriched by a cubic “bubble” function (a cubic function vanishing on cell boundaries).

For the second complex (2.196), we have for $q \geq 1$:

\begin{align*}
P_q &\xrightarrow{\nabla} \text{RT}_q^e \xrightarrow{\nabla} dP_{q-1}, \quad (2.205) \\
P_{q+1} &\xrightarrow{\nabla} \text{BDM}_q^e \xrightarrow{\nabla} dP_{q-1}, \quad (2.206) \\
Q_q &\xrightarrow{\nabla} \text{RTC}_q^e \xrightarrow{\nabla} dQ_{q-1}. \quad (2.207)
\end{align*}

where $\text{RT}_q^e$, $\text{BDM}_q^e$, and $\text{RTC}_q^e$ are the “rotated” versions of $\text{RT}_q$, $\text{BDM}_q$, and $\text{RTC}_q^f$ respectively for $H(\text{curl})$. These are presented by Brezzi, Douglas, and Marini (1985) and Nédélec (1980) for simplices and Nédélec (1986) and Brezzi et al. (1987a) for quadrilaterals.

### 2.4.3 Tensor product elements

In preparation for building a three-dimensional finite element complex, it will be helpful to provide constructions of what are known as tensor product elements. In fact, we have already encountered one such element explicitly: the $Q_q(K)$ family. It is the simplest tensor product element by construction, but other elements for the
various Sobolev spaces are indeed possible. Using tensor product elements, we can construct finite elements on more general polytopes, like triangular prisms.

**Product cells and function spaces**

Let \( K_A \subset \mathbb{R}^n \) and \( K_B \subset \mathbb{R}^m \) be two polygonal cells. We define the product of \( K_A \) and \( K_B \), denoted as \( K_A \times K_B \), to simply be the set:

\[
K_A \times K_B = \{ (x_1, \cdots, x_{n+m}) \in \mathbb{R}^{n+m} : (x_1, \cdots, x_n) \in K_A \text{ and } (x_{n+1}, \cdots, x_{n+m}) \in K_B \}.
\]

This construction can be applied to the product of an arbitrary number of cells \( K_i \subset \mathbb{R}^{n_i}, i = 1, \cdots, k \):

\[
\prod_{i=1}^{k} K_i = \{ (x_1, \cdots, x_{\sum_{i=1}^{k} n_i}) \in \mathbb{R}^{\sum_{i=1}^{k} n_i} :
  \begin{align*}
    (x_1, \cdots, x_{n_1}) &\in \mathbb{R}^{n_1}, \\
    (x_{n_1+1}, \cdots, x_{n_1+n_2}) &\in \mathbb{R}^{n_2}, \\
    &\vdots \\
    (x_{1+\sum_{i=1}^{k-1} n_i}, \cdots, x_{\sum_{i=1}^{k} n_i}) &\in \mathbb{R}^{n_k}. 
  \end{align*}
\]

This definition follows naturally, as one could take the product of cells where some of the component cells are tensor product cells themselves, such as cube/box cells.

Let \( K = \prod_{i=1}^{k} K_i \) be a product cell. Then the tensor product function space on \( K \) is simply

\[
\bigotimes_{i=1}^{k} V_i(K_i) = \text{Span}\{ v_1 \cdot v_2 \cdots v_k : v_i \in V_i(K_i) \},
\]

where

\[
(v_1 \cdot v_2 \cdots v_k)(x_1, \cdots, x_{\sum_{i=1}^{k} n_i}) = \\
v_1(x_{1}, \cdots, x_{n_1}) \cdot v_2(x_{n_1+1}, \cdots, x_{n_1+n_2}) \cdots v_k(x_{1+\sum_{i=1}^{k-1} n_i}, \cdots, x_{\sum_{i=1}^{k} n_i}).
\]

In our context, we typically construct product cells and tensor product spaces consisting of two cells (hence two function spaces). Namely, \( K = K_A \times K_B \) and the resulting product space consists of functions of the form:

\[
(v_A \cdot v_B)(x_1, \cdots, x_{n+m}) = v_A(x_1, \cdots, x_n) \cdot v_B(x_{n+1}, \cdots, x_{n+m}),
\]

where \( v_A \in V_A(K_A) \) and \( v_B \in V_B(K_B) \). Note that in nearly all cases, at least one of the function spaces will consist of scalar-valued functions, meaning that the product \( v_A \cdot v_B \) is unambiguous. Lastly, if \( \{ \phi_i \}_{i=1}^{N} \) and \( \{ \psi_i \}_{i=1}^{M} \) are bases for \( V_A \) and \( V_B \) respectively, then a basis for \( V_A \otimes V_B \) is given by \( \{ \Psi_{ij} \}_{1 \leq i \leq N, 1 \leq j \leq M} \), where \( \Psi_{ij} = \phi_i \cdot \psi_j \).

Focusing on product cells of the form: \( K = K_A \times K_B \), where \( K_A \subset \mathbb{R}^n \) and \( K_B \subset \mathbb{R}^m \), the topological entities of \( K \) correspond to the product of topological entities of both \( K_A \) and \( K_B \). Following the convention outlined by McRae et al. (2016), we label the entities of a cell (say, in \( \mathbb{R}^n \)) by their dimension (0 for vertices, 1 for edges, \( \cdots \), \( n-1 \) for \( n \)-dimensional cells).
for facets, and \(n\) for the cell). Then the topological entities of \(K_A \times K_B\) are labeled as follows:

- \((0, 0)\): vertices of \(K_A \times K_B\); the product of a vertex of \(K_A\) with a vertex of \(K_B\).
- \((0, 1)\): edges of \(K_A \times K_B\); the product of a vertex of \(K_A\) with an edge of \(K_B\).
- \((1, 0)\): edges of \(K_A \times K_B\); the product of an edge of \(K_A\) with a vertex of \(K_B\).

\[ \vdots \]

- \((n-1, m)\): facets of \(K_A \times K_B\); the product of a facet of \(K_A\) with the cell of \(K_B\).
- \((n, m-1)\): facets of \(K_A \times K_B\); the product of the cell of \(K_A\) with a facet of \(K_B\).
- \((n, m)\): cell of \(K_A \times K_B\); the product of the cell of \(K_A\) with the cell of \(K_B\).

Using the notation of McRae et al. (2016), we can clearly distinguish between different types of entities, especially those with the same geometric dimension. For example, if \(K_A\) is a triangle and \(K_B\) an interval, then the product cell \(K_A \times K_B\) is a triangular prism in \(\mathbb{R}^3\) with triangular facets labeled as \((2, 0)\) and quadrilateral facets \((1, 1)\). This labeling convention allows software to exploit the geometric structure of product cells, resulting in efficient code-generation techniques for iterating data structures attached to meshes with tensor product cells (Bercea et al., 2016).

**Nodes of a tensor product element**

Now suppose we have two finite elements \(\mathcal{FE}_A\) and \(\mathcal{FE}_B\) defined by the Ciarlet triples \((K_A, V_A, N_A)\) \((K_B, V_B, N_B)\) respectively. The tensor product element \(\mathcal{FE}_A \otimes \mathcal{FE}_B\) is defined as the Ciarlet triple \((K, V, N)\), where

\[
K = K_A \times K_B, \quad V = V_A \otimes V_B,
\]

and the nodes are given by:

\[
N = \{ n_{ij} = n_{i}^{(A)} \star n_{j}^{(B)} : n_{i}^{(A)} \in N_A, n_{j}^{(B)} \in N_B \}.
\]

The operator \(\star\) in (2.215) denotes the “product” of nodes from the dual bases \(N_A\) and \(N_B\). Within our context, both \(N_A\) and \(N_B\) will be nodal in the Kronecker delta sense (2.107), thus we can explicitly define \(n_{i}^{(A)} \star n_{j}^{(B)}\) as the functional

\[
\left( n_{i}^{(A)} \star n_{j}^{(B)} \right)(v_A \cdot v_B) = n_{i}^{(A)}(v_A) \cdot n_{j}^{(B)}(v_B).
\]

Given a node \(n_{ij} \in N\) and a basis function \(\Psi_{k,l} \in V\), then

\[
n_{ij}(\Psi_{k,l}) = n_{i}^{(A)}(\phi_{k}) \cdot n_{j}^{(B)}(\psi_{l}) = \delta_{ik}\delta_{jl}.
\]

Setting \(\alpha = (i,j)\) and \(\beta = (k,l)\) to be multi-indices associated with the nodes and basis functions defining the product element respectively, we have

\[
n_{\alpha}(\Psi_{\beta}) = \delta_{\alpha\beta}.
\]
The set $\mathcal{N}$ is a basis for $V'$ and characterizes the degrees of freedom for $\mathcal{FE}_A \otimes \mathcal{FE}_B$. A similar construction holds for the tensor product of arbitrarily many finite elements. For more information on the construction of tensor product elements, we refer the reader to McRae et al. (2016).

### 2.4.4 Compatible finite elements in three-dimensions

Since there is only a single de-Rham complex in $\mathbb{R}^3$ based on the construction in Section 2.4.1, we can focus solely on the following $L^2$ complex over $\Omega_h$:

$$0 \to H^1 \xrightarrow{\nabla} H(\text{curl}) \xrightarrow{\nabla \times} H(\text{div}) \xrightarrow{\nabla \cdot} L^2 \to 0. \quad (2.219)$$

Let $V^0_h \subset H^1$, $V^1_h \subset H(\text{curl})$, $V^2_h \subset H(\text{div})$, and $V^3_h \subset L^2$ be finite element spaces. Then we say that the spaces $V^k_h$ are compatible if:

1. $\nabla \psi \in V^1_h$ for all functions $\psi \in V^0_h$;
2. $\nabla \times w \in V^2_h$ for all vectors $w \in V^1_h$;
3. $\nabla \cdot v \in V^3_h$ for all vectors $v \in V^2_h$; and lastly,
4. There exists bounded projections $\pi^0$, $\pi^1$, $\pi^2$, and $\pi^3$ such that the diagram commutes:

$$
\begin{array}{cccc}
H^1 & \xrightarrow{\nabla} & H(\text{curl}) & \xrightarrow{\nabla \times} & H(\text{div}) & \xrightarrow{\nabla \cdot} & L^2 \\
V^0_h & \xrightarrow{\nabla} & V^1_h & \xrightarrow{\nabla \times} & V^2_h & \xrightarrow{\nabla \cdot} & V^3_h \\
\pi^0 \downarrow & & \pi^1 \downarrow & & \pi^2 \downarrow & & \pi^3 \downarrow \\
 & & & & & & \\
\end{array}
$$

This is a natural extension of the two-dimensional case in Section 2.4.2. The three-dimensional complex is summarized more abstractly (for simplicial, cubical, and curvilinear meshes) by Arnold, Falk, and Winther (2010), Arnold and Awanou (2014), and Arnold, Boffi, and Bonizzoni (2015).

As before, a three-dimensional compatible sequence can be constructed from the elements previously defined. The following finite elements form a compatible set of spaces for the $L^2$ complex in (2.220) for $q \geq 1$:

$$
\begin{align*}
P^q_h & \xrightarrow{\nabla} N1^e_q \xrightarrow{\nabla \times} N1^f_q \xrightarrow{\nabla \cdot} dP^l_{q-1}, \\
Q^q_h & \xrightarrow{\nabla} NC^e_q \xrightarrow{\nabla \times} NC^f_q \xrightarrow{\nabla \cdot} dQ^l_{q-1}.
\end{align*}
$$

The first complex (2.221) is a standard sequence of elements defined on tetrahedral cells. The second complex, however, can be constructed in a different manner. In fact, (2.222) is the first tensor product complex we have introduced.

**Tensor product complex.** In one-dimension, we have the complex defined on an interval $I$:

$$0 \to H^1(I) \xrightarrow{\frac{d}{dx}} L^2(I) \to 0. \quad (2.223)$$
The obvious choice of finite elements to form the discrete complex are the continuous and discontinuous Lagrange elements respectively:

\[ P_q(I) \xrightarrow{d} dP_{q-1}(I). \] (2.224)

We can form a compatible finite element complex in three-dimensions by taking the tensor product of elements in (2.224) with elements of a two-dimensional complex. In general, if we have the one- and two-dimensional finite element complexes:

\[ V_h^0(I) \xrightarrow{\nabla} V_h^1(I), \] (2.225)

\[ U_h^0(K) \xrightarrow{\nabla} U_h^1(K) \xrightarrow{\nabla} U_h^2(K), \] (2.226)

a three-dimensional compatible tensor product complex is formed on \( K \times I \):

\[ W_h^0 \xrightarrow{\nabla} W_h^1 \xrightarrow{\nabla \times} W_h^2 \xrightarrow{\nabla} W_h^3, \] (2.227)

where

\[ W_h^0 = U_h^0 \otimes V_h^0, \] (2.228)

\[ W_h^1 = \text{HCurl}(U_h^0 \otimes V_h^0) \oplus \text{HCurl}(U_h^0 \otimes V_h^1), \] (2.229)

\[ W_h^2 = \text{HDiv}(U_h^1 \otimes V_h^1) \oplus \text{HDiv}(U_h^2 \otimes V_h^0), \] (2.230)

\[ W_h^3 = U_h^2 \otimes V_h^1. \] (2.231)

The operators \( \text{HCurl} / \text{HDiv} \) are modifiers applying appropriate transformations to product elements. They are a consequence of implementation, as summarized in McRae et al. (2016, §2.4.5). We elaborate further on the construction of each \( W_h^i \).

For the purpose of presentation, we take the two-dimensional cell to be a triangle, \( K = \triangle \). However, the discussion here is equally valid for quadrilateral cells.

\( W_h^0 \): To form the \( H^1 \) element, the component elements must have nodes associated with the vertices of the product cell. As we previously discussed, these vertices are formed by taking the product of vertices of \( K \) and \( I \). The constituent finite elements must therefore be \( H^1 \) elements, \( U_h^0 \) and \( V_h^0 \) respectively. For \( u \in U_h^0, v \in V_h^0 \), functions in \( W_h^0 = U_h^0 \otimes V_h^0 \) take the form of the scalar product: \( uv \). An illustration for a lowest-order element is illustrated in Figure 2.16.

![Figure 2.16: The result of taking the tensor product of a \( P_1(\triangle) \) triangular Lagrange element with a \( P_1(I) \) interval Lagrange element.](image)
For the \( H(\text{curl}) \) element in (2.229), we must have nodes associated with cell edges to enforce tangential continuity. The construction of \( W_h^{1,\text{horiz.}} \), in our case, is described as the direct sum of a “horizontal” and “vertical” element, \( W_h^{1,\text{horiz.}} \) and \( W_h^{1,\text{vert.}} \) respectively. One way to construct the horizontal component is by taking the tensor product of a two-dimensional \( H(\text{div}) \) finite element, \( U_h^1 \), with a one-dimensional \( H^1 \) element, \( V_h^0 \). This produces a vector-valued element with nodes on the \((1,0)-\)edges. For \( u \in U_h^1, v \in V_h^0 \), elements of \( U_h^1 \otimes V_h^0 \) are vectors of the form: 
\[
\begin{pmatrix} u \times v & v u_y \\
vyx 
\end{pmatrix}
\]

The product naturally takes values in \( \mathbb{R}^2 \), however, the \( H(\text{curl}) \) element must take values in \( \mathbb{R}^3 \). Using the modifier \( \text{HCurl1} \), we translate the two-dimensional vector into a three-dimensional vector with \( x \) and \( y \) components rotated by 90 degrees (identical to the construction of the two-dimensional edge elements presented in Section 2.2.2). The resulting three-dimensional vector becomes \( \{-vyx, vyx, 0\} \). Moreover, the covariant Piola transform must be employed when mapping from reference cell to physical cell. We write the resulting horizontal \( H(\text{curl}) \) element as 
\[
W_h^{1,\text{horiz.}} = \text{HCurl1}(U_h^1 \otimes V_h^0)
\]
(see Figure 2.17A).

**Remark 5.** Alternatively, one may construct \( W_h^{1,\text{horiz.}} \) by taking the tensor product of a two-dimensional \( H(\text{curl}) \) element with an \( H^1 \) one-dimensional element. In this case, it is enough to interpret \( \{vyx, vyx\} \) to be the first two components of the vector in \( \mathbb{R}^3 \).

Finally, we construct the vertical component, \( W_h^{1,\text{vert.}} \), by taking the tensor product of an \( H^1 \) two-dimensional element with an \( L^2 \) one-dimensional element. This produces a scalar-valued element with nodes on the \((0,1)-\)edges. We transform the product into a vector-valued quantity in \( \mathbb{R}^3 \) by simply scaling by the unit vector \( e_z = \{0,0,1\} \), which produces a vector whose tangential components are continuous on all vertical edges/faces. Since we need to preserve tangential components, the covariant Piola transform must be used to map functions from reference to physical space. We write the resulting vertical element as 
\[
W_h^{1,\text{vert.}} = \text{HCurl1}(U_h^0 \otimes V_h^1) \quad \text{(see Figure 2.17).}
\]

Finally, we construct the vertical component, \( W_h^{1,\text{vert.}} \), by taking the tensor product of an \( H^1 \) two-dimensional element with an \( L^2 \) one-dimensional element. This produces a scalar-valued element with nodes on the \((0,1)-\)edges. We transform the product into a vector-valued quantity in \( \mathbb{R}^3 \) by simply scaling by the unit vector \( e_z = \{0,0,1\} \), which produces a vector whose tangential components are continuous on all vertical edges/faces. Since we need to preserve tangential components, the covariant Piola transform must be used to map functions from reference to physical space. We write the resulting vertical element as 
\[
W_h^{1,\text{vert.}} = \text{HCurl1}(U_h^0 \otimes V_h^1) \quad \text{(see Figure 2.17).}
\]

Finally, we construct the vertical component, \( W_h^{1,\text{vert.}} \), by taking the tensor product of an \( H^1 \) two-dimensional element with an \( L^2 \) one-dimensional element. This produces a scalar-valued element with nodes on the \((0,1)-\)edges. We transform the product into a vector-valued quantity in \( \mathbb{R}^3 \) by simply scaling by the unit vector \( e_z = \{0,0,1\} \), which produces a vector whose tangential components are continuous on all vertical edges/faces. Since we need to preserve tangential components, the covariant Piola transform must be used to map functions from reference to physical space. We write the resulting vertical element as 
\[
W_h^{1,\text{vert.}} = \text{HCurl1}(U_h^0 \otimes V_h^1) \quad \text{(see Figure 2.17).}
\]

Finally, we construct the vertical component, \( W_h^{1,\text{vert.}} \), by taking the tensor product of an \( H^1 \) two-dimensional element with an \( L^2 \) one-dimensional element. This produces a scalar-valued element with nodes on the \((0,1)-\)edges. We transform the product into a vector-valued quantity in \( \mathbb{R}^3 \) by simply scaling by the unit vector \( e_z = \{0,0,1\} \), which produces a vector whose tangential components are continuous on all vertical edges/faces. Since we need to preserve tangential components, the covariant Piola transform must be used to map functions from reference to physical space. We write the resulting vertical element as 
\[
W_h^{1,\text{vert.}} = \text{HCurl1}(U_h^0 \otimes V_h^1) \quad \text{(see Figure 2.17).}
\]
2.4. Compatible finite element methods

\[ W_{h}^{2,\text{horiz.}} \]

\[ W_{h}^{2,\text{vert.}} \]

\[ W_{h}^{2,\text{horiz.}} \oplus W_{h}^{2,\text{vert.}} \]

**Figure 2.18:** A lowest-order \( H(\text{div}) \) element on a triangular prism (Fig. 2.18C). The horizontal element (Fig. 2.18A) is constructed from \( U_{h}^{1} = RT_{1}(\triangle) \), and \( V_{h}^{1} = \text{d}P_{0}(I) \). The vertical element (Fig. 2.18B) is formed from the product of \( U_{h}^{2} = \text{d}P_{0}(\triangle) \) with \( V_{h}^{1} = P_{1}(I) \).

with an \( L^{2} \) one-dimensional element \( V_{h}^{1} \). Again, the product naturally takes values in \( \mathbb{R}^{2} \). Since \( U_{h}^{1} \) is in \( H(\text{div}) \), it is sufficient to interpret the product as the first two components of a vector in \( \mathbb{R}^{3} \) whose third component vanishes. Lastly, we require the contravariant Piola transform as our method of pullback. The resulting element is \( W_{h}^{2,\text{horiz.}} = \text{HDiv}(U_{h}^{1} \otimes V_{h}^{1}) \), where the modifier \( \text{HDiv} \) applies the necessary transformations to the \( U_{h}^{1} \otimes V_{h}^{1} \) vector-valued element (Figure 2.18A).

**Remark 6.** Similarly with the construction of the horizontal \( H(\text{curl}) \) element, if \( U_{h}^{1} \) is a two-dimensional \( H(\text{curl}) \), then the product \( U_{h}^{1} \otimes V_{h}^{1} \) must be rotated by 90 degrees.

The vertical element \( W_{h}^{2,\text{vert.}} \) is constructed from taking the product of an \( L^{2} \) two-dimensional element \( U_{h}^{2} \) with a one-dimensional \( H^{1} \) element \( V_{h}^{0} \). This produces a scalar-valued element with nodes on the \((2, 0)\)-facets of the product cell. Scaling the result by the unit vector \( e_{z} \) produces the desired finite element (Figure 2.18B).

\[ W_{h}^{3} \]

Finally, the \( L^{2} \) element must only have nodes associated with cell interiors. Therefore, both constituent finite elements must be in \( L^{2} \). The result is illustrated for the lowest-order elements in Figure 2.19. An overview of the tensor product elements mentioned here is presented in Table 2.2.

Having the notion of product cells and tensor product spaces is particularly advantageous in atmospheric modeling. Typically, atmospheric meshes consist of an unstructured horizontal “base” mesh (of a sphere, for example) which is uniformly extruded in the vertical. The structured vertical grid is used to facilitate staggering of thermodynamic variables, which are common for standard finite difference or finite volume methods used in atmospheric dynamical cores (Wood et al., 2014; Staniforth and Wood, 2008; Staniforth, Melvin, and Cotter, 2013).

**Figure 2.19:** The result of taking the tensor product of a \( \text{d}P_{0}(\triangle) \) discontinuous Lagrange element with a \( \text{d}P_{0}(I) \) interval (discontinuous) element.
Table 2.2: Summary of the construction of tensor product elements in three-dimensions, using the finite element complexes (2.225) and (2.226). This is a modification of Table 2 by McRae et al. (2016). The first two columns denote the pairs of function spaces from which the tensor product element is constructed. The modifiers $\text{HCurl}$ and $\text{HDiv}$ ensure the resulting finite element has the appropriate shape (vector-valued) and reference cell mapping (covariant/contravariant Piola transform). Tensor product elements with no modifier and an "identity" mapping are scalar-valued elements with pullbacks consisting of only a change-of-coordinates transformation.

<table>
<thead>
<tr>
<th>Pair of Spaces</th>
<th>Shape</th>
<th>Modifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1 \times H_1$</td>
<td>$u \times v$</td>
<td>identity</td>
</tr>
<tr>
<td>$H_1 \times L^2$</td>
<td>$u \times v$</td>
<td>identity</td>
</tr>
<tr>
<td>$H_1 \times L^2$</td>
<td>$u \times v$</td>
<td>HCurl</td>
</tr>
<tr>
<td>$H(div) \times H_1$</td>
<td>$u \times v$</td>
<td>HDiv</td>
</tr>
<tr>
<td>$L^2 \times H_1$</td>
<td>$u \times v$</td>
<td>identity</td>
</tr>
<tr>
<td>$L^2 \times L^2$</td>
<td>$u \times v$</td>
<td>identity</td>
</tr>
</tbody>
</table>

Entries marked with † have little practical use for our application; they are two-dimensional vectors defined over three-dimensional cells. No mappings have been given for these product elements, as the Piola transform on three-dimensional cells requires all three spatial components to be explicitly defined.

Mapping | Result |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_i h \otimes V_j h$</td>
<td>$\frac{\partial u}{\partial n} \otimes \frac{\partial v}{\partial n}$</td>
</tr>
<tr>
<td>$U_0 h \otimes V_1 h$</td>
<td>$\frac{\partial u}{\partial n} \otimes \frac{\partial v}{\partial n}$</td>
</tr>
<tr>
<td>$U_0 h \otimes V_1 h$</td>
<td>$\frac{\partial u}{\partial n} \otimes \frac{\partial v}{\partial n}$</td>
</tr>
<tr>
<td>$U_1 h \otimes V_0 h$</td>
<td>$\frac{\partial u}{\partial n} \otimes \frac{\partial v}{\partial n}$</td>
</tr>
</tbody>
</table>

TABLE 2.2: Summary of the construction of tensor product elements in three-dimensions, using the finite element complexes (2.225) and (2.226).
2.4.5 Finite element space for the potential temperature

In Section 2.1.5, we summarized desirable numerical properties for atmospheric models. Most of those properties depend on the choice of horizontal grid and variable staggering. Within the context of finite difference methods, the Arakawa C-grid (recall Figure 2.3) is primarily used due to its favorable numerical properties. In three-dimensions, vertical grids are equally important for maintaining discrete balance relations in the vertical direction, most notably the hydrostatic balance relation (in Exner pressure formulation):

\[ g \hat{k} = -c_p \theta \frac{\partial \Pi}{\partial z}, \quad (2.232) \]

where \( \hat{k} \) is the upward-pointing normal, \( c_p \) is the specific heat at constant pressure, \( \theta \) is the potential temperature (previously defined in (2.6)), and \( \Pi \) is the Exner pressure (defined in (2.9)). It is critically important that flows initially in hydrostatic balance do not deviate far from this state over time. A spontaneous loss of balance will render numerical models useless for weather prediction purposes (Staniforth and Wood, 2008).

For the vertical discretization, a structured grid is typically employed which allows for column-wise staggering of the thermodynamic variables, like \( \theta \). The two most popular choices in atmospheric modeling are the Lorenz grid (Lorenz, 1960), where the temperature is collocated with the pressure variable in a C-grid staggering, and the Charney-Phillips grid (Charney and Phillips, 1953), where temperature is positioned with the vertical component of the velocity. Figure 2.20 provides a visualization of the two grids in a vertical-slice \((x, z)\) geometry.

The Lorenz grid is ideal for point-wise physics parameterization in atmospheric models, since all thermodynamic variables (pressure, density, and temperature) are
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(A) The Charney-Phillips staggered grid. (B) The Lorenz staggered grid.

Figure 2.20: Two commonly used vertical grids \((x, z)\) vertical slice) in atmospheric modeling. The Lorenz grid in (2.20B) collocates the temperature, \( \theta \), with the pressure, \( \Pi \), and density, \( \rho \), while the Charney-Phillips grid (2.20A) collocates \( \theta \) with the vertical component of the velocity, \( w \).
easily available and local to cell centers. However, it is well-known that the Lorenz grid supports the formation of an unphysical (zero-frequency) computational mode, which degrades numerical solutions over time near hydrostatic balance (Schneider, 1987; Arakawa and Konor, 1996). The Charney-Phillips grid avoids this problem entirely. However, extrapolation of temperature to cell centers is required (often through vertical averaging) in physics parameterization schemes. For a more detailed comparison of the two vertical grids, we refer the reader to the detailed studies performed by Holdaway, Thuburn, and Wood (2012a) and Holdaway, Thuburn, and Wood (2012b).

In a compatible finite element discretization, the horizontal C-grid staggering of variables is analogous to choosing the velocity to be in an $H(\text{div})$-finite element space, and pressure/density to be in an $L^2$-finite element space. A three-dimensional discretization, with a structured vertical grid, is achieved by constructing a tensor product complex; that is, taking the product of a horizontal two-dimensional complex with a structured one-dimension complex in the vertical (see the constructions presented in (2.228)–(2.231)). Due to the vertical structure of a tensor product complex, a number of options for vertical staggering become available.

To emulate the Lorenz grid in a compatible finite element discretization, we can simply construct $\theta$, the potential temperature, in the $L^2$ space, $\mathcal{W}_h^\theta$ (the same finite element space for pressure/density). However, as we have previously stated, this particular grid can produce unphysical phenomena which rapidly degrades solutions near hydrostatic balance. Indeed the same numerical phenomena of the Lorenz grid can be observed when using this approach, as demonstrated by Melvin et al. (2018). Instead, we can construct a new finite element which mirrors the Charney-Phillips grid. To accomplish this, we create a tensor product element with nodes corresponding to the locations of nodes in the vertical component of the $H(\text{div})$ velocity element, $\mathcal{W}_h^2$. We call this space $\mathcal{W}_h^\theta$.

$\mathcal{W}_h^\theta$: We introduce a new finite element space $\mathcal{W}_h^\theta$ which is constructed from a horizontally discontinuous element, but continuous in the vertical: $\mathcal{W}_h^\theta = U_h^2 \otimes V_h^1$. This is, in fact, a scalar-version of the vertical velocity element $\mathcal{W}_h^{\text{vert},2}$ (without the $H\text{div}$ modifier summarized in Table 2.2). Meaning that the finite element defining $\mathcal{W}_h^\theta$ has the same number of nodes as $\mathcal{W}_h^{\text{vert},2}$, but differ in how they are pulled back to the reference element. The pullback in this case is simply the standard one for scalar functions. See Figure 2.21 for an illustration of the degrees of freedom for this particular element on triangular prisms and cubes.

This constructs the compatible finite element extension of the Charney-Phillips staggered grid. It was shown by Natale, Shipton, and Cotter (2016) that this choice of finite element space leads to an injective mapping between the pressure and $\theta$ in (2.232). Therefore, spurious hydrostatic pressure modes are avoided. A comparison of various tensor product finite element spaces for the temperature, including the $\mathcal{W}_h^\theta$ element shown here, was presented by Melvin et al. (2018). They showed, for a simplified compressible (gravity wave) model, that using the space $\mathcal{W}_h^\theta$ for the temperature variable produced the most consistent results and agreed with analytic dispersion relations for gravity waves. As a result, we shall exclusively use the space $\mathcal{W}_h^\theta$ for the temperature in our compressible models throughout this dissertation.
2.4. Compatible finite element methods

2.4.6 Approximations of de-Rham complexes on hypersurfaces

It is worth taking a moment to discuss de-Rham complexes within a more general setting. Consider the following complex:

\[ \cdots \rightarrow W^i \xrightarrow{d^i} W^{i+1} \xrightarrow{d^{i+1}} \cdots \]  

(2.233)

where \( W^i \) are Hilbert spaces and \( d^i : W^i \rightarrow W^{i+1} \) are closed linear maps, possibly unbounded, satisfying \( d^i \circ d^{i-1} = 0 \) for each \( i \). When we say \( d^i \) are closed, we mean specifically that image of \( d^i W^i \) is closed in \( W^{i+1} \) for each \( i \). Now suppose we have another de-Rham complex consisting of Hilbert spaces \( W^i_h \), along with close linear maps \( d^i_h \):

\[ \cdots \rightarrow W^i_h \xrightarrow{d^i_h} W^{i+1}_h \xrightarrow{d^{i+1}_h} \cdots \]  

(2.234)

with \( d^i_h \circ d^{i-1}_h = 0 \) and \( W^i_h \) are finite-dimensional. The observant reader will notice that, in our definitions of the compatible finite element complexes (2.200) and (2.220), we restricted ourselves to the case when \( W^i_h \subset W^i \). In this situation, we say (2.234) is a subcomplex of (2.233). This is also the main setting of the theory presented by Arnold, Falk, and Winther (2010). A natural question arises when we consider the commutative diagrams in Sections 2.4.2 and 2.4.4: what happens if \( W^i_h \not\subset W^i \)?

As discussed in Section 2.3.2, finite element discretizations on hypersurfaces (embedded manifolds) puts us in the more complicated situation where our discrete spaces are no longer subspaces of the continuous solution spaces. This is the aforementioned variational crime we alluded to in Remark 4. Fortunately, all is not lost. In particular, the compatible finite element de-Rham complex can be extended to handle this exact situation, as shown by Holst and Stern (2012) and Natale, Shipton, and Cotter (2016). We shall quickly summarize here to put the reader at ease.
Consider the following extended diagram:

\[
\begin{array}{c}
\cdots \longrightarrow W^i \xrightarrow{d^i} W^{i+1} \longrightarrow \cdots \\
\uparrow \pi^i \quad \downarrow \pi^{i+1} \\
\cdots \longrightarrow W^i_h \xrightarrow{d^i_h} W^{i+1}_h \longrightarrow \cdots
\end{array}
\] (2.235)

where \( \pi^i : W^i \rightarrow W^i_h \) is a projection and \( \iota^i : W^i_h \hookrightarrow W^i \) is an inclusion mapping such that \( \pi^i \circ \iota^i \) is the identity map on \( W^i_h \). In the analysis of Arnold, Falk, and Winther (2010) where \( W^i_h \subset W^i \), \( \iota^i \) is an isometry. Therefore, \( W^i_h \) can be identified with the subcomplex \( \iota^i W^i_h \subset W^i \) since:

\[
\langle \iota^i u, \iota^i v \rangle_{W^i_h} = \langle u, v \rangle_{W^i} = \langle u, v \rangle_{W^i_h}, \quad \forall u, v \in W^i_h,
\] (2.236)

where \( \langle \cdot, \cdot \rangle_X \) denotes an inner product on a Hilbert space \( X \). If a weak formulation is posed on the complex \( W^i \), then the well-posedness of a Galerkin method on \( W^i_h \) relies on one critical assumption: \( \pi^k \) exists. Indeed, for the class of finite element spaces we consider, such a projection does exist (Arnold, Falk, and Winther, 2006; Arnold, Falk, and Winther, 2010; Arnold, 2013; Arnold and Awanou, 2014) This means a Galerkin problem may be posed on the subcomplex \( \iota^i W^i_h \subset W^i \), and standard error estimates follow per usual finite element theory.

Holst and Stern (2012) extended the diagram (2.235) to the case where \( W^i_h \not\subset W^i \); that is, where \( \iota^i \) do not satisfy (2.236). The only requirement is that \( \iota^i \) must at least be an injective morphism (structure-preserving map) of Hilbert complexes with the property that \( \pi^i \circ \iota^i \) is the identity. The existence of such projections \( \pi^i \) follows from Theorem 3.7 of Holst and Stern (2012).

As a result, a complex on \( W^i_h \) is an approximation to a true subcomplex of \( W^i \), and each \( W^i_h \) can still be identified with the subspaces \( \iota^i W^i_h \subset W^i \) using the modified inner product:

\[
\langle \iota^i u, \iota^i v \rangle_{W^i} = \langle \iota^i \iota^i u, v \rangle_{W^i_h}, \quad \forall u, v \in W^i_h,
\] (2.237)

where \( \iota^i \) is the adjoint of \( \iota^i \) (Holst and Stern, 2012, Theorem 3.8). Notice that when \( W^i_h \subset W^i \), then \( \iota^i \) is an isometry and (2.237) reduces to the original identification in (2.236) since \( \iota^i \iota^i \) becomes the identity operator on \( W^i_h \).

It was also shown by Holst and Stern (2012, §4) that if the computational mesh is a piece-wise polynomial approximation of a smooth embedded manifold (using isoparametric finite elements), then functions can still be approximated at the optimal rate. These results were extended by Natale, Shipton, and Cotter (2016) to piece-wise polynomial meshes of a spherical annulus within the context of tensor product compatible finite elements. Therefore, everything discussed thus far can be addressed without relying on subcomplex inclusion.

### 2.5 Chapter summary

In this chapter, we established the equations sets of interest for simulating atmospheric flows. This includes all relevant definitions of PDE systems ranging in complexity through the hierarchy of models. In doing so, we present core ideas that are particularly relevant for modeling the atmosphere. This includes: the effects due
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to planetary rotation (Coriolis), Boussinesq and hydrostatic approximations, geophysical balance relations (hydrostatic and geostrophic balanced flows), and wave solutions of shallow water systems. Moreover, we highlight desirable properties of numerical models for operational dynamical cores, which motivates our choice of numerics throughout the rest of the dissertation.

Next, we give a rigorous definition of the finite element, followed by constructions of various finite element families which are relevant for our application. The elements presented are commonly used throughout many different application areas, but have only relatively recently been considered before for use in simulating geophysical flows. We also present some less well-known concepts concerning finite element discretization on immersed manifolds.

The rest of the chapter is dedicated to summarizing the notion of a compatible finite element discretization. The framework of compatible finite elements is intimately connected with the discipline of finite element exterior calculus (FEEC) (Arnold, Falk, and Winther, 2006; Arnold, Falk, and Winther, 2010; Arnold and Awanou, 2014), and is the core reason compatible finite elements possesses the key numerical properties which makes them appealing for atmospheric application. Specifically, we discuss the construction of elements with tensor product structure, allowing the resulting compatible finite element discretization to facilitate variable staggering of thermodynamic quantities. Having formally introduced all relevant topics, the rest of this dissertation will focus on deriving compatible finite element discretizations of the various equation sets and their hybridizable formulations.
3 Hybridizable compatible finite element methods

3.1 The hybridizable mixed method

The first hybridization of a finite element method was proposed by De Veubeke (1965) as an implementation technique for solving linear elasticity problems. The idea was to relax the continuity between elements and enforce the lost information through a Lagrange multiplier. The global matrix equation is then algebraically reduced to a symmetric system for the multiplier. Static condensation, a widely known algebraic technique at the time for reducing the size of an already assembled system of equations (Irons, 1965; Guyan, 1965), was largely indistinguishable from hybridization methods. However, Arnold and Brezzi in 1985 proved that hybridization was more than just an implementation trick. They showed that the new unknown $\lambda$, the Lagrange multiplier enforcing a continuity condition on the approximate flux variable, contains extra information about the exact solution (Arnold and Brezzi, 1985). This information is then used to enhance the accuracy of the finite element solution through local post-processing.

The hybridizable mixed method is well-established for the mixed formulations of second-order elliptic equations (Cockburn and Gopalakrishnan, 2004; Cockburn, Gopalakrishnan, and Lazarov, 2009; Brezzi and Fortin, 1991). In this section, we outline the construction of a hybridizable method for equation sets relevant for geophysical flows. We start with deriving the method for a linear shallow water model, as this equation set mirrors many aspects of standard mixed formulations of the positive-definite Helmholtz equation. We provide some new analysis which builds on previous characterization results for simplified mixed systems.

3.1.1 Compatible discretization of a linear shallow water model

Consider the following linearized shallow water model defined on a periodic domain $\Omega \subset \mathbb{R}^2$:

\[
\frac{\partial u}{\partial t} + f u^* + g \nabla D = 0, \quad (3.1)
\]

\[
\frac{\partial D}{\partial t} + H \nabla \cdot u = 0, \quad (3.2)
\]

where $u$ is the fluid velocity, $D$ the fluid depth, $f$ is the Coriolis parameter, $g$ is the acceleration due to gravity, and $H$ is a mean depth coefficient. Equations (3.1)–(3.2) is a linearization of the nonlinear shallow water model presented in (2.59)–(2.60), and primarily serves as a toy-model of barotropic waves in the atmosphere. We note that $u$ and $D$ here are actually linear perturbations around a steady-state with mean
depth $H$ (previously written as $\delta u$ and $\delta D$ in equations (2.83)–(2.84)). In a slight abuse of notation, we neglect $\delta$ in our terms for simplicity.

Now consider the two-dimensional discrete de-Rham complex defined on a mesh $T_h$ of $\Omega^1$, consisting of polygonal cells $K$:

$$U_h^0 \xrightarrow{\nabla} U_h^1 \xrightarrow{\nabla^2} U_h^2;$$  \hspace{1cm} (3.3)

The finite element spaces $U_h^{i}, i = 0, 1, 2$, are defined as:

$$U_h^0 = \{ \psi \in H^1 : \psi|_K \in U_0(K), \forall K \in T_h \},$$  \hspace{1cm} (3.4)

$$U_h^1 = \{ \mathbf{w} \in H(\text{div}) : \mathbf{w}|_K \in U_1(K), \forall K \in T_h \},$$  \hspace{1cm} (3.5)

$$U_h^2 = \{ \phi \in L^2 : \phi|_K \in U_2(K), \forall K \in T_h \},$$  \hspace{1cm} (3.6)

where $U_0(K)$, $U_1(K)$, and $U_2(K)$ are appropriate polynomial spaces for their respective finite element families. For example, if $U_h^0 = \mathcal{P}_q$, $U_h^1 = \mathcal{RT}_q$, and $U_h^2 = \mathcal{dP}_{q-1}$, then $U_0(K) = \mathcal{P}_q(K)$, $U_1(K) = [\mathcal{P}_q(K)]^d + \mathcal{X}\mathcal{P}_{q-1}(K)$, and $U_2(K) = \mathcal{P}_{q-1}(K)$.

Proceeding using the method of Rothe (1930), we first discretize in time using the implicit-midpoint rule\(^1\) to obtain the following semi-discrete PDE system for the fields at time-step $n$:

$$u^n + \frac{\Delta t}{2} f(u^n) - \frac{g}{2} \nabla D^n = r_1(u^{n-1}, D^{n-1}),$$  \hspace{1cm} (3.7)

$$D^n + \frac{H \Delta t}{2} \nabla \cdot u^n = r_2(u^{n-1}, D^{n-1}),$$  \hspace{1cm} (3.8)

where

$$r_1(u^{n-1}, D^{n-1}) = u^{n-1} - \frac{\Delta t}{2} \left( u^{n-1} \right) - \frac{g \Delta t}{2} \nabla D^{n-1},$$  \hspace{1cm} (3.9)

$$r_2(u^{n-1}, D^{n-1}) = D^{n-1} - \frac{H \Delta t}{2} \nabla \cdot u^{n-1}.$$  \hspace{1cm} (3.10)

Multiplying equation (3.7) by a test function $\mathbf{w} \in U_h^1$ and (3.8) by $\phi \in U_h^2$, we integrate by parts to obtain the fully discrete weak formulation of the linear model: find $\mathbf{u}_h \in U_h^1$ and $D_h \in U_h^2$ such that

$$\int_{T_h} \mathbf{w} \cdot \mathbf{u}_h^n \, dx + \frac{\Delta t}{2} \int_{T_h} \mathbf{w} \cdot f(\mathbf{u}_h^n) \, dx - \frac{g \Delta t}{2} \int_{T_h} D_h \nabla_h \cdot \mathbf{w} \, dx = R^n_{\mathbf{w}}[\mathbf{w}],$$  \hspace{1cm} (3.11)

$$\int_{T_h} \phi D_h^n \, dx + \frac{H \Delta t}{2} \int_{T_h} \phi \nabla_h \cdot \mathbf{u}_h^n \, dx = R^n_D[\phi],$$  \hspace{1cm} (3.12)

for all $\mathbf{w} \in U_h^1$ and $\phi \in U_h^2$, where $\nabla_h \cdot$ is defined cell-wise via:

$$(\nabla_h \cdot \mathbf{w})|_K = \nabla|_K \cdot \mathbf{w}, \quad \forall K \in T_h.$$  \hspace{1cm} (3.13)

Note that we have made the implicit assumption that $g$ is not spatially varying, but the discussion in this section still follows similarly. Here, the residuals of the linear

\(^1\)If $\Omega$ is the surface of a sphere, then $T_h$ is assumed to be a mesh constructed from a piece-wise polynomial approximation of $\Omega$, as described in the framework of Holst and Stern (2012) and Natale, Shipton, and Cotter (2016).

\(^2\)Also equivalent to the Crank-Nicolson method when the PDE is linear.
system $R_u^{n-1}[w]$ and $R_D^{n-1}[\phi]$ are the functionals (covectors) given by:

\begin{align}
R_u^{n-1}[w] &= \int_{T_h} w \cdot u_h^{n-1} \, dx - \frac{\Delta t}{2} \int_{T_h} w \cdot f \left( u_h^{n-1} \right) \, dx \\
&\quad + \frac{\epsilon \Delta t}{2} \int_{T_h} D_h^{n-1} \nabla_h \cdot w \, dx, \\
R_D^{n-1}[\phi] &= \int_{T_h} \phi D_h^{n-1} \, dx - \frac{H \Delta t}{2} \int_{T_h} \phi \nabla_h \cdot u_h^{n-1} \, dx.
\end{align}

(3.14)

The residual covectors can be further rewritten as

\begin{align}
R_u^{n-1}[w] &= \int_{T_h} w \cdot r_1^h(u_h^{n-1}, D_h^{n-1}) \, dx, \\
R_D^{n-1}[\phi] &= \int_{T_h} \phi r_2^h(u_h^{n-1}, D_h^{n-1}) \, dx,
\end{align}

(3.15)

where

\begin{align}
r_1^h(u_h^{n-1}, D_h^{n-1}) &= u_h^{n-1} - \frac{\Delta t}{2} \left( u_h^{n-1} \right) - \frac{\epsilon \Delta t}{2} \nabla_h D_h^{n-1}, \\
r_2^h(u_h^{n-1}, D_h^{n-1}) &= D_h^{n-1} - \frac{H \Delta t}{2} \nabla_h \cdot u_h^{n-1}.
\end{align}

(3.16)

In (3.18), $\nabla_h$ should be interpreted as the operator which is dual to $\nabla_h$ through integration by parts; this allows us to approximate gradients of functions in $L^2$. More concretely, we define $\nabla_h p$, for some $p \in U_h^1$, via

\begin{equation}
\int_{T_h} w \cdot \nabla_h p \, dx = - \int_{T_h} p \nabla_h \cdot w \, dx,
\end{equation}

(3.17)

for all $w \in U_h^1$.

**Remark 7.** Since we must solve the same linear system (3.11)–(3.12) with different right-hand sides (determined from initial conditions or fields from previous time-steps), we drop the superscript “$n$” in our notation for brevity. Hence, the residual functions $r_1^h$ and $r_2^h$ should always be interpreted as expressions of fields which are already known at any given time-step.

The semi-discrete compatible finite element (spatial) discretization of (3.1)–(3.2) was shown by Cotter and Shipton (2012) to be both energy- and mass-conserving. This will also be preserved in the full discrete system, assuming a structure-preserving (symplectic) time-integrator is used, such as the implicit midpoint method (see Wimmer, Cotter, and Bauer (2019)).

Additionally, it was shown that the spatial discretization is free of spurious pressure modes, a critical requirement for atmospheric dynamical cores (see the discussion in Section 2.1.5). Within our context, this means there exists a constant $c > 0$, independent of the mesh resolution $h$, such that for all $\phi_h \in U_h^1$, there exists a nonzero $u_h \in U_h^1$ satisfying

\begin{equation}
\int_{T_h} \phi_h \nabla_h \cdot u_h \, dx \geq c \| \phi_h \|_{L^2} \| u_h \|_{H(\text{div})}.
\end{equation}

(3.18)

Moreover, the fact that the compatible finite element discretization supports steady geostrophic modes, and avoids spurious computational modes in the discrete wave
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equations (see (2.88) and (2.104)) for $f$- and $\beta$-plane approximations, is discussed in
detail by Cotter and Shipton (2012, §2.5–2.8).

Let $\{\Psi_i\}_{i=1}^p$ and $\{\Phi_i\}_{i=1}^q$ denote the global finite element bases for $U_1^h$ and $U_2^h$ respectively. Then in typical finite element fashion, the linear system of equations for the velocity and depth unknowns is obtained by first expanding $u_h$ and $D_h$ as the linear combinations:

$$u_h = \sum_{i=1}^p u_i \Psi_i,$$

$$D_h = \sum_{i=1}^q D_i \Phi_i,$$

where the coefficients $u_i$ and $D_i$ must be determined at each time-step. Following the standard Galerkin approach, we take $w = \Psi_j$ and $\phi = \Phi_j$ in (3.11)–(3.12), which produces the $(p+q) \times (p+q)$ matrix system:

$$\mathbf{A} \mathbf{x} = \begin{bmatrix} M_1 + \frac{\Delta t}{2} C & -\frac{\Delta t}{2} B^T \\ \frac{\Delta t}{2} B & M_2 \end{bmatrix} \begin{bmatrix} U \\ D \end{bmatrix} = \begin{bmatrix} F \\ G \end{bmatrix} = \mathbf{b},$$

where $U = \{u_1 \cdots u_p\}^T$ and $D = \{D_1 \cdots D_q\}^T$ are the coefficient vectors, the matrix operators are

$$(M_1)_{ij} = \int_{T_h} \Psi_i \cdot \Psi_j \, dx = \sum_{K \in T_h} \int_K \Psi_i \cdot \Psi_j \, dx,$$

$$(C)_{ij} = \int_{T_h} \Psi_i \cdot f \Psi_j^\perp \, dx = \sum_{K \in T_h} \int_K \Psi_i \cdot f \Psi_j^\perp \, dx,$$

$$(B)_{ij} = \int_{T_h} \Phi_i \nabla_h \cdot \Psi_j \, dx = \sum_{K \in T_h} \int_K \Phi_i \nabla \cdot \Psi_j \, dx,$$

$$(M_2)_{ij} = \int_{T_h} \Phi_i \Phi_j \, dx = \sum_{K \in T_h} \int_K \Phi_i \Phi_j \, dx,$$

and the right-hand sides are given by: $(F)_j = R^{n-1}_u[\Psi_j]$, $(G)_j = R^{n-1}_h[\Phi_j]$.

The system in (3.24) must be inverted at each time-step to determine the coefficients $U$ and $D$. While one could invert $\mathbf{A}$ directly (for example, via an LU factorization), this quickly becomes impractical for big problems due to large memory requirements. Instead, iterative methods like Krylov subspace methods are often the only practical option.

Krylov subspace methods are a class of iterative methods for solving linear systems of equations. They are widely used in practice for problems in engineering and the physical sciences. Commonly used Krylov methods include (but are not limited to):

- The conjugate gradient method (CG) for symmetric positive-definite systems;
- The conjugate residual method (CR) for symmetric systems;
- The minimal residual (MINRES) method for symmetric indefinite systems; and
- The generalized minimal residual (GMRES) and conjugate residual (GCR) methods for invertible matrices which are not necessarily symmetric or positive-definite.
The convergence of Krylov methods are dependent on the condition number of the matrix. In many scientific applications, matrices arising from discretized PDEs often have very large condition numbers, meaning Krylov methods will take longer to converge. For this reason, preconditioners are used to accelerate the convergence of a Krylov method. We will discuss this in more detail in Chapter 4. For a comprehensive overview of Krylov methods, we refer the interested reader to Saad (2003).

The matrix $\mathcal{A}$ is a saddle-point operator, where standard iterative solvers for elliptic equations (such as the CG method) are ineffective. This is due to the fact that $\mathcal{A}$ is non-symmetric and indefinite. Instead, solvers designed around the inverse of the Schur-complement factorization of $\mathcal{A}$ are typically used (Benzi, Golub, and Liesen, 2005). Alternatively, one can use $H(\text{div})$-multigrid methods (Arnold, Falk, and Winther, 2000), requiring complex overlapping smoothers, or auxiliary space multigrid (Hiptmair and Xu, 2007).

In exact arithmetic, the inverse of the Schur-complement factorization of $\mathcal{A}$ is

$$\mathcal{A}^{-1} = \begin{bmatrix} I & \frac{\Delta t}{2} \tilde{M}_1^{-1} B^T \\ 0 & I \end{bmatrix} \begin{bmatrix} \tilde{M}_1^{-1} & 0 \\ 0 & S^{-1} \end{bmatrix} \begin{bmatrix} I \\ -\frac{\Delta t}{2} BM\tilde{M}_1^{-1} I \end{bmatrix},$$

(3.29)

where $\tilde{M}_1 = M_1 + \frac{\Delta t}{2} C$, and $S$ is the Schur-complement operator

$$S = M_2 + \frac{\Delta t^2}{4} g H B \tilde{M}_1^{-1} B^T.$$  

(3.30)

Inverting $S$ directly is often impractical due to the fact that the matrix $\tilde{M}_1$, while sparse, has a globally dense inverse. This is due to the fact that elements are coupled through the continuity of normal components of fields in $U_1^h$. The main challenge in constructing an efficient preconditioner for numerically inverting $S$ is finding good sparse approximations of $\tilde{M}_1^{-1}$. Since we require an approximation of $S$, the preconditioner is inexact and therefore requires an outer nonsymmetric Krylov method, like GMRES or GCR, to reduce the problem residual.

We remark here that treatment of the Coriolis term can be handled in a couple of different ways. One approach is to treat the term explicitly, meaning the contribution only contributes to the right-hand side residuals. This means that $\tilde{M}_1^{-1} = M_1^{-1}$ and the operator becomes symmetric positive-definite. Moreover, diagonal approximations of $M_1$ (either through mass-lumping or just extracting the diagonal) have been shown to give fairly good sparse approximations to $S$ (Mitchell and Müller, 2016). Another option is for a purely implicit formulation of the Coriolis term (as written in this section). This results in a non-symmetric operator due to the asymmetry of the Coriolis matrix: $C^T = -C$. However, diagonal approximations of $\tilde{M}_1$ become less effective, especially when increasing the time-step size $\Delta t$. We shall elaborate further on this in later experiments featured in Chapter 4.

The hybridization technique can overcome this by producing discrete systems that can be algebraically transformed efficiently (and exactly) into a reduced elliptic equation for unknowns lying on element boundaries. Using the model problem (3.11)–(3.12), we derive the hybridizable equations and present some important results for the resulting condensed system.

---

3 In other words, $\mathcal{A}$ does not induce a discrete inner-product $\langle x, y \rangle_\mathcal{A} = x^T \mathcal{A} y$ and therefore the conjugate gradient method is not guaranteed to converge.
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(A) Two-cell diagram of a global \( \text{RTC}_2^f \) \( H(\text{div}) \) space on quadrilaterals.

(B) Two-cell diagram of a global broken \( \text{RTC}_2^f \) space.

**Figure 3.1:** Two-cell diagrams of \( H(\text{div}) \) finite element space and its discontinuous counterpart. Blue degrees of freedom are shared topologically between adjacent cells. Gray degrees of freedom are associated with the cell only.

### 3.1.2 A hybridizable discretization of a linear shallow water model

**Broken \( H(\text{div}) \) spaces**

The main complication in forming (3.30) is directly related to the inter-elemental coupling induced by functions in \( U^1_h \). To remove this coupling, we introduce a broken variant of \( U^1_h \) from which we shall construct a new approximation of the velocity field. With \( \Omega \subset \mathbb{R}^d \) as our domain and \( T_h \) denoting a mesh of \( \Omega \), let \( U^1_h \subset H(\text{div}) \) be as defined in (3.5). We define the broken space as the set:

\[
\tilde{U}^1_h = \{ w \in [L^2(\Omega)]^d : w|_K \in U^1(K), \forall K \in T_h \}. \tag{3.31}
\]

The space \( \tilde{U}^1_h \) is a subspace of \( [L^2(\Omega)]^d \) with local shape functions from the \( H(\text{div}) \) finite element space \( U^1_h \). The key distinction between the two spaces are that the topological association with the finite element nodes are restricted to the cell; there is no continuity of normal components between cell edges/faces. Notice that \( U^1_h \) is actually a subspace of \( \tilde{U}^1_h \) with the additional requirement that all functions are in \( H(\text{div}) \):

\[
U^1_h = \tilde{U}^1_h \cap \{ w \in [L^2(\Omega)]^d : \|w\|_e = 0, \forall e \in \mathcal{E}_h \}; \tag{3.32}
\]

\[
\equiv \tilde{U}^1_h \cap H(\text{div}; \Omega), \tag{3.33}
\]

where \( \mathcal{E}_h \) is the skeleton of the mesh:

\[
\mathcal{E}_h = \{ e \subset \partial K, \forall K \in T_h \}, \tag{3.34}
\]

and \( \| \cdot \|_e \) is the jump of the normal components of \( w \) as defined in (2.187).

For each of the \( H(\text{div}) \) finite elements presented in Section 2.2.2, we can form a discontinuous variant to form the global space \( \tilde{U}^1_h \). This is done by topologically disassociating degrees of freedom on shared edges/faces and restricting them to the cell only. See Figure 3.1 for an illustration of a Raviart-Thomas-Nédélec space on quadrilaterals and the corresponding broken variant.
A direct consequence by testing in $\hat{U}_h^1$, rather than $U_h^1$, is that the mass operator coupling velocity degrees of freedom is rendered block-diagonal; there is no coupling between cell interfaces. This makes global inversion of the new operator a purely local operation since the inverse can be computed by inverting each block separately. More importantly, the resulting global inverse is now sparse. See Figure 3.2 for a comparison of two mass operators corresponding to RT$_2$ elements on a triangular mesh consisting of eight cells. Since degrees of freedom are no longer shared between facets, the global size of the mass operator is larger than the original matrix; degrees of freedom on interior faces are counted twice.

**Trace spaces**

Now, we introduce an auxiliary finite element space defined only on the $d-1$ topological entities of $T_h$. The finite element space on the mesh skeleton, $E_h$, is defined as the set:

$$U_h^{tr} = \{ \gamma \in L^2(E_h) : \gamma|_e \in M(e), \forall e \in E_h \},$$

(3.35)

where $M(e)$ is a function space on the facet $e$, typically taken to be a polynomial space $M(e) = P_q(e)$. We refer to the space $U_h^{tr}$ as the trace space. The trace space consists of scalar-valued functions which are discontinuous across vertices in two-dimensions, and edges/vertices in three-dimensions. By construction, all functions in $U_h^{tr}$ are not defined in the interior of cells. Trace spaces on quadrilateral and triangular cells are illustrated in Figure 3.3. Three-dimensional generalizations follows an identical construction. See Figure 3.4 for a diagram illustrating the corresponding global trace space using constant polynomials on cell edges.

Just as with previous finite element constructions, evaluating a surface integral with arguments in $U_h^{tr}$ is performed via a change-of-coordinates. This is accomplished by mapping from the facet in physical space to the corresponding facet of the reference cell $\hat{K}, \hat{e} \subset \partial \hat{K}$ (edges in two-dimensions and faces in three-dimensions). The local shape functions of the trace element on $\hat{e}$ correspond to the basis functions of the polynomial space $P_q(\hat{e})$.

Now let $U_h^1$ be as previous defined in (3.5), where the local shape functions in $U_1(K)$ are vector-polynomials of degree $\leq q$ (specific constructions of $U_1(K)$ are shown for
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(A) Trace elements on triangular cells for \( q = 0, 1 \).

(B) Trace elements on quadrilateral cells for \( q = 0, 1 \).

Figure 3.3: Trace elements on triangular and quadrilateral cells of degree \( q = 0 \) and \( q = 1 \). All degrees of freedom are topologically associated with each edge separately; there is no continuity across vertices.

Figure 3.4: A global discontinuous trace space of lowest-order \( (q = 0) \) on a triangular mesh.

\( H(\text{div}) \) elements in Section 2.2.2). Then for \( \mathbf{w} \in \mathcal{U}_h^1 \), we have that \( \mathbf{w} \cdot \mathbf{n} \rvert_e \in \mathcal{P}_q(e) \), for all \( e \in \mathcal{E}_h \). With \( \mathcal{U}_h^{tr} \) as defined in (3.35) and taking \( \mathcal{M}(e) = \mathcal{P}_q(e) \), the following lemma is a direct consequence of the definition (3.33) (see Arnold and Brezzi (1985, Lemma 1.2)):

Lemma 2. Suppose that \( \tilde{\mathbf{w}} \in \hat{\mathcal{U}}_h^1 \). Then \( \tilde{\mathbf{w}} \in \mathcal{U}_h^1 \) if and only if

\[
\sum_{e \in \mathcal{E}_h} \int_e \gamma [\tilde{\mathbf{w}}] \, dS = 0, \tag{3.36}
\]

for all \( \gamma \in \mathcal{U}_h^{tr} \).
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Proof. If \( \hat{w} \in U^1_{h} \), then (3.36) holds trivially since, by definition, \( [\hat{w}] = 0 \) over the entire mesh skeleton. To show (3.36) implies \( \hat{w} \in U^1_{h} \), we remark that \( \hat{w} \cdot n_e \in \mathcal{P}_q(e) \) for each facet \( e \). Therefore, \( [\hat{w}]_e = p_e \) is some polynomial on \( e \) of degree \( \leq q \). Since (3.36) is true for all \( \gamma \), choosing a \( \gamma \) with \( \gamma|_e = p_e \) implies that \( p_e \equiv 0 \). Hence, we have \( [\hat{w}]_e = 0 \) for all \( e \), i.e., \( \hat{w} \in U^1_{h} \).

Additionally, we also have the following result from Boffi, Brezzi, and Fortin (2013, Lemma 7.2.2).

Lemma 3. If \( \lambda \in U^1_{tr} \) satisfies

\[
\sum_{e \in E_h} \int_e \lambda [\hat{w}] \, dS = 0 \tag{3.37}
\]

for all \( \hat{w} \in U^1_{h} \), then \( \lambda = 0 \).

Proof. Let \( e^* \in E_h \) denote an edge on the boundary of an element \( K^* \), i.e., \( e^* \subset \partial K^* \), where \( K^* \in T_h \) is some cell of the mesh. Now we construct a vector \( \hat{w}^* \in U^1_{h} \) that vanishes on all cells except for \( K^* \):

\[
\hat{w}^*|_K = 0, \quad \forall K \neq K^*, \tag{3.38}
\]

and define the normal components of \( \hat{w}^* \) on \( K^* \) by

\[
\hat{w}^*|_{K^*} \cdot n_e = \begin{cases} 1 & \text{if } e = e^* \\ 0 & \text{otherwise}. \end{cases} \tag{3.39}
\]

Then we have

\[
\sum_{e \in E_h} \int_e \lambda [\hat{w}^*] \, dS = \int_{e^*} \lambda \, dS. \tag{3.40}
\]

Thus, (3.37) implies \( \lambda = 0 \), since the choice of \( e^* \) was arbitrary.

Now let us piece everything together and derive a hybridizable formulation of the compatible finite element discretization (3.11)–(3.12).

Discrete hybridizable system

Proceeding from (3.7), We spatially discretize the linear momentum equation within a single cell \( K \) by testing with functions \( w \in U^1(K) \), and integrating by parts. We obtain the discrete equation with \( \hat{u}_h \in U^1(K) \) and \( D_h \in U^2(K) \):

\[
\int_K \hat{w} \cdot \hat{u}_h \, dx + \frac{\Delta t}{2} \int_K \hat{w} \cdot f \hat{u}_h \, dx = \sum_{e \subset \partial K} \int_e \lambda_h \hat{w} \cdot n \, dS,
\]

for all \( \hat{w} \in U^1(K) \). Here, the boundary integral should be interpreted as the sum of integrals over each facet of \( \partial K \): \( \int_{\partial K} = \sum_{e \subset \partial K} \int_e \). The new unknown \( \lambda_h|_e \in M(e) \) is the Lagrange multiplier appearing in the boundary term after integrating by parts.
Equation (3.41) reveals a physical interpretation of the multiplier; \( \lambda_h \) is an approximation to the fluid depth on cell facets. The discrete equation for linear mass conservation (3.12) remains unchanged.

After summing over all \( K \in T_h \), consider the extended discrete finite element problem: find \( \hat{u}_h \in \hat{U}_h^1 \), \( D_h \in U_h^2 \), and \( \lambda_h \in U_h^\lambda \) such that

\[
\begin{align*}
\int_{T_h} \hat{\omega} \cdot \hat{u}_h \, dx + \frac{\Delta t}{2} \int_{T_h} \hat{\omega} \cdot f \hat{u}_h^\dagger \, dx \\
- \frac{\mu \Delta t}{2} \int_{T_h} D_h \nabla \cdot \hat{\omega} \, dx + \int_{\hat{E}_h} \lambda_h \|\hat{\omega}\| \, dS = \int_{T_h} \hat{\omega} \cdot r_h^\dagger \, dx, \\
\int_{T_h} \phi D_h \, dx + \frac{H \Delta t}{2} \int_{T_h} \phi \nabla \cdot \hat{u}_h \, dx = \int_{T_h} \phi r_h^\dagger \, dx, \\
\int_{\hat{E}_h} \gamma \|\hat{u}_h\| \, dS = 0,
\end{align*}
\]  

for all \( \hat{\omega} \in \hat{U}_h^1 \), \( \phi \in U_h^2 \), and \( \gamma \in U_h^\gamma \). We call (3.42)–(3.44) the hybridizable formulation of the compatible finite element discretization (3.11)–(3.12). We denote the hybridization of standard mixed methods, such as the Raviart-Thomas method (RT) (Raviart and Thomas, 1977) or the Brezzi-Douglas-Marini (BDM) method (Brezzi, Douglas, and Marini, 1985), as H-RT and H-BDM respectively. Table 3.1 summarizes our nomenclature and provides explicit constructions of the relevant finite element spaces.

The Lagrange multiplier \( \lambda_h \) approximates the (continuous) variable \( \frac{\mu \Delta t}{2} D \) on the mesh skeleton \( \hat{E}_h \) (the approximation properties of \( \lambda_h \) was shown within the context of mixed formulations of second-order elliptic equations by Arnold and Brezzi (1985)). The third equation (3.44), which we call the jump condition, is an application of Lemma 2; using functions \( \gamma \in U_h^\gamma \), we can weakly enforce the continuity of \( \hat{u}_h \cdot n|_e \) across all facets. This ensures that, despite being constructed in a discontinuous finite element space, \( \hat{u}_h \in U_h^1 \). In fact, we can show that the solutions \( \hat{u}_h \) and \( D_h \) coincide with the solutions of the original compatible finite element formulation (3.11)–(3.12).\(^4\) We shall explicitly show this in Section 3.2.

\(^4\)We mean specifically that the nodal values of both \( \hat{u}_h \) and \( u_h \) are in exact agreement. Clearly the corresponding coefficient vectors in a computer implementation will not be equal (they are of different dimensions).

<table>
<thead>
<tr>
<th>Method</th>
<th>( U_1(K) )</th>
<th>( U_2(K) )</th>
<th>( M(e) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-RT</td>
<td>([P_{q-1}(K)]^d \times P_{q-1}(K))</td>
<td>( P_{q-1}(K) )</td>
<td>( P_{q-1}(e) )</td>
</tr>
<tr>
<td>H-BDM</td>
<td>([P_{q-1}(K)]^d )</td>
<td>( P_{q-1}(K) )</td>
<td>( P_{q}(e) )</td>
</tr>
<tr>
<td>H-RTCF(^\dagger)</td>
<td>( P_{q,q-1}(K) \times P_{q-1,q}(K) )</td>
<td>( Q_{q-1}(K) )</td>
<td>( P_{q-1}(e) )</td>
</tr>
<tr>
<td></td>
<td>( P_{q,q-1,q-1}(K) \times P_{q-1,q-1,q-1}(K) \times P_{q-1,q-1,q-1}(K) )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^\dagger\): Constructions for \( V(K) \) of the H-RTCF method are shown for two- and three-dimensions.
At a first glance, the system (3.42)–(3.44) appears to not be any improvement over the original system. Indeed, the total number of unknowns greatly exceeds that of the original mixed system (3.11)–(3.12). However, the discrete matrix equations are far more amenable to work with.

Let $\hat{\mathbf{U}}, \mathbf{D}$, and $\Lambda$ be the coefficient vectors for the finite element expansions of $\hat{u}_h \in \hat{U}_1^h$, $D_h \in U_2^h$ and $\lambda_h \in U_{tr}^h$ respectively. Then the discrete matrix equations have the form:

$$
\begin{bmatrix}
\hat{M}_1 & -\frac{\hat{g} \Delta t}{2} \hat{B} & \mathbf{K}^T \\
\frac{\hat{g} \Delta t}{2} \hat{B} & \hat{M}_2 & 0 \\
\mathbf{K} & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{U} \\
\mathbf{D} \\
\Lambda
\end{bmatrix}
= 
\begin{bmatrix}
\hat{F} \\
\mathbf{G} \\
0
\end{bmatrix},
$$

(3.45)

where $\hat{\cdot}$ denotes matrices/vectors tested against discontinuous functions in $\hat{U}_1^h$. The operator $\mathbf{K}$ is the matrix associated with the trace variables. If $\{\xi_j\}$ is a basis for $U_{tr}^1$, then

$$(K)_{ij} = \sum_{e \in E_h} \int_e \xi_j \hat{\nabla} \hat{\Psi}_i K dS,$$

(3.46)

Treating the velocity-depth component as a separate $2 \times 2$ block, with mixed operator $\hat{\mathbf{A}}$, we rewrite (3.45) as

$$
\begin{bmatrix}
\hat{\mathbf{A}} & \mathbf{K}^T \\
\mathbf{K} & 0
\end{bmatrix}
\begin{bmatrix}
X \\
\Lambda
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{R} \\
0
\end{bmatrix},
$$

(3.47)

where $\mathbf{K} = [K \quad 0]$, $X = \{\hat{\mathbf{U}} \quad \mathbf{D}\}^T$, and $\mathbf{R} = \{\hat{\mathbf{F}} \quad \mathbf{G}\}^T$. Then the inverse of the Schur-complement factorization of the left-hand side matrix in (3.47) is:

$$
\begin{bmatrix}
\hat{\mathbf{A}} & \mathbf{K}^T \\
\mathbf{K} & 0
\end{bmatrix}^{-1}
= 
\begin{bmatrix}
I & -\hat{\mathbf{A}}^{-1} \mathbf{K}^T \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\hat{\mathbf{A}}^{-1} & 0 \\
0 & \mathcal{S}^{-1}
\end{bmatrix}
\begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix},
$$

(3.48)

where $\mathcal{S} = -\mathbf{K} \hat{\mathbf{A}}^{-1} \mathbf{K}^T$ is the Schur-complement operator of the hybridizable system. It can be shown that $\mathcal{S}$ is a positive-definite operator, and symmetric positive-definite when the Coriolis parameter is zero (see Section 3.2).

The term hybridizable in our context is a specific characterization of the discrete equations. By our choice of function spaces, the coupling of velocity and depth are purely cell-local. That is, $\hat{\mathbf{A}}$ is block-diagonal. The introduction of the Lagrange multiplier $\Lambda$ permits the local elimination of $X$ to construct the global problem for $\Lambda$. In other words, the system

$$
\mathcal{S} \Lambda = -\mathbf{K} \hat{\mathbf{A}}^{-1} \mathbf{R},
$$

(3.49)

which we refer to as the equation associated with the hybridized problem, is the only globally coupled system requiring iterative inversion. The velocity and depth unknowns can be recovered locally by solving the system in each cell:

$$
X = \hat{\mathbf{A}}^{-1} \left( \mathbf{R} + \mathbf{K}^T \Lambda \right).
$$

(3.50)

The fact that we can perform these local procedures is more clearly realized by inspecting the resulting sparsity patterns of the original mixed and hybridizable systems, shown in Figure 3.5.
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Figure 3.5: Global sparsity patterns for the original discretization and the corresponding hybridizable system on mesh consisting of eight triangular cells. The block-structure in 3.5B is a direct consequence of our choice in finite element spaces (the global matrix has been reordered in such a way that the degrees of freedom $X$ are organized by cell).
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Analysis was done for the hybridization of first-order mixed systems of elliptic equations by Cockburn, Gopalakrishnan, and Lazarov (2009) and Cockburn and Gopalakrishnan (2004), which showed that the operator $S$ defines a positive-definite equation for the hybridized system, expressed as the variational problem: find $\lambda_h \in U_h^{tr}$ such that

$$s_h(\lambda_h, \gamma) = r_h(\gamma), \quad \forall \gamma \in U_h^{tr}. \quad (3.51)$$

At the time of this work, no such analysis exists for the systems we consider. The simplest relevant system to examine is precisely the shallow water model (3.1)–(3.2). Therefore, we shall extend the analysis of Cockburn, Gopalakrishnan, and Lazarov (2009) to the model equation considered in this section.

3.2 Analysis of the hybridizable method

In this section, we analyze the discrete hybridizable system for the linear shallow water model on a boundary-free domain $\Omega$ (such as on the surface of a sphere or a periodic box), following similar arguments from Cockburn, Gopalakrishnan, and Lazarov (2009), Cockburn and Gopalakrishnan (2004), and Arnold and Brezzi (1985), but tailored for the system we are considering. The main motivation here is to reveal important properties about the system in (3.42)–(3.44), and give a characterization result for the Lagrange multiplier $\lambda_h$. More specifically, we shall show the following:

- The so-called local solvers, which are the cell-wise local problems for the hybridizable variables $\tilde{u}_h$ and $D_h$, are well-posed.
- The discrete system (3.42)–(3.44) admits a unique solution triplet $(\tilde{u}_h, D_h, \lambda_h)$.
  - Moreover, if $(\tilde{u}_h, D_h)$ are solution to (3.11)–(3.12), then $(\tilde{u}_h, D_h, \lambda_h)$ is the unique solution to (3.42)–(3.44).
- The Lagrange multiplier $\lambda_h$ is the unique solution to a variational problem of the form (3.51).
- The matrix operator $S$ in (3.49) is positive-definite and symmetric (without Coriolis).

The last point is particularly important when considering solver strategies for inverting $S$. Hence why we take the time to perform this analysis.

3.2.1 Local solvers

Just like before, we drop superscripts denoting time-steps $n$. To simplify our notation further, we also treat time-stepping coefficients as the constant $\beta = \frac{1}{2} \Delta t$. Coefficients like $g, H$ are treated as just arbitrary positive constants. The Coriolis term will be denoted as previously: $f$, which, may vary in space.
Before we begin, we establish some additional notation to aid us in our discussion. With \( \Omega \) denoting our computational domain and \( \mathcal{T}_h = \{ K \} \), a mesh of \( \Omega \) with skeleton \( \mathcal{E}_h \), we define the bilinear forms:

\[
a_h(u, w) = \sum_{K \in \mathcal{T}_h} a_K(u, w), \quad u, w \in \hat{U}_h^1
\]

\[
b_h(w, D) = \sum_{K \in \mathcal{T}_h} b_K(w, D), \quad w \in \hat{U}_h^1, D \in U_h^2
\]

\[
c_h(D, \phi) = \sum_{K \in \mathcal{T}_h} c_K(D, \phi), \quad D, \phi \in U_h^2
\]

(3.52) (3.53) (3.54)

where

\[
a_K(u, w) = \int_K w \cdot u \, \text{d}x + \beta \int_K w \cdot f u \perp \, \text{d}x
\]

(3.56)

\[
b_K(w, D) = \int_K D \nabla \cdot w \, \text{d}x
\]

(3.57)

\[
c_K(D, \phi) = \int_K \phi D \, \text{d}x
\]

(3.58)

To characterize the solution of the hybridizable problem, we start by defining a lifting operator associated with functions on the skeleton \( \mathcal{E}_h \) and maps to functions on the interior of cells \( K \in \mathcal{T}_h \). By way of a slight abuse of notation, we shall denote the set of all square-integrable functions on \( \mathcal{E}_h \) as \( L^2(\mathcal{E}_h) \). We define operators \( \mathcal{Q}_h^3 \) and \( \mathcal{U}_h^3 \), which associates a function \( m \in L^2(\mathcal{E}_h) \) to functions in \( \hat{U}_h^1 \) and \( U_h^2 \) respectively. The operators are defined by requiring that:

\[
a_h(\mathcal{Q}_h^3 m, \tilde{w}) - C_8 b_h(\tilde{w}, \mathcal{U}_h^3 m) = - \sum_{K \in \mathcal{T}_h} \int_{\partial K} m \tilde{w} \cdot n \, \text{d}S
\]

(3.59)

\[
C_H b_h(\mathcal{Q}_h^3 m, \phi) + c_h(\mathcal{U}_h^3 m, \phi) = 0
\]

(3.60)

for all \( \tilde{w} \in \hat{U}_h^1, \phi \in U_h^2 \), where \( C_8 = \beta g \) and \( C_H = \beta H \).

In a similar fashion, we define another set of local operators \( \mathcal{Q}_h^1 \) and \( \mathcal{U}_h^1 \), this time associating a vector function \( a_1 \in [L^2(\Omega)]^d \) with functions in \( \hat{U}_h^1 \) and \( U_h^2 \). These operators satisfy the local equations:

\[
a_h(\mathcal{Q}_h^1 a_1, \tilde{w}) - C_8 b_h(\tilde{w}, \mathcal{U}_h^1 a_1) = \sum_{K \in \mathcal{T}_h} \int_K a_1 \cdot \tilde{w} \, \text{d}x
\]

(3.61)

\[
C_H b_h(\mathcal{Q}_h^1 a_1, \phi) + c_h(\mathcal{U}_h^1 a_1, \phi) = 0
\]

(3.62)

for all \( \tilde{w} \in \hat{U}_h^1 \) and \( \phi \in U_h^2 \). Additionally, we have another pair of operators \( \mathcal{Q}_2^1 \) and \( \mathcal{U}_2^1 \) which associates a function \( a_2 \in L^2(\Omega) \) with the functions \( \mathcal{Q}_2^1 a_2 \in \hat{U}_h^1 \) and \( U_2^1 a_2 \in U_h^2 \) satisfying:

\[
a_h(\mathcal{Q}_2^1 a_2, \tilde{w}) - C_8 b_h(\tilde{w}, \mathcal{U}_2^1 a_2) = 0
\]

(3.63)

\[
C_H b_h(\mathcal{Q}_2^1 a_2, \phi) + c_h(\mathcal{U}_2^1 a_2, \phi) = \sum_{K \in \mathcal{T}_h} \int_K a_2 \phi \, \text{d}x
\]

(3.64)

for all \( \tilde{w} \in \hat{U}_h^1 \) and \( \phi \in U_h^2 \).
The linear systems (3.59)–(3.60), (3.61)–(3.62), and (3.63)–(3.64) can be evaluated in an element-by-element fashion, which is a direct consequence of the choice of function spaces and using the surjectivity of the (broken) divergence operator $\nabla_h : U_h^0 \to U_h^2$ when restricted to a single cell $K$. We call these the \textit{local solvers} for the hybridizable compatible finite element discretization (3.42)–(3.44).

The solutions $(Q^0_m, U^0_m)$ are best interpreted as the functions whose restriction to a cell are the finite element approximations of the solutions $(Q^0_m, U^0_m)$ to the local boundary value problem:

\[
\begin{align*}
\mathcal{L}^0_m + \beta \mathcal{L}^0_m + C_g \nabla \mathcal{M}^0_m &= 0, & \text{in } K, \\
\mathcal{M}^0_m + C_h \nabla \cdot \mathcal{L}^0_m &= 0, & \text{in } K, \\
C_g \mathcal{M}^0_m &= m, & \text{on } \partial K,
\end{align*}
\]

for $m \in L^2(\partial K)$. Similarly for $(Q^0_1 a_1, U^0_1 a_1)$ and $(Q^0_2 a_2, U^0_2 a_2)$, the two solution pairs are finite element approximations of $(Q^0_1 a_1, U^0_1 a_1)$ and $(Q^0_2 a_2, U^0_2 a_2)$, the solutions to the local Dirichlet problems:

\[
\begin{align*}
\mathcal{L}^0_1 a_1 + \beta \mathcal{L}^0_1 a_1 + C_g \nabla \mathcal{M}^0_1 a_1 &= a_1, & \text{in } K, \\
\mathcal{M}^0_1 a_1 + C_h \nabla \cdot \mathcal{L}^0_1 a_1 &= 0, & \text{in } K, \\
\mathcal{M}^0_1 a_1 &= 0, & \text{on } \partial K,
\end{align*}
\]

and

\[
\begin{align*}
\mathcal{L}^0_2 a_2 + \beta \mathcal{L}^0_2 a_2 + C_g \nabla \mathcal{M}^0_2 a_2 &= a_2, & \text{in } K, \\
\mathcal{M}^0_2 a_2 + C_h \nabla \cdot \mathcal{L}^0_2 a_2 &= 0, & \text{in } K, \\
\mathcal{M}^0_2 a_2 &= 0, & \text{on } \partial K.
\end{align*}
\]

The \textit{discrete} local solvers are arrived at by discretizing (3.65)–(3.73) in each cell using the local spaces of shape functions. Summing over all elements produces the discrete systems (3.59)–(3.64). The fact that the linear systems (3.59)–(3.60), (3.61)–(3.62), and (3.63)–(3.64) are uniquely solvable is a direct consequence of the solvability of the underlying mixed finite element discretization in each cell. We summarize this in the following proposition.

**Proposition 1.** (Existence and uniqueness of the local solvers). For all cells $K \in \mathcal{T}_h$ and every trace function $m \in L^2(\mathcal{E}_h)$, there is a unique set of local functions $(Q^0_m, U^0_m)$ solving (3.59)–(3.60). Furthermore, for a pair of functions $(a_1, a_2) \in [L^2(\Omega)]^d \times L^2(\Omega)$, there exists corresponding unique pairs $(Q^0_1 a_1, U^0_1 a_1)$ solving (3.61)–(3.62), and $(Q^0_2 a_2, U^0_2 a_2)$ solving (3.63)–(3.64).

**Proof.** The fact that the local systems are well defined can be established by realizing that they are \textit{exactly} the compatible finite element discretization of (3.65)–(3.73) in each cell. For example, in our context, the compatible method corresponds to the well-known Raviart-Thomas (RT) or Brezzi-Douglas-Marini (BDM) mixed methods (Raviart and Thomas, 1977; Brezzi, Douglas, and Marini, 1985; Brezzi et al., 1987a). Since the local solvers involve inverting the same element-wise system with different right-hand sides, it is sufficient to consider the mixed method summarized here.

\[\text{Note that the “broken” space } U_h^0 \text{ of the hybridizable method and } U_h^1 \text{ from the original compatible mixed method consist of the same local spaces in each cell by construction.}\]
We shall proceed by showing both the continuous and discrete formulations on $K$ are well-posed. For simplicity, we assume each $K$ is a “flat” (linear) cell. The case where $K$ is a curved approximation to a patch of a hypersurface will be discussed shortly afterwards.

As a concrete example, suppose $K$ is an arbitrary simplex and we discretize by way of the RT method. Then resulting mixed method seeks solutions in the spaces:

$$
U_1(K) = \{ \tau_h \in H(\text{div}; K) : \tau_h \in [P_{q-1}(K)]^d + xP_{q-1}(K) \},
$$

$$
U_2(K) = \{ q_h \in L^2(K) : q_h \in P_{q-1}(K) \}.
$$

The local solvers within a single cell $K$ is the following finite element problem: find $(\nu_h, w_h) \in U_1 \times U_2$ satisfying

$$
a_K(\nu_h, \tau_h) - C_8 b_K(\tau_h, w_h) = F(\tau_h),
$$

$$
C_H b_K(\nu_h, q_h) + c_K(w_h, q_h) = G(q_h),
$$

for all $(\tau_h, q_h) \in U_1 \times U_2$, where $F(\tau_h)$ and $G(q_h)$ are linear forms containing the right-hand side data, and $a_K$, $b_K$, and $c_K$ are as defined in (3.56)–(3.58). The system (3.76)–(3.77) defines the local solvers for the hybridizable RT (H-RT) method.

The discrete problem in (3.76)–(3.77), closely resembles a standard perturbed saddle-point system. And so, determining the solvability of the local solvers fits within the standard theory of mixed methods (Boffi, Brezzi, and Fortin, 2013, §4.3.1 and 5.5.1).

There is only one primary difference, which is the inclusion of the skew-symmetric Coriolis term in $a_K$. Fortunately, we can show that (3.76)–(3.77) is uniquely solvable by just verifying the following conditions:

1. The bilinear form on $U_1 \times U_1$:

$$
a_K(\nu_h, \tau_h) = \int_K \tau_h \cdot \nu_h \, dx + \beta \int_K \tau_h : f \nu_h \, dx, \quad \beta > 0,
$$

is continuous on $U_1 \times U_1$, i.e., there exists a $C_1 > 0$ such that

$$
|a_K(\nu_h, \tau_h)| \leq C_1 \|\nu_h\|_{H(\text{div})} \|\tau_h\|_{H(\text{div})},
$$

for all $\nu_h, \tau_h \in U_1$. Additionally, we require $a_K$ to satisfy the coercivity condition:

$$
a_K(\tau_h, \tau_h) \geq C_2 \|\tau_h\|_{H(\text{div})}^2, \quad C_2 > 0,
$$

for all $\tau_h \in Q_h$, where

$$
Q_h := \{ \tau_h \in U_1 : b_K(\tau_h, q_h) = \int_K q_h \nabla \cdot \tau_h \, dx = 0, \forall q_h \in U_2 \}
$$

(that is: $\tau_h$ is in the kernel of the divergence operator).

2. The bilinear form $b_K$ is continuous on $U_1 \times U_2$ and satisfies the discrete analogue of the well-known Ladyzhenskaya-Babuška-Brezzi (LBB) condition:

$$
\sup_{\tau_h \in U_1, \tau_h \neq 0} \frac{b_K(\tau_h, q_h)}{\|\tau_h\|_{H(\text{div})}} \geq C_3 \|q_h\|_{L^2}, \quad C_3 > 0, \quad \forall q_h \in U_2.
$$
To show \( a_K \) satisfies item (1), we first demonstrate that \( a_K \) is continuous on \( H(\text{div}; K) \times H(\text{div}; K) \). First note that we have the following relation for \( \tau \in H(\text{div}; K) \):

\[
\|f \tau^\perp\|_{L^2} \leq \|f\|_\infty \|\tau^\perp\|_{L^2} = \|f\|_\infty \|\tau\|_{L^2},
\]

where \( \|f\|_\infty = \inf \{\sup_{x \in K} |g(x)| : g(x) = f(x) \text{ a.e. on } K \} \) is the essential supremum of \( f \). Showing that the “perp” operator \( (\cdot)^\perp \) preserves \( \|\cdot\|_{L^2} \) is immediate when realizing that \( \tau^\perp \cdot \tau^\perp = |\tau|^2 \). Thus, for any \( \nu, \tau \in H(\text{div}; K) \), we have

\[
|a_K(\nu, \tau)| = \left| \int_K \tau \cdot \nu \, dx + \beta \int_K \tau \cdot f\nu^\perp \, dx \right| \\
\leq \int_K \tau \cdot \nu \, dx + \beta \int_K \tau \cdot f\nu^\perp \, dx \\
\leq \|	au\|_{L^2} \|
u\|_{L^2} + \beta \|	au\|_{L^2} \|f\|_\infty \|\nu\|_{L^2} \\
\leq (1 + \beta \|f\|_\infty) \|	au\|_{H(\text{div})} \|\nu\|_{H(\text{div})},
\]

where the last inequality comes from two applications of the Cauchy-Schwarz inequality, (3.83), and using the fact that \( \|\cdot\|_{H(\text{div})} \) bounds the \( L^2 \)-norm. Equation (3.84) implies a continuity constant \( C_1 = (1 + \beta \|f\|_\infty) \), which therefore implies \( a_K \) is continuous on \( H(\text{div}; K) \) for bounded \( \|f\|_\infty \). Indeed, the Coriolis parameter in geophysical settings is always bounded (see (2.12)). Since \( U_1 \subset H(\text{div}; K) \), we can conclude that the bilinear form \( a_K \) satisfies (3.79).

To show (3.80), let us start by defining the operator \( B \) mapping \( H(\text{div}; K) \) into the dual space \( L^2(K)^\prime \) (space of linear functionals on \( L^2(K) \)). The mapping \( B \) is defined in the usual way: \( (B\nu, w)_{L^2(K)^\prime \times L^2(K)} := b_K(\nu, w) \) for all \( (\nu, w) \in H(\text{div}; K) \times L^2(K) \). Then the divergence-free subspace of \( H(\text{div}; K) \) can be written compactly as:

\[
Q = \ker B.
\]

Observe that, for all \( w \in H(\text{div}; K) \), we have

\[
a_K(\nu, w) = \int_K \nu \cdot w \, dx + \beta \int_K \nu \cdot f\nu^\perp \, dx = \int_K |w|^2 \, dx = \|w\|_{L^2}^2.
\]

And so, for all \( w \in Q \):

\[
\|w\|_{H(\text{div})}^2 = \|w\|_{L^2}^2 + \|\nabla \cdot w\|_{L^2}^2 = \|w\|_{L^2}^2.
\]

Hence, (3.87) and (3.86) implies \( a_K \) is coercive on \( Q \), with coercivity constant \( C_2 = 1 \).

Now, let us restrict our attention to the discrete setting. We denote the discrete version of \( B \) as \( B_h : U_1 \to U_1^\prime \), defined via \( (B_h\nu_h, w_h)_{U_1^\prime \times U_1} := b_K(\nu_h, w_h) \) for all \( (\nu_h, w_h) \in U_1 \times U_2 \). Then, as before, we can write (3.81) as:

\[
Q_h = \ker B_h.
\]

---

6 The concept of a property holding “almost everywhere” (written as “a.e.” or “p.p.” for the French phrase: *presque partout*) is ubiquitous in measure theory. In a technical sense, a property is said to hold a.e. if the set where the property does not hold has zero measure. In our context, the measure in question is the Lebesgue measure. The curious reader may consult any standard textbook on measure theory or real analysis for more details.
Note that, in general, \( Q_h \subset Q \) is not necessarily true. However, by virtue of the compatible finite element de-Rham complex (2.198), we have the following property for the RT method:

\[
\nabla \cdot V_h = W_h \implies B_h = B|_{V_h}.
\] (3.89)

That is: \( B_h \) is the restriction of the divergence operator to the finite-dimensional space \( V_h \) (Raviart and Thomas, 1977). Hence, we have the particularly interesting case where

\[
Q_h = \ker B_h \subseteq \ker B = Q.
\] (3.90)

While (3.90) is not strictly necessary to ensure solvability of the mixed method, it is an incredibly desirable property. In particular, (3.90) implies immediately that \( a_K \) is coercive on \( Q_h \).

For item (2): the bilinear form \( b_K(v, w) \), for \( v \in H(\text{div}; K) \) and \( w \in L^2(K) \) is well-understood. It is clearly continuous on \( H(\text{div}; K) \times L^2(K) \):

\[
|b_K(v, w)| = \left| \int_K w \nabla \cdot v \, dx \right| \leq \| \nabla \cdot v \|_{L^2} \| w \|_{L^2} \leq \| v \|_{H(\text{div})} \| w \|_{L^2}.
\] (3.91)

The result follows for the discrete setting. We also have that \( b_K(v, w) \) satisfies the continuous analogue of the LBB condition. Namely, there exists a constant \( \xi > 0 \) satisfying for all \( w \in L^2(K) \):

\[
\sup_{v \in H(\text{div}; K), v \neq 0} \frac{b_K(v, w)}{\| v \|_{H(\text{div})}} \geq \xi \| w \|_{L^2}.
\] (3.92)

This is a direct application of Corollary 4.1.1 of Boffi, Brezzi, and Fortin (2013). Given that the continuous analogue of \( b_K \) satisfies the LBB condition, we quickly show this is true in the discrete setting precisely due to the compatible finite element framework.

Recall from (2.198) that we have the existence of a bounded projection operator \( \pi_{U_1} : H(\text{div}; K) \to U_1 \), with \( \| \pi_{U_1} v \|_{H(\text{div})} \leq C_{\pi} \| v \|_{H(\text{div})} \), \( v \in H(\text{div}; K) \). Or equivalently, for any \( v \in H(\text{div}; K) \):

\[
\| v \|_{H(\text{div})} \geq \frac{1}{C_{\pi}} \| \pi_{U_1} v \|_{H(\text{div})} = \frac{1}{C_{\pi}} \| v_h \|_{H(\text{div})}.
\] (3.93)

For the RT method, the operator \( \pi_{U_1} \) is defined through the equations on \( K \):

\[
\int_K (\pi_{U_1} v - v) \cdot \tau_h \, dx = 0, \quad \forall \tau_h \in [P_{q-1}(K)]^d, \quad (3.94)
\]

\[
\int_e (\pi_{U_1} v - v) \cdot \gamma_h \, dS = 0, \quad \forall \gamma_h \in \mathcal{P}_q(e), \quad (3.95)
\]

for all facets \( e \) of \( K \). Together with the commuting diagram property (2.198), \( \pi_{U_1} \) satisfies the following property (Boffi, Brezzi, and Fortin, 2013, Proposition 5.1.2):

\[
b_K(v - \pi_{U_1} v, w_h) = 0, \quad \forall w_h \in U_2, \quad (3.96)
\]
which can be easily verified by direct calculation:

\[
\int_K w_h \nabla \cdot \pi U_1 v \, dx = \int_{\partial K} w_h \pi U_1 v \cdot n \, dS - \int_K \nabla w_h \pi U_1 v \, dx
\]

for all \( w_h \in P_q(K) \).

Therefore, for \( w_h \in U_2 \) arbitrary but fixed, (3.92), (3.93), and (3.96) implies:

\[
\xi \|w_h\|_{L^2} \leq \sup_{v \in H(\text{div};K), v \neq 0} \frac{b_K(v, w_h)}{\|v\|_{H(\text{div})}} \leq C_\pi \sup_{v_h \in U_1, v_h \neq 0} \frac{b_K(v_h, w_h)}{\|v_h\|_{H(\text{div})}},
\]

hence,

\[
\sup_{v_h \in U_1, v_h \neq 0} \frac{b_K(v_h, w_h)}{\|v_h\|_{H(\text{div})}} \geq \frac{\xi}{C_\pi} \|w_h\|_{L^2}.
\]

We can now conclude that the mixed system (3.76)–(3.77) is well-posed.

The discussion here for the RT method can be applied to any compatible finite element formulation. In particular, the proof here relies on the commuting diagram property (2.198). Methods that fall within this category include the BDM method (Brezzi, Douglas, and Marini, 1985; Brezzi et al., 1987a) and the RT method on quadrilateral cells (RTCF). Thus, we can conclude that the local solvers of the hybridizable mixed methods (H-RT, H-BDM, and H-RTCF) for (3.42)–(3.44) are well-defined.

The proof of Proposition 1 only considered the case where the cells \( K \) defining the local finite element complex \( H^1(K) \xrightarrow{\pi} H(\text{div};K) \xrightarrow{\nabla} L^2(K) \) is flat. In Section 2.4.6, we summarized the framework of Holst and Stern (2012) which allows us to extend our results to mixed formulations on isoparametric cells (see also Natale, Shipton, and Cotter (2016)). In particular, the well-posedness of the mixed problem (3.76)–(3.77), where \( K \) is a curved approximation to a patch of a smooth embedded manifold (via a piece-wise polynomial representation) is a direct consequence of Theorems 3.5 and 3.9 of Holst and Stern (2012). Therefore, everything discussed thus far can be applied in this more general context. For the rest of this section, we require no explicit assumptions on \( K \) or the mesh \( T_h \) beyond shape-regularity (that is, all facets of the cells \( K \) have an area bounded away from zero).

Having established the solvability of the local solvers, we now turn our attention to the full discrete system arising from the hybridization of a compatible finite element discretization.

### 3.2.2 Solvability of the discrete hybridizable system

We now demonstrate that the linear system (3.45) is uniquely solvable.

**Proposition 2.** There exists unique solutions \((\hat{u}_h, D_h, \lambda_h) \in \hat{U}_h^1 \times U_h^2 \times U_h^w\) satisfying the discrete formulation (3.42)–(3.44).
Proof. Since we are in a finite-dimensional setting, it is sufficient to prove unique solvability by a standard Fredholm argument. Namely, when the right-hand side data is zero, this implies the solutions are the trivial ones: \( \hat{u}_h = 0, D_h = 0, \lambda_h = 0 \). The homogenous system is summarized by the equations: find \((\hat{u}_h, D_h, \lambda_h) \in \hat{U}_h^1 \times U_h^2 \times U_h^v\) satisfying

\[
\begin{align*}
  a_h(\hat{u}_h, \hat{v}) - C_h b_h(\hat{w}, D_h) + \sum_{k \in \mathcal{T}_h} \lambda_h \hat{w} \cdot n \, dS &= 0, \\
  C_h b_h(\hat{u}_h, \phi) + c_h(D_h, \phi) &= 0, \\
  \sum_{k \in \mathcal{T}_h} \gamma \hat{u}_h \cdot n \, dS &= 0,
\end{align*}
\]

(3.100)–(3.102)

for all \((\hat{w}, \phi, \gamma) \in \hat{U}_h^1 \times U_h^2 \times U_h^v\).

Since (3.100)–(3.102) is true for all test functions, choosing \( \hat{w} = H\hat{u}_h, \phi = gD_h \), and adding the first two equations gives:

\[
H a_h(\hat{u}_h, \hat{u}_h) + g c_h(D_h, D_h) + H \sum_{k \in \mathcal{T}_h} \lambda_h \hat{u}_h \cdot n \, dS = 0.
\]

(3.103)

Since the jump condition (3.102) is true for all \( \gamma \in U_h^v \) (in particular, \( \gamma = \lambda_h \)), we can rewrite (3.103) as:

\[
a_h(\hat{u}_h, \hat{u}_h) + \frac{g}{H} c_h(D_h, D_h) = 0.
\]

(3.104)

Using the definition of \( a_h \) and noting that \( \hat{u}_h \cdot \hat{u}^1_h = 0 \), we have

\[
a_h(\hat{u}_h, \hat{u}_h) + \frac{g}{H} c_h(D_h, D_h) = \sum_{k \in \mathcal{T}_h} \int_K |\hat{u}_h|^2 \, dx + \frac{g}{H} \sum_{k \in \mathcal{T}_h} \int_K |D_h|^2 \, dx = 0,
\]

(3.105)

or equivalently:

\[
|\hat{u}_h|_{\hat{U}_h^1}^2 + \frac{g}{H} |D_h|_{U_h^2}^2 = 0 \implies |\hat{u}_h|_{\hat{U}_h^1}^2 = -\frac{g}{H} |D_h|_{U_h^2}^2.
\]

(3.106)

where \( |\cdot|_{\hat{U}_h^1} \) and \( |\cdot|_{U_h^2} \) denote the usual “broken” \( L^2 \)-norms on \( \hat{U}_h^1 \) and \( U_h^2 \) respectively:

\[
|\hat{u}_h|_{\hat{U}_h^1} := \left( \sum_{k \in \mathcal{T}_h} |\hat{u}_h|_{L^2(K)}^2 \right)^{1/2}, \quad |D_h|_{U_h^2} := \left( \sum_{k \in \mathcal{T}_h} |D_h|_{L^2(K)}^2 \right)^{1/2}.
\]

(3.107)

Thus, we can conclude that \( \hat{u}_h = 0 \) and \( D_h = 0 \). Finally, after substituting the trivial solutions \( \hat{u}_h \) and \( D_h \) into (3.100), we get

\[
\sum_{k \in \mathcal{T}_h} \int_{\partial K} \lambda_h \hat{w} \cdot n \, dS = 0,
\]

(3.108)

for all \( \hat{w} \in \hat{U}_h^1 \). Lemma 3 allows us to conclude that \( \lambda_h \) must also be zero. \( \square \)

We now state a key result which establishes the connection between the solutions of the hybridizable system (3.42)–(3.44) with the solutions of the original compatible finite element discretization (3.11)–(3.12).
Proposition 3. (Equivalence of solutions): Let \((u_h, D_h) \in U^1_h \times U^2_h\) be the unique solution pair of the compatible finite element discretization:

\[
\begin{align*}
    a_h(u_h, w) - C_g b_h(w, D_h) &= R_u[w], \\
    C_H b_h(u_h, \phi) + c_h(D_h, \phi) &= R_D[\phi],
\end{align*}
\]

(3.109) (3.110)

for all \((w, \phi) \in U^1_h \times U^2_h\), where \(R_u\) and \(R_D\) are as defined in (3.16)–(3.17).

Then the solution triple \((u_h, D_h, \lambda_h)\) is the unique solution to the hybridizable problem: find \((u_h, D_h, \lambda_h) \in \tilde{U}^1_h \times U^2_h \times U^1_{tr}\)

\[
\begin{align*}
    a_h(u_h, \hat{w}) - C_g b_h(\hat{w}, D_h) + \sum_{k \in T_h} \int_{\partial K} \lambda_h \hat{w} \cdot n \, dS &= R_u[\hat{w}], \\
    C_H b_h(u_h, \phi) + c_h(D_h, \phi) &= R_D[\phi], \\
    \sum_{k \in T_h} \int_{\partial K} \gamma u_h \cdot n \, dS &= 0,
\end{align*}
\]

(3.111) (3.112) (3.113)

for all \((\hat{w}, \phi, \gamma) \in \tilde{U}^1_1 \times U^2_2 \times U^1_{tr}\).

Proof. From Proposition 2, we know the hybridizable problem has a unique solution triple. Let \((\hat{u}_h, D_h, \lambda_h) \in \tilde{U}^1_h \times U^2_h \times U^1_{tr}\) denote the solution triple for (3.111)–(3.113). Since \(U^1_h \subset \tilde{U}^1_h\), set \(\hat{w} = w \in U^1_h\). Then clearly (3.111) still holds for all such test functions. Moreover, the normal components of \(w\) are continuous over the entire mesh skeleton \(\mathcal{E}_h\), i.e., for all \(\lambda_h \in U^1_h\) and \(w \in U^1_h\):

\[
\sum_{k \in T_h} \int_{\partial K} \lambda_h w \cdot n \, dS = \sum_{e \in \mathcal{E}_h} \int_{e} \lambda_h \|w\| \, dS = 0.
\]

(3.114)

As a result, (3.111) simplifies to

\[
a_h(\hat{u}_h, w) - C_g b_h(w, D_h) = R_u[w], \quad \forall w \in U^1_h.
\]

(3.115)

Now, using the jump condition (3.113), we can conclude from Lemma 2 that \(\hat{u}_h \in U^1_h\).

Thus, we have that \((\hat{u}_h, D_h) \in U^1_h \times U^2_h\) solves the compatible finite element problem:

\[
\begin{align*}
    a_h(\hat{u}_h, w) - C_g b_h(w, D_h) &= R_u[w], \\
    C_H b_h(\hat{u}_h, \phi) + c_h(D_h, \phi) &= R_D[\phi],
\end{align*}
\]

(3.116) (3.117)

for all \((w, \phi) \in U^1_h \times U^2_h\). By uniqueness of the original mixed method, we can conclude that \(\hat{u}_h = u_h\) and \(D_h = D_h\). \(\square\)

By virtue of Proposition 3, the hybridizable formulation (3.111)–(3.113) can be interpreted as a “reformulation” of (3.109)–(3.110). We henceforth drop the \(\hat{\cdot}\) in our notation for the velocity and depth fields. As we have previously stated in Section 3.1.2, using a hybridizable method has significant computational advantages.

In a hybridizable discretization, we can employ local static condensation procedures to eliminate \(u_h\) and \(D_h\) from the global equations and assemble a sparse equation for the Lagrange multiplier. Local elimination is not possible in the original compatible finite element formulation, which requires extensive (often expensive) preconditioning to iteratively invert the resulting global matrix system. The trade-off, when using hybridization, is avoiding the inversion of globally dense operators at the expense
of doing local inversions of dense matrix systems. Fortunately, these local linear systems are quite small. The dimension reduction of the global problem to a condensed system for the Lagrange multiplier is significant. We shall elaborate further on the implementation aspects in Chapter 4.

The new computational bottleneck in the solution procedure for solving (3.111)–(3.113) is now the global inversion of the Lagrange multiplier system. Therefore, it will be useful to develop a characterization of the unknown \( \lambda_h \) which reveals some innate structure of the new discrete system. Specifically, we shall show that \( \lambda_h \) is actually the solution to a discrete variational problem.

### 3.2.3 Characterization of the hybridizable solutions

Before we state the main result, we shall proceed by establishing key identities and relations in a similar manner to Cockburn, Gopalakrishnan, and Lazarov (2009). Using the local solvers: (3.59)–(3.60), (3.61)–(3.62), and (3.63)–(3.64), we start with the following lemma.

**Lemma 4.** For any \( m, \gamma \in L^2(E_h), \alpha_1 \in [L^2(\Omega)]^d, \) and \( \alpha_2 \in L^2(\Omega), \) the following identities hold:

\[
\begin{align*}
(i) & \quad - \int_{E_h} \gamma \| Q^3 m \| \, dS = \int_{T_h} Q^3 \gamma \cdot Q^3 m \, dx - \beta \int_{T_h} Q^3 \gamma \cdot f Q^3 m^\perp \, dx \\
& \quad + \frac{S}{H} \int_{T_h} U^3 \gamma U^3 m \, dx, \\
(ii) & \quad - \int_{E_h} \gamma \| Q^3 \alpha_1 \| \, dS = \int_{T_h} Q^3 \gamma \cdot \alpha_1 \, dx - 2\beta \int_{T_h} Q^3 \gamma \cdot f Q^3 \alpha_1^\perp \, dx, \\
(iii) & \quad - \int_{E_h} \gamma \| Q^3 \alpha_2 \| \, dS = - \frac{S}{H} \int_{T_h} U^3 \gamma \alpha_2 \, dx - 2\beta \int_{T_h} Q^3 \gamma \cdot f Q^3 \alpha_2^\perp \, dx.
\end{align*}
\]

**Proof.** We prove each identity sequentially. To show (i), the calculation is straightforward. First, we take \( m = \gamma \) and \( \hat{w} = H Q^3 m \) in (3.59). This gives

\[
Ha_h(Q^3 \gamma, Q^3 m) - HC_g b_h(Q^3 m, U^3 \gamma) = -H \int_{E_h} \gamma \| Q^3 m \| \, dS. \tag{3.118}
\]

Now take \( \phi = g U^3 \gamma \) in (3.60) to get the second relation:

\[
gC_h b_h(Q^3 m, U^3 \gamma) + gC_h(U^3 m, U^3 \gamma) = 0. \tag{3.119}
\]

Adding the two equations gives identity (i).

To show (ii), take \( m = \gamma \) and \( \phi = g U^3_1 \alpha_1 \) in (3.60), \( \hat{w} = H Q^3 \gamma \) in (3.61), and add the two results together to get:

\[
Ha_h(Q^3_1 \alpha_1, Q^3 \gamma) + gC_h(U^3 \gamma, U^3_1 \alpha_1) = H \int_{T_h} Q^3 \gamma \cdot \alpha_1 \, dx. \tag{3.120}
\]

Next, set \( m = \gamma \) and \( \hat{w} = H Q^3_1 \alpha_1 \) in (3.59), \( \phi = g U^3 \gamma \) in (3.62), and add the two expressions. This produces:

\[
Ha_h(Q^3 \gamma, Q^3_1 \alpha_1) + gC_h(U^3_1 \alpha_1, U^3 \gamma) = -H \int_{E_h} \gamma \| Q^3_1 \alpha_1 \| \, dS. \tag{3.121}
\]
Then, to get (ii), subtract (3.120) from (3.121) and use the fact that the Coriolis term is skew-symmetric:

\[
a_h(Q^3_1, Q^0_1 A_1) - a_h(Q^1_1 A_1, Q^3_1) = \beta \int_{\Omega_h} Q^0_1 A_1 \cdot f Q^3_1 dx - \beta \int_{\Omega_h} Q^3_1 \cdot f Q^0_1 A_1 dx = -2\beta \int_{\Omega_h} Q^3_1 \cdot f Q^0_1 A_1 dx. \tag{3.122}
\]

Finally, we prove the last identity (iii). Performing similar algebraic manipulations, we take \(m = \gamma\) and \(\phi = g U^2_2 A_2\) in (3.60), \(\tilde{w} = H Q^0_1\) in (3.63), then sum the expressions:

\[
H a_h(Q^0_2 A_2, Q^3_1) + g c_h(U^2_2 A_2, U^3_1) = 0. \tag{3.123}
\]

With \(m = \gamma\) and \(\tilde{w} = Q^3_2 A_2\) in (3.59), \(\phi = g U^3_1\) in (3.64), add the equations together to obtain:

\[
H a_h(Q^3_2 A_2, Q^3_2 A_1) + g c_h(U^2_2 A_2, U^3_1) = -H \int_{\gamma h} \gamma [Q^0_2 A_2] dS + g \int_{\Omega_h} U^3_1 dS. \tag{3.124}
\]

Thus, (iii) is obtained by simply subtracting (3.123) from (3.124) and using the skew-symmetry property of the Coriolis term in the definition of \(a_h\). \(\blacksquare\)

Having established the identities in Lemma 4, we now state the main result of this section.

**Theorem 1.** (Characterization of \(u_h, D_h, \) and \(\lambda_h\): Let \((u_h, D_h, \lambda_h) \in \hat{U}_h^1 \times U^2_2 \times U^3_1\) be the unique solution triple for the hybridizable compatible finite element method (3.111)–(3.113). Let \(r^h_1\) and \(r^h_2\) denote the residual functions in (3.18)–(3.19). Then,

\[
u_h = Q^3_1 \lambda_h + Q^1_1 r^h_1 + Q^3_2 r^h_2, \tag{3.125}
\]

\[
D_h = U^3_1 \lambda_h + U^2_2 r^h_1 + U^3_2 r^h_2, \tag{3.126}
\]

with the Lagrange multiplier \(\lambda_h\) being the unique solution to the discrete variational problem: find \(\lambda_h \in U^3_1\) satisfying

\[
s_h(\lambda_h, \gamma) = r_h(\gamma), \quad \forall \gamma \in U^3_1, \tag{3.127}
\]

where

\[
s_h(\lambda_h, \gamma) := \int_{\Omega_h} Q^3_1 \gamma \cdot \left[ Q^3_1 \lambda_h - \beta f Q^0_1 \lambda_h^\perp \right] dx + \frac{g}{H} \int_{\Omega_h} U^3_1 \gamma U^3_1 \lambda_h dx, \tag{3.128}
\]

\[
r_h(\gamma) := \int_{\Omega_h} Q^3_1 \gamma \cdot \left[ 2\beta f \left( Q^1_1 r^h_1 + Q^2_1 r^h_1 \right) - r^h_1 \right] dx + \frac{g}{H} \int_{\Omega_h} U^3_1 \gamma r^h_2 dx. \tag{3.129}
\]

**Proof.** To show (3.125)–(3.126), we simply use linearity of the problem and the definition of the local solvers: (3.59)–(3.60), (3.61)–(3.62), and (3.63)–(3.64). Combining
all three systems and setting $m = \lambda_h$ in (3.59)–(3.60), we obtain the following system:

\[
a_h(\tilde{u}_h, \tilde{w}) - C_b h(\tilde{w}, \tilde{D}_h) = R_u[\tilde{w}] - \sum_{e \in E_h} \int_{\partial e} \lambda_h[\tilde{w}] \, dS, \tag{3.130}
\]

\[
C_h b_h(\tilde{u}_h, \phi) + c_h(\tilde{D}_h, \phi) = R_D[\phi], \tag{3.131}
\]

for all $(\tilde{w}, \phi) \in \tilde{U}_h^1 \times U_h^2$, where

\[
(\tilde{u}_h, \tilde{D}_h) = (Q^\circ \lambda_h, U^\circ \lambda_h) + (Q_1^\circ r_1^h, U_1^\circ r_1^h) + (Q_2^\circ r_2^h, U_2^\circ r_2^h). \tag{3.132}
\]

Since (3.130)–(3.130) holds for all $(\tilde{w}, \phi) \in \tilde{U}_h^1 \times U_h^2$, it also holds for all $(w, \phi) \in U_h^1 \times U_h^2$, where $U_h^1 \subset \tilde{U}_h^1$ is the $H(div)$ subspace of $\tilde{U}_h^1$. Then $(\tilde{u}_h, \tilde{D}_h)$ are solutions to the compatible finite element discretization. By Proposition 3, $(\tilde{u}_h, \tilde{D}_h)$ are also solutions to the extended problem (3.111)–(3.113), with

\[
\int_{E_h} \gamma[\tilde{u}_h] \, dS = \int_{E_h} \gamma[Q^\circ \lambda_h + Q_1^\circ r_1^h + Q_2^\circ r_2^h] \, dS = 0, \quad \forall \gamma \in U_h^r. \tag{3.133}
\]

Then $(\tilde{u}_h, \tilde{D}_h, \lambda_h)$ satisfy all equations of the hybridizable method. By virtue of Proposition 2, the solution triple of the equations (3.111)–(3.113) is unique and we may write: $\tilde{u}_h = u_h$ and $\tilde{D}_h = D_h$.

To show (3.127), we use Lemma 4. Take $\alpha_1 = r_1^h, \alpha_2 = r_2^h$, and sum the identities (i)–(iii) to get an equation for any $m \in U_h^r$:

\[
- \int_{E_h} \gamma[Q^\circ m + Q_1^\circ r_1^h + Q_2^\circ r_2^h] \, dS = \int_{T_h} Q_1^\circ \gamma \cdot Q^\circ m \, dx - \beta \int_{T_h} Q_1^\circ \gamma \cdot f Q^\circ m^\perp \, dx \\
+ \frac{\gamma}{H} \int_{T_h} U^\circ \gamma U^\circ m \, dx - \frac{\gamma}{H} \int_{T_h} U^\circ \gamma r_2^h \, dx \\
+ \int_{T_h} Q_1^\circ \gamma \cdot r_1^h \, dx \\
- 2\beta \int_{T_h} Q_1^\circ \gamma \cdot f \left( Q_1^\circ r_1^h + Q_2^\circ r_2^h \right) \perp \, dx, \tag{3.134}
\]

for all $\gamma \in U_h^r$. Taking $m = \lambda_h$ asserts that equation (3.134) is equal to zero via the jump condition (3.133). Therefore, we have $\lambda_h$ satisfying

\[
\int_{T_h} Q_1^\circ \gamma \cdot Q^\circ \lambda_h \, dx - \beta \int_{T_h} Q_1^\circ \gamma \cdot f Q_1^\circ \lambda_h^\perp \, dx \\
+ \frac{\gamma}{H} \int_{T_h} U^\circ \gamma U^\circ \lambda_h \, dx = \frac{\gamma}{H} \int_{T_h} U^\circ \gamma r_2^h \, dx \\
+ 2\beta \int_{T_h} Q_1^\circ \gamma \cdot f \left( Q_1^\circ r_1^h + Q_2^\circ r_2^h \right) \perp \, dx \\
- \int_{T_h} Q_1^\circ \gamma \cdot r_1^h \, dx, \tag{3.135}
\]

for all $\gamma \in U_h^r$. The fact that $\lambda_h$ is the unique trace function satisfying (3.135) is a direct consequence of Proposition 2. From the definition of $s_h(\lambda_h, \gamma)$ and $r_h(\gamma)$ in (3.128) and (3.129), the result follows.

Theorem 1 is a variation of a similar result, presented by Cockburn, Gopalakrishnan, and Lazarov (2009, Theorem 2.1), which establishes a characterization of $\lambda_h$ for the
hybridization of mixed methods for second-order elliptic equations. Indeed, when no Coriolis is present \( f = 0 \), the linear shallow water system (3.1)–(3.2) closely resembles a mixed formulation of a typical scalar elliptic equation. In this case, \( s_h \) and \( r_h \) in (3.127) reduces to nearly identical constructions presented by Cockburn and Gopalakrishnan (2004) and Cockburn, Gopalakrishnan, and Lazarov (2009). Having established the main result, let us now inspect the discrete problem (3.127) more closely.

### 3.2.4 The discrete variational problem for \( \lambda_h \)

Now we provide an important result, which helps reveal that the equation for the Lagrange multiplier defines a positive-definite system. This motivates our choice of iterative solvers and preconditioning strategies for (4.47), which will be discussed in Chapter 4. It also motivates directions of future work for studying the properties of linear systems arising from other hybridizable discretizations, such as the ones shown later on in Section 3.4.

**Proposition 4.** The bilinear form \( s_h \) in (3.128) is positive-definite on \( U_{tr}^H \times U_{tr}^H \) in the sense that:

\[
s_h(\gamma, \gamma) > 0, \quad \forall \gamma \in U_{tr}^H \text{ with } \gamma \neq 0. \tag{3.136}
\]

When \( f = 0 \), \( s_h \) is symmetric and positive-definite.

**Proof.** We can immediately see that \( s_h(\lambda_h, \gamma) = s_h(\gamma, \lambda_h) \) defines a symmetric bilinear form whenever \( f = 0 \). Therefore, we only need to verify positive-definiteness for general \( f \).

Observe that, for all \( \gamma \in U_{tr}^H \):

\[
s_h(\gamma, \gamma) = \int_{T_h} Q^0 \gamma \cdot \left( Q^0 \gamma - \beta f Q^0 \gamma \perp \right) \, dx + \frac{g}{H} \int_{T_h} U^0 \gamma U^0 \gamma \, dx
\]

\[
= \int_{T_h} |Q^0 \gamma|^2 \, dx + \frac{g}{H} \int_{T_h} |U^0 \gamma|^2 \, dx
\]

\[
= \|Q^0 \gamma\|_{U_{tr}^H}^2 + \frac{g}{H} \|U^0 \gamma\|_{U_{tr}^H}^2 \geq 0, \tag{3.137}
\]

Note that \( g/H > 0 \) is strictly positive. This immediately gives a positive semi-definite result. Observe that whenever (3.137) is equal to zero, then this implies \( Q^0 \gamma = 0 \) and \( U^0 \gamma = 0 \). Using the definition of \( (Q^0, U^0) \) in (3.59)–(3.60), we have that \( \gamma = 0 \) by a similar argument made in the proof of Proposition 2. Hence, we have positive-definiteness on \( U_{tr}^H \times U_{tr}^H \).

Now let \( B_{tr} = \{ \xi_i \} \) be any finite element basis for \( U_{tr}^H \) and \( \Lambda = \{ \lambda_i, \cdots, \lambda_r \}^T \) be the vector of coefficients for the finite element expansion of \( \lambda_h \in U_{tr}^H \):

\[
\lambda_h = \sum_{i=1}^r \lambda_i \xi_i. \tag{3.138}
\]

Then the corresponding discrete matrix system has the form

\[
S \Lambda = R, \tag{3.139}
\]
3.2. Analysis of the hybridizable method

with

\[
(S)_{ij} = \sum_{K \in T_h} \left( \int_K Q^\alpha \xi_j \cdot \left( Q^\alpha \xi_i - \beta f Q^\alpha \xi_i \right) \, dx + \frac{\beta}{H} \int_K \mathcal{U}^\alpha \xi_j \mathcal{U}^\alpha \xi_i \, dx \right) \tag{3.140}
\]

\[
(R)_j = \sum_{K \in T_h} \int_K Q^\alpha \xi_j \cdot \left( 2 \beta f \left( Q^1 r^1_h + Q^2 r^2_h \right) \right) \, dx \]

\[
+ \sum_{K \in T_h} \frac{\beta}{H} \int_K \mathcal{U}^\alpha \xi_j \mathcal{U}^\alpha \xi_i \, dx. \tag{3.141}
\]

Using Lemma 4, we can rewrite the system more compactly as:

\[
(S)_{ij} = - \sum_{K \in T_h} \int_{\partial K} \xi_j Q^\alpha \xi_i \cdot n \, dS \tag{3.142}
\]

\[
(R)_j = \sum_{K \in T_h} \int_{\partial K} \xi_j \left( Q^1 r^1_h + Q^2 r^2_h \right) \cdot n \, dS. \tag{3.143}
\]

Then we can immediately deduce the following properties of (3.139).

1. \( S \) is a positive-definite matrix in \( \mathbb{R}^{r \times r} \).

2. If the support of \( \xi_j \) (the smallest subset of \( E_h \) where \( \xi_j \) is non-zero) does not intersect on \( \partial K \), then

\[
(R)_j |_{K} = \int_{\partial K} \xi_j \left( Q^1 r^1_h + Q^2 r^2_h \right) \cdot n \, dS = 0. \tag{3.144}
\]

3. If the support of either \( \xi_i \) or \( \xi_j \) does not intersect \( \partial K \), we have

\[
(S)_{ij} |_{K} = \int_{\partial K} \xi_j Q^\alpha \xi_i \cdot n \, dS = 0. \tag{3.145}
\]

Recall that the entire point of using a hybridizable method is that inversion of a globally dense Schur-complement is avoided. The latter two points are merely a confirmation on the sparsity of the matrix system for \( \Lambda \). Clearly if the support of \( \xi_j \in B_{tr} \) in (3.144) or (3.145) doesn’t intersect with \( \partial K \), the resulting expressions are zero. Now take \( \xi_i \) in (3.145) and suppose its support does not intersect \( \partial K \). Then we have by Proposition 1 that \( \left( Q^\alpha \xi_i \right) |_{K} \cdot n_K = 0 \), where \( n_K \) is the normal vector on \( \partial K \). Thus (3) follows. Item (1) is a direct consequence of Proposition 4.

Remark on the operator \( S \)

Our analysis has led us to the results of Theorem 1. In doing so, we have established the relationship between the Lagrange multiplier \( \lambda_h \) and the variational problem which characterizes it. As we have previously alluded to, the linear system for \( \lambda_h \) is a positive-definite equation. For the hybridization of mixed methods for scalar-elliptic PDEs, Gopalakrishnan (2003) first showed that the system for the Lagrange multipliers is spectrally equivalent to an elliptic operator. This motivated the extension of standard elliptic solvers and preconditioners to the discrete system for the multipliers (Gopalakrishnan and Tan, 2009; Cockburn et al., 2013). In particular: the application of multigrid methods as robust preconditioners for inverting the trace system.
The hybridizable method we presented in this section has not been formally analyzed in the literature. However, we can say quite a lot about the system when $f = 0$. In this case, the variational problem in (3.127) reduces to an identical system shown by Cockburn and Gopalakrishnan (2004, Equation (2.13)). Cockburn and Gopalakrishnan (2005) extended the results of Gopalakrishnan (2003) and showed that the “energy” norm $||| \cdot ||| := \sqrt{\text{s}_h(\cdot, \cdot)}$ is equivalent to an “$H^1$-like” norm on $U^h_{tr}$ with mesh independent constants (see Theorem 3.6 of Cockburn and Gopalakrishnan (2005)). This motivates the use of preconditioning strategies for $H^1$ elliptic equations directly on the trace problem, as described by Dobrev et al. (2019).

This inspired the choice of solver algorithms featured in later chapters. We shall elaborate later on when the performance of iterative solvers becomes a central topic in Chapters 4 and 5. While there is no formal proof yet on the spectral properties of $S$ in (3.139), we show strong numerical evidence that the non-symmetric systems arising from the hybridization methods presented in this dissertation respond well to multigrid preconditioning. Extending the analysis of Gopalakrishnan (2003) to (3.127) is a subject for future investigations.

### 3.3 Nonlinear method and numerical examples

Having established the hybridization method for the linear shallow water model, we now describe how this fits together within a numerical method for the nonlinear shallow water equations. The nonlinear method we shall present here is inspired by the approach used in ENDGame, the operational dynamical core of the UK Met Office (Thuburn, 2016). We briefly summarize our approach.

Let $q^n$ denote the vector of state variables at time-step $n$ that we want to determine. An approximation to $q^n$ is computed by means of a Picard fixed-point iteration of the form:

$$J(\bar{q})\delta q^k = R(q^{n,k-1}),$$ (3.146)

where $R$ is the nonlinear residual, and the linear increment at the $k$-th Picard iteration $\delta q^k$ is defined via

$$q^{n,k} = q^{n,k-1} + \delta q^k,$$ (3.147)

with $q^{n,k}$ denoting the Picard iterates approximating $q^n$. The iterates are initialized by using some initial guess: $q^{n,0} = \bar{q}$. We call this component of the nonlinear method the Picard cycle.

In (3.146), $J(\bar{q})$ denotes the linearization of the nonlinear operator about some reference profile $\bar{q}$. It is more commonly referred to as the approximate Jacobian of the nonlinear PDE.\(^\S\) Since $J$ is not a true Jacobian, where $J$ is constructed from the linearization about the known state $q^{n-1}$, such an approach is typically called “quasi-Newton.” For real-world atmospheric simulations, a background profile is used to compute $J$ in order to save computational costs (Melvin et al., 2010; Wood et al., 2014; Melvin et al., 2019).

More formally, the stopping criteria of the Picard cycle is determined by some tolerance $0 < \varepsilon \ll 1$, where the cycle terminates whenever the relative change in the solution is small:

$$||q^{n,k} - q^{n,k-1}|| = ||\delta q^k|| \leq \varepsilon ||q^{n,0}||.$$ (3.148)

\(\S\) Not to be confused with the Jacobian of a coordinate transformation!
After termination, at say $N_k$ iterations, the state variable is moved forward in time: $q^n \leftarrow q^{N_k}$ and the next Picard cycle begins. In operational settings, $N_k$ is typically determined heuristically. For example, the Picard method for the UK Met Office’s full compressible model uses between 2–4 Picard iterations, which were experimentally determined to be “good enough” for generating accurate forecasts (Wood et al., 2014; Adams et al., 2019).

Since the Picard method approach is currently being used by the experimental (compatible finite element) dynamical core: LFRic (Adams et al., 2019), we choose to solve our nonlinear equations in a similar manner. In Chapter 5, another Picard method is presented for the full compressible Euler equations, which more closely mirrors the one used by (Melvin et al., 2019). First, we start by presenting a compatible finite element discretization of the nonlinear shallow water system.

### 3.3.1 Nonlinear shallow water equations

The nonlinear shallow water equations in a rotating frame were presented in (2.59)–(2.60). We use the form of the momentum equation given in (2.61):

\[
\frac{\partial u}{\partial t} + (\nabla \cdot u + f)u + \nabla \left( g(D + \eta_b) + \frac{1}{2}|u|^2 \right) = 0, \quad (3.149)
\]

\[
\frac{\partial D}{\partial t} + \nabla \cdot (uD) = 0. \quad (3.150)
\]

Here, we have included a bathymetry term $\eta_b$. Our approach extends the compatible finite element discretization of the linear shallow water equations in Section 3.1.1. It is also closely related to the discretization of the incompressible Euler equations described by Natale and Cotter (2017). Like with the linear model, we discretize (3.149)–(3.150) using an $H(\text{div}) \times L^2$ compatible finite element method. That is, $u$ and $D$ are approximated by $u_h \in U_h^1 \subset H(\text{div})$ and $D_h \in U_h^2 \subset L^2$ respectively. Here, we shall start by discretizing in space.

Since $D_h$ is sought in the discontinuous finite element space $U_h^2$, we use an upwinded discontinuous Galerkin method for the continuity equation (3.150), as detailed in Gibson et al. (2019a, §2.2). Multiplying (3.150) by a test function $\phi \in U_h^2$ and integrating by parts yields:

\[
\int_{T_h} \phi \frac{\partial D_h}{\partial t} \, dx - \int_{T_h} \nabla_h \phi \cdot (u_h D_h) \, dx + \int_{\mathcal{E}_h} [u_h \phi] \tilde{D}_h \, ds = 0, \quad (3.151)
\]

where $[\cdot]$ denotes the jump of $\phi u_h \cdot n^8$ on the skeleton $\mathcal{E}_h$ and $\nabla_h$ is the “broken” gradient in $L^2$:

\[
\nabla_h |_K \phi = \nabla |_K \phi, \quad (3.152)
\]

and $\tilde{D}_h$ indicates the value of $D_h$ take from the upwind direction, i.e., the side where $u_h \cdot n$ is negative.

In the momentum equation (3.149), the main difficulty is in representing the nonlinear term $(\nabla \cdot u_h)u_h$ in an $H(\text{div}) \times L^2$ mixed method. There is insufficient continuity in $u_h$ to meaningfully evaluate the (two-dimensional) curl $\nabla \cdot \cdot$ since tangential components of $u_h$ can have discontinuities. Thus, we take the inner product with a

---

8While indeed $[u_h] = 0$ since $u_h \in U_h^1$, this does not imply that $[u_h \phi] = 0$; $\phi$ in general can take different values on either side of two connected elements.
test function \( w \in U_1^2 \) and integrate by parts, choosing the upwind value of \( u_h \) on the cell boundaries:

\[
\int_{T_h} w \cdot (\nabla_h \cdot u_h) u_h^+ \, dx = -\int_{T_h} u_h \cdot \nabla_h^+ (u_h^+ \cdot w) \, dx + \int_{E_h} \{u_h^+ \cdot w\} \cdot \tilde{u}_h \, dS. \tag{3.153}
\]

In the surface term, \( \tilde{u}_h \) denotes the upwind value of \( u_h \) on each facet. The operator \( \nabla_h^\perp \) is a (rotated) broken gradient, defined similarly to (3.152). Additionally, we introduce a vector-valued “jump” operator in the tangential directions:

\[
\{\Psi\}_e = \Psi|_{K^+} \cdot t^+|_e + \Psi|_{K^-} \cdot t^-|_e,
\tag{3.154}
\]

where \( \Psi \) is some scalar function and \( t^\pm|_e := (n^\pm|_e)^\perp \) is the tangential unit vector on the facet \( e \subset \partial K^\pm \) (see Figure 3.6). Note that the surface term in (3.153) appears due to \( u_h \) having discontinuous tangential components.

Our semi-discrete finite element formulation reads as follows: find \( u_h \in U_1^1, D_h \in U_2^2 \) such that

\[
\int_{T_h} w \cdot \frac{\partial u_h}{\partial t} \, dx - \int_{T_h} u_h \cdot \nabla_h^+ (u_h^+ \cdot w) \, dx + \int_{E_h} \{u_h^+ \cdot w\} \cdot \tilde{u}_h \, dS
\]

\[
+ \int_{T_h} w \cdot (f u_h^+) \, dx - \int_{T_h} \nabla_h \cdot w \left( g(D_h + \eta_h) + \frac{1}{2} |u_h|^2 \right) \, dx = 0, \tag{3.155}
\]

\[
\int_{T_h} \phi \frac{\partial D_h}{\partial t} \, dx - \int_{T_h} \nabla_h \phi \cdot (u_h D_h) \, dx + \int_{E_h} [u_h \phi] \tilde{D}_h \, dS = 0, \tag{3.156}
\]

for all test functions \( w \in U_1^1, \phi \in U_2^2 \). This scheme has no particular conservation properties beyond local and global mass conservation.

For the interested reader, an energy-conserving formulation can be obtained by introducing a mass-flux: \( F_h \approx uD \), defined as the \( L^2 \)-projection of \( uD \) onto \( U_1^1 \). One then replaces \( u_h \) by \( F_h / D_h \) in (3.155), and uses the continuity equation \( \frac{\partial D_h}{\partial t} + \nabla \cdot F_h = 0 \). A scheme that conserves mass, energy, and potential enstrophy was given in McRae and Cotter (2014); this introduced extra variables representing mass-flux and potential vorticity. Other sophisticated energy-conserving discretizations can be found in Shipton, Gibson, and Cotter (2018) and Bauer and Cotter (2018).
Quasi-Newton/Picard iteration scheme

The nonlinear method described in this section is as presented by Gibson et al. (2019a) and Gibson et al. (2019b). This method mirrors the solution strategy employed by the UK Met Office’s new finite element dynamical core, as presented by Melvin et al. (2019) and Adams et al. (2019). We start by discretizing the nonlinear equations in time and employ a Picard method.

We discretize (3.155) and (3.156) using the implicit midpoint rule. This implies that the nonlinear residuals $R_u[w; u_h^n, D_h^n]$ and $R_D[\phi; u_h^n, D_h^n]$ should satisfy

\begin{align}
R_u[w; u_h^n, D_h^n] &= 0, \\
R_D[\phi; u_h^n, D_h^n] &= 0,
\end{align}

for all $w \in U_1^h$ and $\phi \in U_2^h$, where

\begin{align}
R_u[w; u_h^n, D_h^n] &= \int_{T_h} w \cdot \frac{u_h^n - u_h^{n-1}}{\Delta t} \, dx + \int_{E_h} w \cdot f \left( \frac{u_h^{n-1}}{2} \right) \, dx \\
&\quad - \int_{T_h} u_h^{n-1} \cdot \nabla_h \left( \frac{u_h^{n-1}}{2} \right) \cdot w \, dx \\
&\quad + \int_{E_h} \left\{ \left( \frac{u_h^{n-1}}{2} \right) \cdot w \right\} \cdot u_h^{n-1} \, dS \\
&\quad - \int_{T_h} \nabla_h \cdot w \left( g \left( D_h^{n-1} + \eta_b \right) + \frac{1}{2} \left| \frac{u_h^{n-1}}{2} \right|^2 \right) \, dx,
\end{align}

and

\begin{align}
R_D[\phi; u_h^n, D_h^n] &= \int_{T_h} \phi \frac{D_h^n - D_h^{n-1}}{\Delta t} \, dx \\
&\quad - \int_{T_h} \nabla_h \phi \cdot u_h^{n-1} D_h^{n-1} \, dx + \int_{E_h} \left\{ \frac{\phi u_h^{n-1}}{2} \right\} \cdot D_h^{n-1} \, dS,
\end{align}

with

\begin{align}
u_h^{n-1} &= \frac{1}{2}(u_h^n + u_h^{n-1}), \\
D_h^{n-1} &= \frac{1}{2}(D_h^n + D_h^{n-1}),
\end{align}

denoting the midpoint fields. This time discretization is unconditionally stable in the sense that solutions do not grow arbitrarily large in time. More specifically, the implicit midpoint scheme is an implicit Runge-Kutta (RK) method, which is well-known for ensuring that solutions are well-controlled in time (Hairer and Wanner, 1996, §4.3).

However, solving (3.157)–(3.158) requires the solution of a nonlinear coupled system of equations for $u_h^n$ and $D_h^n$. One could use Newton’s method directly, but this has a disadvantage: the Jacobian must be reassembled each nonlinear iteration. If a Krylov method is used to solve the linear system, the preconditioner must be rebuilt; if a direct method is used instead, the factorization must be recalculated during each iteration. Therefore, an approximate Jacobian is used in practice, which is obtained by linearizing around a fixed background profile. The resulting Jacobian is then state-independent and allows reuse of a sparse preconditioner.
To control the reduction of the nonlinear residual, we apply a fixed number of Picard iterations, say \( N_t \) iterations, towards the solution of the implicit midpoint system. As long as this approximate Jacobian is not too far from the true Jacobian, the nonlinear residuals \( R_u \) and \( R_D \) can still be made arbitrarily small. In practice, this works well since flows on a global scale do not deviate far from the background profile (average wind speeds, pressure, etc.) of the atmosphere. The Picard cycle for (3.157)–(3.158) is summarized as follows.

As we have mentioned at the start of this section, the Picard method generates a sequence of approximations \( u_h^{n,0}, u_h^{n,1}, u_h^{n,2}, \ldots, u_h^{n,N_t} \), and \( D_h^{n,0}, D_h^{n,1}, D_h^{n,2}, \ldots, D_h^{n,N_t} \) to \( u_h^n \) and \( D_h^n \) respectively. To start the Picard iteration, a simple approach would be to initialize the Picard iterates using values from the previous time-step: \( u_h^{n,0} = u_h^{n-1} \) and \( D_h^{n,0} = D_h^{n-1} \). Then, we define the linear increments at the \( k \)-th Picard iteration, \( \delta u_h^k \) and \( \delta D_h^k \), via

\[
\delta u_h^k = u_h^{n,k-1} + \delta u_h^k, \quad \delta D_h^k = D_h^{n,k-1} + \delta D_h^k. \tag{3.162}
\]

These increments are chosen to satisfy the approximate Jacobian system of the form:

\[
\int_{\mathcal{T}_h} \mathbf{w} \cdot \delta u_h^k \, dx + \frac{\Delta t}{2} \int_{\mathcal{T}_h} \mathbf{w} \cdot f \left( \delta u_h^k \right) \, dx = -\frac{g \Delta t}{2} \int_{\mathcal{T}_h} \delta D_h^k \nabla_h \cdot \mathbf{w} \, dx - \Delta t R_u [\mathbf{w}; u_h^{n,k-1}, D_h^{n,k-1}], \tag{3.163}
\]

\[
\frac{H \Delta t}{2} \int_{\mathcal{T}_h} \phi \nabla_h \cdot \delta u_h^k \, dx + \int_{\mathcal{T}_h} \phi \delta D_h^k \, dx = -\Delta t R_D [\phi; u_h^{n,k-1}, D_h^{n,k-1}], \tag{3.164}
\]

for all \( \mathbf{w} \in U_h^t \) and \( \phi \in U_h^t \), where the residual functionals \( R_u \) and \( R_D \) are the nonlinear residuals. The Jacobian system above is obtained by linearizing the shallow water equations about a state of rest with a mean layer depth \( H \) and no bathymetry, as discussed in Section 2.1.4.

The choice to take \( u_h^{n,0} = u_h^{n-1} \) and \( D_h^{n,0} = D_h^{n-1} \) is a fairly simple approach, but there is a caveat. While the actual time-integrator is unconditionally stable for large \( \Delta t \), this doesn’t necessarily mean the the Picard method will converge. The Picard cycle defined by successive inversion of the system in (3.163)–(3.164) will converge or diverge depending on whether \( \delta u_h^k \) and \( \delta D_h^k \) can be made sufficiently small. For large \( \Delta t \), the Picard method may converge very slowly (requiring several Picard iterations) or not at all.

To accelerate the convergence of the Picard method (hence extend the stable time-step of the nonlinear method), we make one further modification. We now replace \( R_u \) and \( R_D \) by equivalent functionals (i.e. functionals that also vanish when the implicit midpoint rule equations are satisfied). To do this, we set

\[
u_h^{-1} = \frac{1}{2} \left( u_h^{n,k-1} + u_h^{n-1} \right), \quad D_h^{-1} = \frac{1}{2} \left( D_h^{n,k-1} + D_h^{n-1} \right) \tag{3.165}
\]

at the \( k \)-th Picard iteration, with \( u_h^{n,0} = u_h^{n-1} \) and \( D_h^{n,0} = D_h^{n-1} \) as before. Now we introduce the candidate solutions: \( \hat{u}_h^k \), \( \hat{D}_h^k \), and the implicit midpoint quantities:

\[
u_h^{-1} = \frac{1}{2} \left( \hat{u}_h^k + u_h^{n-1} \right), \quad \hat{D}_h^{-1} = \frac{1}{2} \left( \hat{D}_h^k + D_h^{n-1} \right). \tag{3.166}
\]
Now we solve the implicit equations (3.159)–(3.160) using $\tilde{u}_h^{k-1}$ as the advecting velocity. That is, we solve for the candidates $\hat{u}_h^k \in U_h^1$ and $\hat{D}_h^k \in U_h^2$ satisfying the linear equations:

$$\int_{T_h} \nabla \cdot \hat{u}_h^k - u_h^{n-1} \, dx + \int_{T_h} \nabla \cdot f \left( \frac{u_h^{k-1}}{2} \right) \, dx$$

$$- \int_{T_h} \hat{u}_h^{k-1} \cdot \nabla \left( \frac{u_h^{k-1}}{2} \right) \cdot w \, dx$$

$$+ \int_{\partial T_h} \left( \frac{u_h^{k-1}}{2} \right) \cdot \hat{u}_h^{k-1} \, dS$$

$$+ \int_{T_h} \nabla \cdot w \left( \frac{D_h^{k-1}}{2} + \eta_h \right) + \frac{1}{2} |u_h^{k-1}|^2 \, dx = 0, \; \forall w \in U_h^1, \quad (3.167)$$

and

$$\int_{T_h} \phi \frac{\hat{D}_h^k - D_h^{n-1}}{\Delta t} \, dx - \int_{T_h} \nabla \phi \cdot \frac{u_h^{k-1}}{2} \hat{D}_h^{k-1} \, dx$$

$$+ \int_{\partial T_h} \phi |u_h^{k-1}| \hat{D}_h^{k-1} \, dS = 0, \; \forall \phi \in U_h^2. \quad (3.168)$$

The equations (3.167) and (3.168) are linear in the arguments $\hat{u}_h^k$, $\hat{D}_h^k$. Furthermore, they can be solved separately since there is no coupling between them.

This procedure can be thought of as iteratively solving for the average velocity and depth that satisfies the implicit midpoint rule discretization. Once (3.167) and (3.168) are solved, the candidate fields $\hat{u}_h^k$, $\hat{D}_h^k$ are then used to define the new residuals for the Picard system:

$$\hat{R}_u [w; u_h^{n,k-1}, D_h^{n,k-1}] = \int_{T_h} w \cdot (u_h^{n,k-1} - \tilde{u}_h^k) \, dx, \quad (3.169)$$

$$\hat{R}_h [\phi; u_h^{n,k-1}, D_h^{n,k-1}] = \int_{T_h} \phi \left( D_h^{n,k-1} - \tilde{D}_h^k \right) \, dx, \quad (3.170)$$

which replace $R_u$ and $R_h$ in (3.163) and (3.164). Algorithm 1 summarizes the entire nonlinear method for solving (3.157)–(3.158).

Remark 8. At the time of this work, no formal analysis has been done for the Picard methods employed throughout this dissertation (including the ones used by Wood et al. (2014), Melvin et al. (2019), and Adams et al. (2019)). However, such methods used in operational settings work quite well and give sufficiently accurate forecasts. It would be interesting future work to analyze these methods in more detail and give concrete convergence results.

### 3.3.2 Numerical experiments on the sphere

Having established our nonlinear method, we see that we must invert the linear system (3.163)–(3.164) a total of $N_k$-times per time-step. The linear system has the exact form of the linear equations presented for the hybridizable method in Sections 3.1 and 3.2. As a proof-of-concept, we will employ Algorithm 1 using a hybridizable formulation of (3.163)–(3.164), exactly as detailed in Section 3.1.2. For all experiments, we use a fixed number of $N_k = 4$ Picard iterations. This was chosen heuristically, as more Picard iterations did not appear to drastically change the solutions. A similar
Algorithm 1 Pseudocode for solving the nonlinear shallow water equations using the implicit midpoint rule and Picard method.

1: $t_n = 0$
2: $u^n_0 \leftarrow u(x, t = 0)$  \hspace{1em} \triangleright Initial condition for the velocity field
3: $D^n_0 \leftarrow D(x, t = 0)$  \hspace{1em} \triangleright Initial condition for the depth field
4: while $t < t_{\text{max}}$ do
5: \hspace{1em} $u^n_k \leftarrow u^n_0$  \hspace{1em} \triangleright Initialize the Picard method
6: \hspace{1em} $D^n_k \leftarrow D^n_0$
7: \hspace{2em} for $k \in \{1, \cdots, N_k\}$ do
8: \hspace{3em} Solve (3.168) and (3.167) for the candidates $\hat{D}^k$ and $\hat{u}^k$.
9: \hspace{3em} Evaluate new residuals $\hat{R}^u_k$ and $\hat{R}^D_k$:
10: \hspace{3em} $\hat{R}^u_k = \int_{T_h} w \cdot (u^n_k - \hat{u}^k) \, dx$
11: \hspace{3em} $\hat{R}^D_k = \int_{T_h} \phi (D^n_k - \hat{D}^k) \, dx$
12: \hspace{3em} Solve the linear system for $\delta u^k$ and $\delta D^k$:
13: \hspace{3em} $\begin{bmatrix} \frac{\Delta t}{2} B_1 & -\frac{\Delta t}{2} B_2 \\
\hat{H} \hat{M}_1 & \hat{H} \hat{M}_2 \end{bmatrix} \begin{bmatrix} \delta u^k \\ \delta D^k \end{bmatrix} = -\Delta t \begin{bmatrix} \hat{R}^u_k \\ \hat{R}^D_k \end{bmatrix}$
14: \hspace{2em} $u^n_{k+1} \leftarrow u^n_k + \delta u^k$  \hspace{1em} \triangleright Linear update for velocity
15: \hspace{2em} $D^n_{k+1} \leftarrow D^n_k + \delta D^k$  \hspace{1em} \triangleright Linear update for depth
16: \hspace{2em} end for
17: $t_n \leftarrow t_n + \Delta t$
18: $u^n_{n+1} \leftarrow u^n_{n+1}$  \hspace{1em} \triangleright Update velocity for next time step
19: $D^n_{n+1} \leftarrow D^n_{n+1}$  \hspace{1em} \triangleright Update depth for next time step
20: end while

phenomena was observed by Wimmer, Cotter, and Bauer (2019), where they compared $N_k = 4$ versus $N_k = 8$. No further analysis was performed on how increasing $N_k$ impacts the overall convergence of the nonlinear method.

Note that mixed finite element methods for the nonlinear equations has already been studied in great detail (Cotter and Shipton, 2012; McRae and Cotter, 2014; Shipton, Gibson, and Cotter, 2018). Unlike the previous cases, we employ hybridization as a new solution technique within our nonlinear method. We demonstrate, using standard test cases on the sphere, that using a hybridizable method produces the expected numerical results when compared with existing studies of the same experiments.

We consider two well-known test cases in this section, taken directly from the shallow water test-suite by Williamson et al. (1992). All test cases are implemented using the Firedrake finite element library (Rathgeber et al., 2017). Local static condensation and recovery for the hybridization method uses the framework developed in Chapter 4 of this dissertation. We shall go into more detail on the computational aspects, performance, and iterative solver strategies related to hybridization later on. For the purpose of these examples, we simply use direct methods (LU via the MUMPS package (Amestoy, Duff, and L’Excellent, 2000)) for all linear solves.
The computational domain

For both examples considered here, the governing equations (3.149)–(3.150) will be defined on the two-dimensional surface of a sphere. The sphere has uniform radius \( R = 6.3712 \times 10^6 \) m, with a surface \( \mathcal{M} \) embedded in \( \mathbb{R}^3 \). We previously discussed problems of this type in Section 2.3.2, where we outlined the necessary machinery to evaluate finite element integrals on immersed manifolds. All computations on the sphere performed in Firedrake use the framework developed by Rognes et al. (2013). When convenient, we will use the Firedrake-convention of formulating problems in Cartesian \((x, y, z)\) coordinates with the origin \((0, 0, 0)\) at the center of the sphere.

For our computational domain, we use a mesh \( \mathcal{T}_h = \{ K \} \) consisting of refined icosahedra (triangles) using a piece-wise cubic polynomial approximation of the surface (see Figure 3.7 for a piece-wise linear example), which places us in the framework of Holst and Stern (2012) for mixed methods on immersed manifolds. In other words, we are using isoparametric cells \( K \) to approximate the curvature of the sphere. There are two direct implications of this, as discussed in Section 2.3.2.

1. Our computational domain \( \bigcup_i K_i \) is an approximation of \( \mathcal{M} \), i.e., \( \bigcup_i K_i \approx \mathcal{M} \) and \( \bigcup_i K_i \not\subseteq \mathcal{M} \).

2. The coordinate mapping to the reference cell \( \hat{K} \) is, in general, no longer affine. As a consequence of 2, the cell Jacobian of the coordinate mapping \( F_K : \mathbb{R}^2 \to \mathbb{R}^3 \), \( J_K = \frac{\partial K}{\partial \hat{K}} \), is non-square and its determinant is polynomial in the reference coordinate \( \hat{x} \in \mathbb{R}^2 \). This may lead to non-polynomial expressions in the integrands after mapping to \( \hat{K} \) (see (2.189) for a concrete example).

Fortunately, by virtue of Lemma 1, all terms which are critical for the conservation properties we desire (Coriolis, divergence and pressure gradient terms) can still be integrated exactly with relative ease (including the surface terms arising from hybridization). This is due to the cancellation of cell Jacobian determinants in the integrals when mapping to the reference cell \( \hat{K} \) (Cotter and Thuburn, 2014). For the numerical experiments presented in this section, all critical terms in (3.163)–(3.164) are integrated using exact quadrature.

---

9 See Remark 4 in Section 2.3.2 and its mathematical implications in Section 2.4.6.

10 When using flat triangular elements, the cell Jacobian is still constant.
Solid body rotation

The first example we consider is known as a "solid body" rotation test (Williamson et al., 1992, Test case 2). This test case consists of a steady state solution to the nonlinear equations on the sphere. The zonal (eastward) flow is initialize in a state of geostrophic balance. That is, the flow in its initial state satisfies the balance relation:

\[ fu^\perp = -g \nabla D, \quad (3.171) \]

where \( g = 9.81 \text{ms}^{-2} \) is the acceleration due to gravity, \( u \) is the flow velocity, and \( D \) is the fluid depth, and \( f \) is the Coriolis parameter given as a function of the vertical coordinate \( z \):

\[ f = 2\Omega_r \frac{z}{R}, \quad (3.172) \]

where \( \Omega_r = 7.292 \times 10^{-5} \text{s}^{-1} \) is the angular rotation rate of the Earth, and \( R \) is the planetary radius. Note the the definition of \( f \) in (3.172) is nothing more than the \( f \)-plane approximation in Cartesian coordinates; while \( f \) varies with \( z \) on the surface, it is constant in the zonal directions and achieves its maximal amplitude at the north/south poles. Along the equator \((z = 0)\), \( f \) vanishes. There are no topographically-driven \((\eta_b = 0)\) or other external forces acting on the fluid. Therefore, as the flow evolves in time, it should remain in geostrophic balance.

For the spatial discretization, we use the following finite element complex in two-dimensions:

\[ P_3 \rightarrow BDM_2 \rightarrow dP_1. \quad (3.173) \]

That is, our computed velocity will be constructed in \( BDM_2 \) and the depth in \( dP_1 \). This implies that the hybridizable method for the linear updates in (3.163)-(3.164) will be an H-BDM method. We use the "broken" version of \( BDM_2 \) to construct the velocity updates. Since, for any \( \psi \in BDM_2 \)

\[ \psi \cdot n|_e \in P_2(e), \quad \forall e \in E_h, \quad (3.174) \]

a trace space \( U_{tr}^h \) consisting of quadratic polynomial functions on each facet is used for the Lagrange multipliers.

The initial conditions for the solid body rotation test are the fields satisfying (3.171), defined as the functions:

\[ u(x, 0) = \frac{u_0}{R} \left\{ -y \quad x \quad 0 \right\}^T, \quad D(x, 0) = H_0 - \left( R\Omega_r u_0 + \frac{1}{2} u_0^2 \right) \frac{z^2}{gR^2}, \quad (3.175) \]

where \( u_0 = \frac{2\pi R}{12 \text{days}} \approx 38.6 \text{ms}^{-1} \), and \( H_0 = 2.94 \times 10^4 \text{m}^2 \text{s}^{-2}/g \approx 2998 \text{m} \). Since the flow is steady, we are able to compare our computed solutions with the analytic result given in (3.175).

The icosahedral grids used in our convergence tests consist of regular refinements of a coarse icosahedral mesh, depicted previously in Figure 3.7. Grid details, including degree of freedom count and time-step information is presented in Table 3.2. The time-step was chosen such that the Courant number \( u_0 \Delta t / \Delta x \) is approximately 0.2 across all mesh resolutions. The Picard system (3.163)-(3.164) was obtained by linearizing around a state of rest, with a domain-averaged depth given by

\[ H = \int_{T_h} D(x, 0) \, dx / \text{Vol}(T_h), \quad \text{where Vol}(T_h) \text{ is the mesh volume.} \]
3.3. Nonlinear method and numerical examples

The discretization parameters shown in Table 3.2 are the same ones used in the solid body test by Shipton, Gibson, and Cotter (2018). As was done by Williamson et al. (1992), we compute normalized $L^2$ errors for the prognostic variables at day 5:

$$L^2_{err}(\Psi) = \frac{\sqrt{\int_{T_h} |\Psi_h - \Psi_a|^2 \, dx}}{\sqrt{\int_{T_h} |\Psi_a|^2 \, dx}},$$

(3.176)

where $\Psi_a$ is the analytic result, and $\Psi_h$ is the computed solution at day 5. Since the implicit midpoint method is a second-order time-integrator, we expect the solutions to converge in time proportional to $\Delta x^2$. The estimated rates of convergence are computed in the traditional way using the standard $L^2$-norm:

$$\text{Rate}(\Psi) = \frac{\log \left( \frac{\|\Psi_{h_1} - \Psi_a\|_2}{\|\Psi_{h_2} - \Psi_a\|_2} \right)}{\log \left( \frac{\Delta x_{h_1}}{\Delta x_{h_2}} \right)},$$

(3.177)

where $h_1$ and $h_2$ are two different (fine) mesh spacings. The computed errors and convergence rates are displayed in Table 3.3 and visualized in Figure 3.8.

We remark here that this test case was also discussed in Shipton, Gibson, and Cotter (2018), but with a different discretization approach for the nonlinear equations. In that study, a Taylor-Galerkin (Donea, 1984) method is used to discretize the momentum equation expressed as a transport equation for the potential vorticity (see (2.67)). A similar upwind discontinuous Galerkin method is used for the mass transport equation (3.151). The main advantage of using the Taylor-Galerkin approach is that conservation of potential vorticity is achieved for both steady and unsteady flow regimes. While the discretization is different from the one presented in this section, the overall nonlinear method follows the same approach as discussed in Section 3.3.1. In particular, the Jacobian for the linear updates is the same one used in Algorithm 1. The same hybridizable mixed method is applied and produces similar results as here.

### Table 3.2: Grid properties for the four grids used in the solid body convergence test, including the number of degrees of freedom for the fluid velocity $u_h$ and depth $D_h$, along with the time-step used.

<table>
<thead>
<tr>
<th>Grid properties</th>
<th>Degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>cells</td>
<td>$\Delta x_{\text{max}}$ (km)</td>
</tr>
<tr>
<td>1280</td>
<td>1054</td>
</tr>
<tr>
<td>5120</td>
<td>527</td>
</tr>
<tr>
<td>20480</td>
<td>263</td>
</tr>
<tr>
<td>81920</td>
<td>132</td>
</tr>
</tbody>
</table>

### Table 3.3: Normalized $L^2$ depth and velocity errors, and the estimated rates of convergence are shown at day 5 for the solid body rotation test.

<table>
<thead>
<tr>
<th>cells</th>
<th>$L^2_{err}(u)$</th>
<th>$L^2_{err}(D)$</th>
<th>Rate ($u$)</th>
<th>Rate ($D$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1280</td>
<td>$3.027 \times 10^{-3}$</td>
<td>$2.610 \times 10^{-4}$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>5120</td>
<td>$2.914 \times 10^{-4}$</td>
<td>$6.188 \times 10^{-5}$</td>
<td>3.376</td>
<td>2.077</td>
</tr>
<tr>
<td>20480</td>
<td>$6.398 \times 10^{-5}$</td>
<td>$1.623 \times 10^{-5}$</td>
<td>2.187</td>
<td>1.930</td>
</tr>
<tr>
<td>81920</td>
<td>$1.716 \times 10^{-5}$</td>
<td>$4.050 \times 10^{-6}$</td>
<td>1.898</td>
<td>2.003</td>
</tr>
</tbody>
</table>
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Isolated mountain test case

The last example for the shallow water equations we present is based on test case 5 of Williamson et al. (1992). The flow is initialized as in the solid body rotation test (3.175), but with \( H_0 = 5960 \text{m} \) and \( u_0 = 20 \text{ms}^{-1} \). However, unlike the solid body test, the flow is now impinging against an isolated conical mountain located in the northern hemisphere. This will cause the flow to become unsteady and develop fine-scale turbulent features as the simulation progresses. There is no analytic solution for this test case, but it is well-documented within the geophysical community. For example, see the more recent studies conducted on this test case by Thuburn, Cotter, and Dubos (2014), Cotter and McRae (2014), and Kang, Giraldo, and Bui-Thanh (2019).

The isolated mountain is added as a topographic feature to the equations via the bathymetry term \( \eta_b \). Notwithstanding a momentary break in convention, it is more convenient to express the mountain profile in geographic coordinates, with \((\phi, \lambda)\) denoting latitude and longitude respectively. They are related to the Cartesian coordinates by the relations:

\[
\phi = \arcsin \left( \frac{z}{\sqrt{x^2 + y^2 + z^2}} \right),
\]

\[
\lambda = \arctan \left( \frac{y}{x} \right),
\]

where \( \arctan \) must be suitably defined, taking into account the correct quadrant \((x, y)\) are located in.\(^{11}\) For the degenerate case when \( x = 0, \lambda = -\frac{\pi}{2} \) if \( y < 0 \), \( \lambda = \frac{\pi}{2} \) if \( y > 0 \), and is undefined otherwise. The mountain profile is then defined as the function:

\[
\eta_b = D_{\text{peak}} \left( 1 - \frac{R}{R_0} \right),
\]

\(^{11}\)See the standard Fortran convention: https://gcc.gnu.org/onlinedocs/gfortran/ATAN2.html
3.3. Nonlinear method and numerical examples

FIGURE 3.9: The topography field in meters, with a peak centered at latitude $\phi_c = \frac{\pi}{6}$ and longitude $\lambda_c = -\frac{\pi}{2}$.

with a peak height $D_{\text{peak}} = 2000\text{m}$, $R_0 = \frac{\pi}{9}$, and $R^2 = \min\{R_0^2, (\phi - \phi_c)^2 + (\lambda - \lambda_c)^2\}$ with its center in the upper hemisphere at latitude $\phi_c = \frac{\pi}{6}$ and longitude $\lambda_c = -\frac{\pi}{2}$. See Figure 3.9 for a visualization of the topography field.

As before, we discretize using the mixed finite element pair $\text{BDM}_2 \times \text{dP}_1$ for the velocity/depth, and employ an $H-\text{BDM}$ discretization of the linear system for the Picard updates. However, this time we run the test at a fixed-resolution of $\Delta x \approx 210$ km (20,480 triangular cells) and a prescribed time-step size of $\Delta t = 450$ seconds. The model was run for a total of 50 simulation days in order to allow the flow to develop strong nonlinearities.

As the flow interacts with the mountain, waves are produced which travel around the globe. Figure 3.10 displays the depth field for days 0, 5, 10, and 15. During this portion of the simulation, the flow is only weakly nonlinear; the deformation of the depth field is apparent, but it remains smooth. The results for days 5, 10, and 15 are comparable to the corresponding results of Nair, Thomas, and Loft (2005), Ullrich, Jablonowski, and Leer (2010), and Kang, Giraldo, and Bui-Thanh (2019).

While a convergence study using the approach outlined in Algorithm 1 was not conducted here, a convergence study for this test case was presented by Shipton, Gibson, and Cotter (2018, Figure 4). Errors in the depth field (at day 15) were compute using a high-resolution finite volume code provided by Prof. John Thuburn at the University of Exeter. In that study, we demonstrated second-order convergence using the same time-integrator described in (3.3.1) for the energy-conserving method detailed in Shipton, Gibson, and Cotter (2018, §2.3). The hybridization method presented in Section 3.1.2 was also used in that convergence study.

As was performed by Thuburn, Cotter, and Dubos (2014), we continue the simulation up to day 50 and measure the potential vorticity $q$. Recall from Section 2.1.4 the definition:

$$q = \frac{\nabla^\perp \cdot u + f}{D}. \quad (3.181)$$

As we can see, $q$ is proportional to the curl of the velocity field. The absolute vorticity $\nabla^\perp \cdot u + f$ denotes the tendency for the flow to locally circulate due to rotational effects, and hence $q$ is just the absolute vorticity normalized by the fluid depth.

In our setup, $q$ is diagnostic; that is, we can determine $q$ using computed solutions for $u$ and $D$. To accomplish this within the compatible finite element framework, recall the de-Rham complex in (3.173). Since $q$ contains the curl of $u$, we require (in two-dimensions) the $H^1$ finite element subspace: $P_3$. To arrive at a diagnostic
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Figure 3.10: Snapshots (view from the northern pole) from the isolated mountain test case. The depth field (m) at days 5, 10, and 15. The snapshots were generated on a mesh with 20,480 simplicial cells, a BDM$_2 \times$ dP$_1$ discretization, and $\Delta t = 450$ seconds.

After discretizing (3.181), we obtain the following finite element problem: find $q^n_h \in P_3$ such that

$$\int_{T_h} q^n_h D^n_h \psi \, dx = - \int_{T_h} \nabla^\perp_h \psi \cdot u^n_h \, dx + \int_{T_h} \psi f \, dx, \quad \forall \psi \in P_3,$$

(3.182)

where $u^n_h$ and $D^n_h$ are known fields computed during each nonlinear iteration. No surface terms appear due to the continuity of $\psi$ and the fact that we are discretizing on the surface of the sphere (hence no boundary). Since $\psi \in P_3$, evaluating the skew-gradient $\nabla^\perp \psi$ in an integral-sense is well-defined.

After solving for $u^n_h$ and $D^n_h$ during each time-step, we diagnose $q^n_h$ by solving the finite element problem (3.182). This is accomplished by a direct factorization (LU) on the resulting matrix system for $q^n_h$. The resulting potential vorticity field at day 20, 30, 40 and 50 are shown in Figure 3.11.

After day 30, the flow becomes more nonlinear due to interactions with the mountain. By day 50, fine scale structures have been generated and are very discernable. The potential vorticity field develops sharp gradients and filaments that stretch out and roll in on themselves. Qualitatively, our potential vorticity results match closely to the experiments performed by Rognes et al. (2013), Cotter and McRae (2014), and Shipton, Gibson, and Cotter (2018). This same test case will be revisited again in Chapter 4, where we demonstrate the computational advantage of using a hybridizable method over a standard compatible finite element discretization for the Picard solver.
Figure 3.11: Snapshots of the potential vorticity (with velocity fields outlined). The magnitudes of the vorticity range between $-3 \times 10^{-8}$ (blue) and $3 \times 10^{-8}$ (red).
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3.4 Other hybridizable discretizations

In preparation for later chapters, we turn our focus to applications which are particularly relevant for fully three-dimensional models. While most of the discussion in this section also applies to two-dimensional applications (such as vertical-slice models), we emphasize problems defined on so-called atmospheric-shaped meshes. Such a mesh \( \mathcal{T}_h \) consists of polygonal cells \( K \), where each \( K = K_{\text{horiz.}} \times K_{\text{vert.}} \) is the product of some horizontal cell \( K_{\text{horiz.}} \) with a vertical cell \( K_{\text{vert.}} \). By constructing mesh cells in this way, we can obtain a global mesh suitable for vertical staggering. See Section 2.4.3 for a detailed discussion on how these product cells are defined in general.

For the rest of this section and a majority of Chapter 5, the domain will be a spherical annulus with uniform radius \( R \) and height \( H \). The domain can therefore be expressed as the product: \( S(R) \times [0, H] \), where \( S(R) \) denotes the surface of a sphere with radius \( R \). Constructing a mesh \( \mathcal{T}_h \) will then consist of an unstructured horizontal “base” mesh for \( S(R) \), which is vertically extruded using a structured one-dimensional mesh of \([0, H]\). See Figure 3.12 for an example of such a mesh. Note that it is possible within our framework to have varying resolution in the vertical. However, we shall restrict our discussion to the uniform resolution case.

To construct the compatible finite element spaces, we use the tensor product constructions presented in Section 2.4.4. That is, we build discretizations from the de-Rham complex in three-dimensions:

\[
W_h^0 \xrightarrow{\nabla} W_h^1 \xrightarrow{\nabla \times} W_h^2 \xrightarrow{\nabla \cdot} W_h^3. \tag{3.183}
\]

Each finite element space is obtained by taking the tensor product of finite elements in the one- and two-dimensional complexes:

\[
\begin{align*}
V_h^0 & \xrightarrow{d} V_h^1, \\
U_h^0 & \xrightarrow{\nabla \cdot} U_h^1 \xrightarrow{\nabla} U_h^2. \tag{3.184}
\end{align*}
\]
where the spaces $V_i^h$ consist of finite elements defined on intervals, and $U_i^h$ are defined on two-dimensional polygons making up the horizontal mesh. The resulting tensor product spaces are defined on prismatic cells and have the form:

$$W_0^h = U_0^h \otimes V_0^h,$$

$$W_1^h = \text{HCurl} (U_1^h \otimes V_0^h) \oplus \text{HCurl} (U_0^h \otimes V_1^h),$$

$$W_2^h = \text{HDiv} (U_1^h \otimes V_1^h) \oplus \text{HDiv} (U_2^h \otimes V_0^h),$$

$$W_3^h = U_2^h \otimes V_1^h.$$

We refer the reader to Section 2.4.4 for a complete discussion on the construction of each $W_i^h$. For the rest of this section, we describe two new hybridization methods which follow from similar arguments made in the development of the hybridizable method for the shallow water equations.

### 3.4.1 Hydrostatic pressure equation

A very standard thing to do in geophysical simulations is to solve for a hydrostatic pressure with a vertical component of the pressure gradient that balances the gravitational force, given a pressure boundary condition at the top of the domain and a slip boundary condition for the velocity at the bottom of the domain ($u \cdot n = 0$ on the bottom portion of the domain). The basic pressure structure of the atmosphere is determined by the hydrostatic balance relation:

$$c_p \theta \nabla \Pi = -g \hat{k},$$

where $c_p$ is the specific heat at constant pressure, $\theta$ is the potential temperature, $\Pi$ is the Exner pressure, and $\hat{k}$ is the upward-pointing normal vector. For this reason, it is standard practice to initialize atmospheric simulations using a balanced pressure field. See, for example, Jablonowski and Williamson (2006) and Ullrich et al. (2013).

In a staggered finite difference formulation, this is quite simple, as the pressure values can be solved in each column from the top down to the bottom by computing discrete differences (see Figure 2.20 for the finite difference vertical staggering schemes). In a compatible finite element formulation, this is more complicated, because it requires the solution of a system with different test and trial spaces (hence the resulting discrete system is non-square). In this section, we will describe how this can be dealt with; it will result in a set of decoupled column-wise systems that can also be reduced using a hybridization procedure.

### A vertical discretization using compatible finite elements

In the compressible Euler model, the velocity equation takes the form

$$\frac{\partial u}{\partial t} + (u \cdot \nabla) u + 2 \Omega \times u = -c_p \theta \nabla \Pi - g \hat{k},$$

(3.190)
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where \( \Omega \) is Coriolis vector (see (2.12)). When in hydrostatic balance, all terms involving \( u \) vanish and we are left with (3.189).\(^{12}\) Now let \( \Omega \) be the computational domain with boundary \( \partial \Omega = \partial \Omega_h \cup \partial \Omega_b \), mesh \( T_h \), and skeleton \( E_h \). We define \( \bar{W}_h^2 \) to be the subspace of \( \bar{W}_h^2 \) with vanishing normal components on \( \partial \Omega_b \), the bottom of the domain. We now discretize in space by multiplying (3.189) by \( w \in \bar{W}_h^2 \) and integrating by parts:

\[
0 = \int_{T_h} c_p \nabla \cdot (\theta w) \Pi_h \, dx - \int_{E_h} c_p \|\theta w\| \Pi_h \, dS \\
- \int_{\partial \Omega_h} c_p \theta w \cdot n \Pi_0 \, dS - \int_{T_h} g w \cdot \hat{k} \, dx, \quad \forall w \in \bar{W}_h^2,
\]

(3.191)

where \( \Pi_0 \) is the required value of \( \Pi_h \) on the upper boundary \( \partial \Omega_h \), \( \Pi_h \in \bar{W}_h^3 \) is the pressure variable to be determined, and \( \theta \) is a known potential temperature field constructed in the space \( \bar{W}_h^\theta = U_h^\theta \odot V_h^0 \) (see Section 2.4.5). We also introduce the averaging operator for scalar functions as the single-valued function on the interior skeleton \( \bar{E}_h^2 = \bar{E}_h \setminus \partial \Omega \):

\[
\{\{ \psi \} \} = \frac{1}{2} (\psi|_{K^+} + \psi|_{K^-}),
\]

(3.192)

where \( \psi|_{K^\pm} \) denotes the restriction of \( \psi \) to the \( K^\pm \)-side of a facet \( e \in \bar{E}_h^2 \). The operator \( [\cdot] \) is the usual jump operator for the normal components of vector fields as defined in previous discussions.

The facet term \( [[\theta w]] \Pi_h \) on \( \bar{E}_h^2 \) does not vanish because we take \( \theta \in \bar{W}_h^\theta \) and \( \Pi_h \in \bar{W}_h^3 \); \( \theta \) is therefore not continuous in the horizontal direction and \( \Pi_h \) is completely discontinuous across elements. However, the jump term \( [[\theta w]] \) vanishes on horizontal interfaces (top/bottom facets of the cells) within a column. This is due to the fact that \( \theta \) is constructed in a vertically-continuous finite element space.

We can use the continuity of \( \theta \) to our advantage. Observe that the velocity space in (3.187) admits the following decomposition: \( \bar{W}_h^2 = \bar{W}_h^{2,\text{horiz}} \oplus \bar{W}_h^{2,\text{vert}} \). Since the balance relation (3.189) is purely vertical, we may consider only test functions in \( \bar{W}_h^{2,\text{vert}} \).

Now let \( C \subset T_h \) denote a vertical column of cells. We write \( \bar{W}_h^{2,\text{vert}}(C), \bar{W}_h^\theta(C) \) and \( \bar{W}_h^3(C) \) to denote the restrictions of the finite element spaces to the column \( C \). Now we multiply (3.189) by \( w \in \bar{W}_h^{2,\text{vert}}(C) \). After integrating by parts within a column, we obtain the following finite element problem: find \( \Pi_h \in \bar{W}_h^3(C) \) such that

\[
\int_C c_p \nabla \cdot (\theta w) \Pi_h \, dx = - \int_{\partial \Omega} c_p \theta w \cdot n \Pi_0 \, dS \\
- \int_C g w \cdot \hat{k} \, dx, \quad \forall w \in \bar{W}_h^{2,\text{vert}}(C),
\]

(3.193)

where \( \bar{W}_h^{2,\text{vert}}(C) \subset \bar{W}_h^{2,\text{vert}} \) is the subspace with vanishing normal components on \( \partial C_b \). There is no coupling between adjacent columns since all arguments are discontinuous in the horizontal direction. Coupling only occurs in the vertical due to the continuity of \( w \cdot n \) and \( \theta \) through the top/bottom facets in \( C \). An illustration is provided in Figure 3.13.

---

\(^{12}\) We are not considering the effects of the centrifugal force, \( \Omega \times (\Omega \times \hat{k}) \), since it is measurably small compared to all other terms. For this reason, it is typically neglected in atmospheric models.
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Currently, (3.193) is a system with different test and trial functions. As noted by Natale, Shipton, and Cotter (2016), observe that if \( \nabla_h \cdot (\theta v_h) = 0 \), for some \( v_h \in W^{2,\text{vert.}}_h(C) \), then we have \( v_h = 0 \) since the potential temperature \( \theta \) is strictly positive and \( v_h \cdot n = 0 \) on \( \partial C_b \). This means we can add a term involving \( v_h \) without changing the solution for \( \Pi_h \).

We can therefore convert (3.193) into an equivalent mixed system for \( (v_h, \Pi_h) \in W^{2,\text{vert.}}_h(C) \times W^3_h(C) \) satisfying

\[
\int_C (w \cdot v_h - c_p \nabla_h \cdot (\theta w) \Pi_h) \, dx = -\int_{\partial C_t} \theta w \cdot n \Pi_0 \, dS - \int_C g w \cdot \hat{k} \, dx, \tag{3.194}
\]

\[
\int_C c_p \phi \nabla_h \cdot (\theta v_h) \, dx = 0, \tag{3.195}
\]

for all \( w \in W^{2,\text{vert.}}_h(C) \) and \( \phi \in W^3_h \). This defines a mixed finite element problem in each vertical column; it is similar to the mixed formulation of the Poisson equation with the modified divergence operator \( \nabla_h \cdot (\theta v_h) \). Natale, Shipton, and Cotter (2016) gave a uniqueness proof for \( (v_h, \Pi_h) \), demonstrating that (3.194)–(3.195) is well-posed and that \( \Pi_h \) solves (3.193). The advantage of using (3.194)–(3.195) over (3.191) is that we now have a well-posed square system, which is column-wise independent. It does, however, require the solution of a saddle-point system in each column. We shall remedy this by introducing a new hybridizable method for the mixed problem.
A vertically-oriented hybridizable method

We proceed in a similar fashion to the development of a hybridizable method for the shallow water equation. First, let us summarize the global problem for \(3.194\)–\(3.195\). We wish to develop a hybridizable method for the following mixed finite element problem: find \((v_h, \Pi_h) \in W_h^{2,\text{vert.}} \times W_h^3\) such that

\[
\int_{T_h} w \cdot v_h \, dx - \int_{T_h} c_p \nabla h \cdot (\theta w) \Pi_h \, dx = -\int_{\partial\Omega_h} \theta w \cdot n \Pi_0 \, dS - \int_{T_h} \gamma w \cdot k \, dx, \tag{3.196}
\]

for all \(w \in W_h^{2,\text{vert.}}\) and \(\phi \in W_3\). The global finite element spaces are defined as

\[
W_h^{2,\text{vert.}} = \{ w \in H(\text{div}; \Omega) : w|_K \in W^2_h(K), \forall K \in T_h, \, w \cdot n = 0 \text{ on } \partial\Omega_h \}, \tag{3.198}
\]

\[
W_h^3 = \{ \phi \in L^2(\Omega) : \phi|_K \in W_3(K), \forall K \in T_h \}, \tag{3.199}
\]

where the local spaces of shape functions have the form

\[
W^2_h(K) = [U_2(K_{\text{horiz.}}) \hat{k}] \otimes V_0(K_{\text{vert.}}), \quad W_3(K) = U_2(K_{\text{horiz.}}) \otimes V_3(K_{\text{vert.}}). \tag{3.200}
\]

Here, we are using the definition of \(\otimes\) for finite elements, as detailed in Section 2.4.3. The spaces \(W^2_h(K)\) and \(W_3(K)\) are defined on product cells of the form \(K = K_{\text{horiz.}} \times K_{\text{vert.}}\). The cells \(K_{\text{horiz.}}\) and \(K_{\text{vert.}}\) denote the domains of the local polynomial spaces \(U_i\) and \(V_j\) of \(U_i\) and \(V_j\) respectively.

Since \(W_h^{2,\text{vert.}}\) is an \(H(\text{div})\) finite element, functions in \(W_h^{2,\text{vert.}}\) are mapped to the reference cell via the contravariant Piola transform. \(W_h^3\) is mapped via the usual change of coordinate mapping. Note that on product cells, the change of coordinates is no longer affine (Natale, Shipton, and Cotter, 2016). We refer the interested reader to McRae et al. (2016) for more details on the definition and implementation of the tensor product spaces discussed here (see also Table 2.2 in Section 2.4.4 for a general reference).

First, we introduce the discontinuous variant of \(W_h^{2,\text{vert.}}\), defined as the set

\[
\hat{W}_h^{2,\text{vert.}} = \{ w \in [L^2(\Omega)]^d : w|_K \in W^2_h(K), \forall K \in T_h \}. \tag{3.201}
\]

Similar to the standard hybridization method in Section 3.1.2, functions in \(\hat{W}_h^{2,\text{vert.}}\) are no longer required to have continuous normal components across the horizontal facets of the mesh. With \(E_h^\circ\) denoting the set of horizontally-aligned (top/bottom) facets of all \(K \in T_h\), we define the space of approximate traces as the set

\[
W_{h,\text{tr,vert.}} = \{ \gamma \in L^2(E_h^\circ) : \gamma|_e \in M(e) \text{, } \forall e \in E_h^\circ \}, \tag{3.202}
\]

where \(M(e)\) is a polynomial space on the facet \(e\). The degree of \(M(e)\) is determined by the polynomial degree of \(w \cdot n|_e\) for \(w \in W_h^{2,\text{vert.}}\), as illustrated in Figure 3.14. Functions in \(W_{h,\text{tr,vert.}}\) only have support on the horizontal facets between neighbouring elements in the same column.
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(A) The vertical velocity element: $W_h^{2,\text{vert.}}$

(B) The vertical trace element: $W_h^{\text{tr,vert.}}$

**Figure 3.14**: A vertical velocity element is shown in 3.14A with normal components on the horizontally-aligned facets belonging to $Q_1(e)$. The corresponding trace element on the horizontal facets is shown in 3.14B.

Now we discretize using test functions in the broken $H(\text{div})$ space $\hat{W}_h^{2,\text{vert.}}$. With $\mathcal{E}^v(C)$ denoting the set of horizontally-aligned facets in a column $C \subset \mathcal{T}_h$, we have the following extended finite element problem in $C$: find $(v_h, \Pi_h, \lambda_h) \in \hat{W}_h^{2,\text{vert.}}(C) \times W_h^3(C) \times W_h^{\text{tr,vert.}}(\mathcal{E}^v(C))$ such that

$$
\int_C \tilde{w} \cdot \varepsilon_h \, dx - \int_C c_p \nabla_h \cdot (\theta \tilde{w}) \Pi_h \, dx \\
+ \int_{\mathcal{E}^v(C) \setminus \partial C_t} c_p \lambda_h [\theta \tilde{w}] \, dS = - \int_{\partial C_t} \theta \tilde{w} \cdot n \Pi_0 \, dS \\
- \int_C g \tilde{w} \cdot \tilde{k} \, dx,
$$

(3.203)

$$
\int_C c_p \phi \nabla_h \cdot (\theta v_h) \, dx = 0,
$$

(3.204)

$$
\int_{\mathcal{E}^v(C) \setminus \partial C_t} c_p \gamma [\theta v_h] \, dS = 0,
$$

(3.205)

for all $(\tilde{w}, \phi, \gamma) \in \hat{W}_h^{2,\text{vert.}}(C) \times W_h^3(C) \times W_h^{\text{tr,vert.}}(\mathcal{E}^v(C))$. The surface term now reappears due to the fact that $\tilde{w}$ has discontinuous normal components. The Lagrange multiplier $\lambda_h$ appears in the surface terms as an approximation to $\Pi$ on the facets of $\mathcal{E}^v(C)$. Since $c_p, \theta > 0$, (3.205) is nothing more than the jump condition enforcing the continuity of $v_h \cdot n$ on $\mathcal{E}^v(C)$. Note that (3.205) is also enforcing the boundary condition $v_h \cdot n = 0$ on $\partial C_h$ by construction:

$$
\int_{\mathcal{E}^v(C) \setminus \partial C_t} c_p \gamma [\theta v_h] \, dS = \int_{\mathcal{E}^v(C) \setminus \partial C} c_p \gamma [\theta v_h] \, dS + \int_{\partial C_b} c_p \gamma \theta v_h \cdot n \, dS = 0,
$$

(3.206)

for all $\gamma \in W_h^{\text{tr,vert.}}(\mathcal{E}^v(C))$. The system (3.203)–(3.205) is now not just column-wise independent, it is cell-local by our choice of finite element spaces. We can therefore use static condensation to eliminate $(v_h, \Pi_h)$, producing a reduced system for $\lambda_h$ in each column.

It can be shown that the solutions $(v_h, \Pi_h)$ of (3.203)–(3.205) also satisfy the original compatible finite element discretization in (3.194)–(3.195). This follows from an identical argument made in the proof of Proposition 3. Noting that $\hat{W}_h^{2,\text{vert.}} \subset \hat{W}_h^{2,\text{vert.}}$,
Chapter 3. Hybridizable compatible finite element methods

taking \( \tilde{w} = w \in \mathcal{W}^{2,\text{vert}}_h \) in (3.203) reduces to (3.194) since \( \lVert \theta w \rVert = 0 \) on \( \mathcal{E}^r(\mathcal{C}) \). By Lemma 2, the jump condition implies that the solution \( v_h \) to the hybridizable formulation is actually in \( \mathcal{W}^{2,\text{vert}}_h \). Since the boundary condition is also satisfied through (3.205), we have that \( v_h \) belongs to \( \mathcal{W}^{2,\text{vert}}_h \) as desired. So we have the hybridizable solutions \( (v_h, \Pi_h) \) satisfying all equations of (3.194)–(3.195). The uniqueness of solutions follows from Natale, Shipton, and Cotter (2016, Theorem 7.1).

The solution strategy for solving (3.203)–(3.205) is summarized as follow. The global matrix system has the form:

\[
\begin{bmatrix}
M^c_2 & -B^T & K^T \\
B & 0 & 0 \\
K & 0 & 0
\end{bmatrix}
\begin{bmatrix}
V \\
\Pi \\
\Lambda
\end{bmatrix} = \begin{bmatrix}
-F(g, \Pi_0) \\
0 \\
0
\end{bmatrix},
\]

(3.207)

where \( V, \Pi, \) and \( \Lambda \) are the coefficient vectors for \( v_h, \Pi_h, \) and \( \lambda_h \) respectively. The matrices and vectors are defined through the usual finite element manner. With \( \tilde{B}^c_2, B_3 \) and \( B_2^{tr, \text{vert}} \) denoting bases for \( \mathcal{W}^{2,\text{vert}}_h, \mathcal{W}^3_h \) and \( \mathcal{W}^{tr,\text{vert}}_h \) respectively, the operators are defined via:

\[
(M^c_2)_{ij} = \int_{T_h} \Psi_j \cdot \Psi_i \, dx, \quad \Psi_i, \Psi_j \in \tilde{B}^c_2,
\]

(3.208)

\[
(B)_{ij} = \int_{T_h} c_p \Phi_j \nabla_h \cdot (\theta \Psi_i) \, dx, \quad (\Psi_i, \Phi_i) \in \tilde{B}^c_2 \times B_3,
\]

(3.209)

\[
(K)_{ij} = \int_{\xi_h \setminus \partial \Omega_h} c_p \xi_j \lVert \theta \Psi_i \rVert \, dS, \quad (\Psi_i, \xi_j) \in \tilde{B}^c_2 \times B_2^{2, \text{vert}},
\]

(3.210)

\[
(F(g, \Pi_0))_{ij} = \int_{T_h} g \Psi_j \cdot \hat{k} \, dx + \int_{\partial \Omega_h} \theta \Psi_j \cdot n \Pi_0 \, dS, \quad \Psi_j \in \tilde{B}^c_2,
\]

(3.211)

Since all prognostic variables are local to the cell, we can eliminate \( V \) and \( \Pi \) element-wise to produce the condensed problem:

\[
\begin{bmatrix}
K & 0 \\
B & 0
\end{bmatrix}
\begin{bmatrix}
M^c_2 & -B^T \\
B & 0
\end{bmatrix}^{-1}
\begin{bmatrix}
K^T \\
0
\end{bmatrix}
\Lambda = \begin{bmatrix}
K & 0 \\
B & 0
\end{bmatrix}
\begin{bmatrix}
M^c_2 & -B^T \\
B & 0
\end{bmatrix}^{-1}
\begin{bmatrix}
\{ F(g, \Pi_0) \} \\
0
\end{bmatrix}.
\]

(3.212)

Since the Lagrange multipliers are only coupled through vertical columns, (3.212) can be inverted column-wise. Once \( \Lambda \) is determined, both \( V \) and \( \Pi \) can be recovered element-by-element:

\[
\begin{bmatrix}
V \\
\Pi
\end{bmatrix} = \begin{bmatrix}
M^c_2 & -B^T \\
B & 0
\end{bmatrix}^{-1}
\left(\begin{bmatrix}
\{ F(g, \Pi_0) \} \\
0
\end{bmatrix} - \begin{bmatrix}
K^T \\
0
\end{bmatrix} \Lambda\right).
\]

(3.213)

The hybridizable method shown in this section was first presented by Gibson et al. (2019a) as an alternative to solving the mixed formulation in (3.194)–(3.195). It was further extended for use within a compatible finite element model for a moist compressible atmosphere by Bendall et al. (2019). All experiments agree with previous studies on standard test cases by Skamarock and Klemp (1994), Bryan and Fritsch (2002), and Ullrich, Reed, and Jablonowski (2015). We will feature the application of this new hybridizable method in the numerical experiments of Chapter 5.
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3.4.2 Linear gravity wave system

In this section, we consider a three-dimensional linear compressible Boussinesq model. This simplified equation set exhibits non-hydrostatic and compressible effects while avoiding the full complexity of the pressure gradient term, equation of state, and nonlinearity of the full compressible Euler system. This model was used by Skamarock and Klemp (1994), for example, to explore aspects of time integration in a simplified setting. This same system also provides an effective test case for the development of implicit solvers, as shown by Mitchell and Müller (2016).

The full linear model is summarized as the following system of PDEs:

\[
\begin{align*}
\frac{\partial u}{\partial t} + f \hat{k} \times u &= -\nabla p + b \hat{k}, \\
\frac{\partial p}{\partial t} &= -c^2 \nabla \cdot u, \\
\frac{\partial b}{\partial t} &= -N^2 u \cdot \hat{k},
\end{align*}
\]

where \( u \) is the velocity, \( p \) is the pressure, \( b \) is the buoyancy (how light a parcel of fluid is compared to a reference value), \( f \) is the Coriolis parameter, \( \hat{k} \) is the upward normal, \( c \) the speed of sound, and \( N \) the buoyancy frequency. We call these equations the linear gravity wave system. For simplicity we assume that both \( c \) and \( N \) are constant, and enforce the slip boundary condition:

\[
u \cdot n = 0,
\]

at the upper and lower boundary of the atmosphere (\( \partial \Omega_t \) and \( \partial \Omega_b \) respectively).

Compatible finite element formulation

Following similarly to our development of a hybridizable method for the shallow water equations in Section 3.1, we start by discretizing (3.214)–(3.216) in time using the implicit midpoint rule:

\[
\begin{align*}
\frac{u^n - u^{n-1}}{\Delta t} + f \hat{k} \times \left( \frac{u^n + u^{n-1}}{2} \right) + \nabla \left( \frac{p^n + p^{n-1}}{2} \right) - \left( \frac{b^n + b^{n-1}}{2} \right) \hat{k} &= 0, \\
p^n - p^{n-1} = \Delta t + c^2 \nabla \cdot \left( \frac{u^n + u^{n-1}}{2} \right) = 0, \\
b^n - b^{n-1} = \Delta t + N^2 \left( \frac{u^n + u^{n-1}}{2} \right) \cdot \hat{k} = 0.
\end{align*}
\]

To simplify our notation, we introduce the definitions: \( \delta u := u^n - u^{n-1} \), \( \delta p := p^n - p^{n-1} \), \( \delta b := b^n - b^{n-1} \) and set \( u^0 = u^{n-1} \), \( p^0 = p^{n-1} \), and \( b^0 = b^{n-1} \). Then (3.218)–(3.220) can be rewritten as the following semi-discrete system:

\[
\begin{align*}
\delta u + \frac{\Delta t}{2} f \hat{k} \times \delta u + \nabla \delta p - \delta b \hat{k} &= -\Delta tf \hat{k} \times u^0 - \Delta t \nabla p^0 + \Delta tb^0 \hat{k} =: r_u, \\
\delta p + \frac{\Delta t}{2} c^2 \nabla \cdot \delta u &= -\Delta t c^2 \nabla \cdot u^0 =: r_p, \\
\delta b + \frac{\Delta t}{2} N^2 \delta u \cdot \hat{k} &= -\Delta t N^2 u^0 \cdot \hat{k} =: r_b.
\end{align*}
\]
As noted by Mitchell and Müller (2016), the semi-discrete equation:

\[ \delta b + \frac{\Delta t}{2} N^2 \delta u \cdot \hat{k} + \Delta t N^2 u^0 \cdot \hat{k} = 0 \]  

(3.224)

holds even in the presence of orography. In this case, the upward-pointing normal \( \hat{k} \) will need to follow the terrain along the domain boundary \( \partial \Omega_h \). At any rate, we devise a two-stage solution process for solving (3.218)–(3.220). This is based on the approach taken by Mitchell and Müller (2016).

First, we eliminate the buoyancy variable \( \delta b \) from the semi-discrete equations (3.221)–(3.223). This produces a system for \( \delta u \) and \( \delta p \):

\[
\delta u + \frac{\Delta t}{2} f \hat{k} \times \delta u + \frac{\Delta t}{2} N^2 \hat{k} \left( \delta u \cdot \hat{k} \right) + \nabla \delta p = r_u - \Delta t N^2 \hat{k} \left( u^0 \cdot \hat{k} \right) \\
= r_u + r_b \hat{k} =: \tilde{r}_u, 
\]

(3.225)

\[
\delta p + \frac{\Delta t}{2} c^2 \nabla \cdot \delta u = r_p. 
\]

(3.226)

We now discretize in space over a mesh \( T_h \) consisting of prismatic cells. The compatible finite element method seeks the velocity, pressure, and buoyancy updates in the spaces:

\[
\delta u_h \in \tilde{W}_h^2 = W^2_{h, \text{horiz.}} \oplus \tilde{W}^2_{h, \text{vert.}}, \quad \delta p_h \in W^3_{h}, \quad \delta b_h \in W^0_{h}, 
\]

(3.227)

as constructed in (3.187) and (3.188). \( \tilde{W}_h^2 \) denotes the subspace of \( W^2_h \) with vanishing normal components on \( \partial \Omega_t \cup \partial \Omega_b \). Starting with (3.225)–(3.226), the compatible finite element discretization reads as follows: find \( \left( \delta u_h, \delta p_h \right) \in \tilde{W}_h^2 \times W^3_h \) satisfying

\[
\int_{T_h} w \cdot \delta u_h \, dx + \frac{\Delta t}{2} \int_{T_h} w \cdot \left( \hat{k} \times \delta u_h \right) \, dx \\
+ N^2 \frac{\Delta t^2}{4} \int_{T_h} \hat{k} \cdot \hat{w} \cdot \delta u_h \, dx - \frac{\Delta t}{2} \int_{T_h} \delta p_h \nabla_h \cdot w \, dx = \int_{T_h} w \cdot \tilde{r}_u^h \, dx =: \tilde{R}_u[w], 
\]

(3.228)

\[
\int_{T_h} \phi \delta p_h \, dx + \frac{\Delta t}{2} c^2 \int_{T_h} \phi \nabla_h \cdot \delta u_h \, dx = \int_{T_h} \phi \tilde{r}_p^h \, dx =: \tilde{R}_p[\phi], 
\]

(3.229)

for all \( (w, \phi) \in \tilde{W}_h^2 \times W^3_h \). The discrete residual functions are defined as

\[
\tilde{r}_u^h = -\Delta t f \hat{k} \times \tilde{u}_h^0 + \tilde{\nabla}_h p^0_h + \Delta t b^0_h \hat{k} - \Delta t N^2 \hat{k} \left( u^0 \cdot \hat{k} \right) 
\]

(3.230)

\[
\tilde{r}_p^h = -\Delta t c^2 \nabla_h \cdot \tilde{u}_h^0, 
\]

(3.231)

where \( \tilde{\nabla}_h \) is the operator dual to \( \nabla_h \) through integration by parts (see (3.20)).

Once (3.228)–(3.229) is solved, the buoyancy perturbation \( \delta b_h \) can then be recovered using \( \delta u_h \). To do this, we discretize (3.223) to produce the following finite element problem: find \( \delta b_h \in W^0_h \) such that

\[
\int_{T_h} \mu \delta b_h \, dx = -\Delta t N^2 \int_{T_h} \mu \tilde{u}_h^0 \cdot \hat{k} \, dx - \frac{\Delta t}{2} \int_{T_h} \mu \delta u_h \cdot \hat{k} \, dx, 
\]

(3.232)
for all $\mu \in W_h^\mu$. Since the coupling of functions in $W_h^\mu$ is purely vertical, the matrix system associated with (3.232) can be inverted column-wise. It is also well-conditioned (independent of the grid resolution/time-step) and can be inverted with a small number of conjugate gradient iterations.

The system (3.228)–(3.229) was first considered by Mitchell and Müller (2016) without the Coriolis term ($f = 0$). It was presented as a simplified test case for the development of linear solvers for atmospheric dynamical cores. Solving (3.228)–(3.229) efficiently using a Schur-complement preconditioner requires a good sparse approximation to the dense Schur-complement on the pressure space (similar in construction to (3.30)).

In the study conducted by Mitchell and Müller (2016), a diagonal approximation of the mass matrix coupling velocity degrees of freedom was used to construct a sparse approximation to the pressure Schur-complement. A multigrid method was used to invert the preconditioned pressure system within a non-symmetric Krylov method (GMRES) operating on the velocity-pressure mixed system. They demonstrated excellent performance up to 6,144 compute cores, with both mesh- and $\Delta t$-independent solver convergence.

As we will see in Chapter 4, introducing the Coriolis term in the linearized equations causes significant problems for preconditioning. It was demonstrated by Gibson et al. (2019b) that the sparse preconditioner of Mitchell and Müller (2016) is no longer parameter robust when $f \neq 0$. Instead, we develop a hybridizable method for (3.228)–(3.229), which allows for easy incorporation of Coriolis effects. This is due to the fact that we no longer require an approximation to a dense pressure operator; the hybridized system obtained after element-wise static condensation is sparse. We can therefore focus our efforts on efficiently inverting the condensed system.

### Hybridization of the velocity-pressure system

The hybridization of (3.228)–(3.229) was presented in Gibson et al. (2019a) and Gibson et al. (2019b). It is obtained by rendering the velocity updates discontinuous and reinforcing continuity weakly through functions on cell facets. As we have seen with the hybridization of the hydrostatic system (3.194)–(3.195), we shall also use the trace functions to enforce the slip boundary conditions for $\delta u_h$.

Proceeding similarly as before, we let $\hat{W}_h^2$ denote the broken variant of the $H(\text{div})$ finite element space $W_h^2$. Next, we introduce the trace space on the skeleton $\mathcal{E}_h$:

$$W_{h}^{\text{tr}} = \{ \gamma \in L^2(\mathcal{E}_h) : \gamma|_e \in M(e), \forall e \in \mathcal{E}_h \},$$  

(3.233) with $M(e)$ chosen to be the polynomial space of order $q$, where $\mathbf{v} \cdot n|_e \in \mathcal{P}_q(e)$ for all $e \in \mathcal{E}_h$. The hybridizable system is then obtained in the usual way. After multiplying (3.225) by a test function $\hat{w} \in \hat{W}_h^2$, integrating by parts yields:

$$
\begin{align*}
\int_{T_h} \hat{w} \cdot \delta u_h \, dx + \frac{\Delta t}{2} \int_{T_h} \hat{w} \cdot f \left( \hat{k} \times \delta u_h \right) \, dx &+ N^2 \Delta t^2 \int_{T_h} \hat{k} \cdot \hat{w} \cdot \hat{k} \cdot \delta u_h \, dx \\
- \frac{\Delta t}{2} \int_{T_h} \delta p_h \nabla h \cdot \hat{w} \, dx &+ \int_{\mathcal{E}_h} \lambda_h \| \hat{w} \| \, dS = \tilde{R}_h[\hat{w}],
\end{align*}

(3.234)$$
where the Lagrange multiplier $\lambda_h \in W_h^{tr}$ is an approximation to $\frac{\Delta t}{2} \delta p|_{\Omega_h}$. Equation (3.226) remains unchanged. Now, we need a jump condition to close the system. To enforce continuity of the normal components of $\delta u_h$, we use functions $\gamma \in W_h^{tr}$ via the condition:

$$
\int_{\Gamma_h} \gamma \lVert \delta u_h \rVert \, dS = \int_{\Gamma_h \setminus \partial \Omega} \gamma \lVert \delta u_h \rVert \, dS + \int_{\partial \Omega} \gamma \delta u_h \cdot n \, dS = 0,
$$

(3.235)

for all $\gamma \in W_h^{tr}$. In this way, we also have (3.235) enforcing the boundary condition $\delta u_h \cdot n = 0$ on $\partial \Omega = \partial \Omega_1 \cup \partial \Omega_2$.

The full hybridizable method is summarized as follows. Find $(\delta u_h, \delta p_h, \lambda_h) \in \hat{W}_h^2 \times W_h^3 \times W_h^{tr}$ satisfying the equations

$$
\int_{T_h} \dot{\hat{w}} \cdot \delta u_h \, dx + \frac{\Delta t}{2} \int_{T_h} \dot{\hat{w}} \cdot f \left( \hat{k} \times \delta u_h \right) \, dx + N^2 \frac{\Delta t^2}{4} \int_{T_h} \hat{k} \cdot \dot{\hat{w}} \cdot \delta u_h \, dx
$$

$$
- \frac{\Delta t}{2} \int_{T_h} \delta p_h \nabla_h \cdot \dot{\hat{w}} \, dx + \int_{\Gamma_h} \lambda_h [\hat{w}] \, dS = \tilde{R}_u [\dot{\hat{w}}],
$$

(3.236)

$$
\int_{T_h} \phi \delta p_h \, dx + \frac{\Delta t}{2} \int_{T_h} \phi \nabla_h \cdot \delta u_h \, dx = R_p [\phi],
$$

(3.237)

$$
\int_{\Omega_h} \gamma \lVert \delta u_h \rVert \, dS = 0,
$$

(3.238)

for all $(\dot{\hat{w}}, \phi, \gamma) \in \hat{W}_h^2 \times W_h^3 \times W_h^{tr}$. The corresponding matrix system for (3.236)–(3.238) has the form:

$$
\begin{bmatrix}
\tilde{M}_2 & -\frac{\Delta t}{2} D^T & \Lambda^T \\
\frac{\Delta t^2}{2} D & M_3 & 0 \\
K & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta U \\
\delta P \\
\Lambda
\end{bmatrix}
= 
\begin{bmatrix}
R_u \\
R_p
\end{bmatrix}
$$

(3.239)

As we have seen in previous hybridization methods, all degrees of freedom are now local to the cell. Therefore, it is easy to eliminate both $\delta U$ and $\delta P$ to obtain a sparse system for $\Lambda$ via static condensation:

$$
\begin{bmatrix}
K & 0 \\
\tilde{M}_2 & -\frac{\Delta t}{2} D^T \end{bmatrix}^{-1} 
\begin{bmatrix}
K^T \\
0
\end{bmatrix}
\Lambda = 
\begin{bmatrix}
K & 0 \\
\tilde{M}_2 & -\frac{\Delta t}{2} D^T \end{bmatrix}^{-1} 
\begin{bmatrix}
R_u \\
R_p
\end{bmatrix}
$$

(3.240)

Both $\delta U$ and $\delta P$ are recovered locally as before once $\Lambda$ is determined.

Neither the original system (3.228)–(3.229) or the hybridizable system (3.236)–(3.238) has undergone rigorous analysis yet. It is, however, easily verifiable that the solutions $(\delta u_h, \delta p_h) \in \hat{W}_h^2 \times W_h^3$ of (3.236)–(3.238) also solve (3.228)–(3.229). The argument follows identically from the discussion on (3.203)–(3.204). A more detailed analysis of the hybridizable equations and the corresponding matrix system for $\lambda_h$ is a subject of on-going work. Some preliminary studies have already been performed in Section 4.5.3 of Chapter 4, which demonstrates numerical evidence that (3.240) can be inverted effectively using multigrid approaches employed in numerical weather prediction models (Fulton, Ciesielski, and Schubert, 1986). Additionally, hybridization allows for the incorporation of Coriolis effects in the implicit equations without relying on approximate Schur-complement factorizations.
3.5 Chapter summary

In this chapter, we present hybridizable formulations of various compatible finite element discretizations for simplified geophysical models. Emphasis is placed on the formulation, discretization, and characterization of the methods. A complete characterization result is proven for the linear shallow water model. The objective behind that exercise is to better understand, using more familiar constructions, the nature of the Lagrange multiplier and the resulting discrete system. In performing the analysis of the multiplier for the shallow water system, we explicitly constructed the local operators which permits the cell-wise reconstruction of prognostic variables after performing local eliminations. Moreover, the results obtained provide a good starting point for furthering the analysis of other hybridizable discretizations.

In Section 3.3, we showed how hybridization can be used within a nonlinear method. The procedure we outlined mirrors the strategies employed by operational dynamical cores, with a particular interest in the strategies used in the UK Met Office models (Wood et al., 2014; Thuburn, 2016; Melvin et al., 2019; Adams et al., 2019). The results obtained for the nonlinear shallow water tests agree with existing studies.

We purposefully omitted the technical details on the implementation aspects of hybridization so as to not obfuscate the discussion and analysis. Therefore, the next chapter will focus on the computational and performance aspects of these methods. In particular, we present a new framework for automatically generating low-level code for performing static condensation and local reconstructions. The abstraction known as “Slate,” is the central topic of Chapter 4. It is sufficiently general to apply to a wide range of problems outside of hybridization. Every hybridizable discretization presented in this Chapter, and throughout the rest of this dissertation, can be implemented rapidly and effectively using this new computational abstraction.
4 An automated framework for hybridization and static condensation

4.1 Introduction

The development of simulation software is an increasingly important aspect of modern scientific computing, in the geosciences in particular. Such software requires a vast range of knowledge spanning several disciplines, ranging from applications expertise to mathematical analysis to high-performance computing and low-level code optimization. Software projects developing automatic code generation systems have become quite popular in recent years, as such systems help create a separation of concerns which focuses on a particular complexity independent from the rest. This allows for agile collaboration between computer scientists with hardware and software expertise, computational scientists with numerical algorithm expertise, and domain scientists such as meteorologists, oceanographers and climate scientists. Examples of such projects in the domain of finite element methods include FreeFEM++ (Hecht, 2012), Sundance (Long, Kirby, and Bloemen Waanders, 2010), the FEniCS Project (Logg, Mardal, and Wells, 2012), Feel++ (Prud’homme et al., 2012), and Firedrake (Rathgeber et al., 2017).

The finite element method (FEM) is a mathematically robust framework for computing numerical solutions of partial differential equations (PDEs) that has become increasingly popular in fluids and solids models across the geosciences, with a formulation that is highly amenable to code-generation techniques. A description of the weak formulation of the PDEs, together with appropriate discrete function spaces, is enough to characterize the finite element problem. Both the FEniCS and Firedrake projects employ the Unified Form Language (UFL) (Alnæs et al., 2014) to specify the finite element integral forms and discrete spaces necessary to properly define the finite element problem. UFL is a highly expressive domain-specific language (DSL) embedded in Python, which provides the necessary abstractions for code generation systems.

In Chapter 3, we presented some hybridizable methods for mixed finite element discretizations of equations relevant for atmospheric modeling. In Section 3.3, we presented some numerical results with no mention of the software implementation. The effective implementation of hybridization and static condensation requires invasive intervention in standard finite element codes. In particular, we must inject dense linear algebra routines during finite element assembly in order to perform such operations. To do this in a general way, which can be effectively applied to a wide array of problems, requires software composition using high-level abstractions of the desired mathematics.
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In this chapter, we present a novel computational framework; we introduce a simple yet effective high-level abstraction for localized dense linear algebra on systems derived from finite element problems. Using embedded DSL technology, we provide a means to enable the rapid development of hybridization and static condensation techniques within an automatic code-generation framework. In other words, the main contribution of this chapter is in solving the problem of automatically translating from the mathematics of static condensation and hybridization to compiled code. This automated translation facilitates the separation of concerns between applications scientists and computational/computer scientists, and facilitates the automated optimization of compiled code. This work is implemented in the Firedrake finite element library and the PETSc solver library (Balay et al., 1997; Balay et al., 2016), accessed via the Python interface petsc4py (Dalcin et al., 2011).

4.1.1 The Firedrake finite element library

It will first be useful to put everything in context by describing the composition of abstractions employed by Firedrake and how it is used in practice. The main contribution of Firedrake, as a piece of mathematical software, is that it extends the decomposition of the finite element method into automated abstractions further than previous approaches. It is the unification of the following high-level frameworks:


2. The efficient evaluation of finite element basis functions and numerical quadrature: FIAT (Kirby, 2004) and FInAT (Homolya, Kirby, and Ham, 2017).

3. The automatic generation of local assembly code for evaluating finite element integrals, i.e., the Firedrake compiler for variational forms: The Two-Stage Form Compiler (TSFC) (Homolya et al., 2018).

4. A uniform abstraction for the specification of iterations over general meshes and global finite element assembly: PyOP2 (Rathgeber et al., 2012).

5. Platform-specific optimizations of generated code specific for finite element methods (COFFEE) (Luporini et al., 2015).\(^1\)

6. An advanced solvers library for the solution of linear and nonlinear systems of equations, PETSc (Balay et al., 1997; Balay et al., 2016), through its Python interface: petsc4py (Dalcin et al., 2011). This includes the PETSc abstraction known as DMPlex (Knepley and Karpeev, 2009), which allows Firedrake to relate mesh entities to finite element degrees of freedom (nodes).

Firedrake provides a complete problem-solving environment in the form of a Python module, which seamlessly interfaces with each of these frameworks. The benefit of this composition of abstractions is that it enables a separation of concerns, allowing for targeted development and relatively easy incorporation of new features and code-generation technology. It also allows Firedrake to benefit directly from contributions made in third party libraries, such as PETSc. Figure 4.1 illustrates the complete Firedrake tool-chain.

\(^1\)Currently in the process of being phased-out due to the migration of equivalent code-generation technology to the form compiler: TSFC.
A mixed Poisson example

As a simple demonstration of the high-level problem-solving environment provided by Firedrake, consider the model Poisson problem:

$$- \nabla \cdot \nabla p = f \text{ in } \Omega = [0, 1]^2, \quad p = 0 \text{ on } \partial \Omega,$$

(4.1)

with a source function given as $f(x,y) = 10 \exp \left\{ -100 \left( (x - \frac{1}{2})^2 + (y - \frac{1}{2})^2 \right) \right\}$. Then the mixed formulation of (4.1) is obtained by introducing the negative flux $u = -\nabla p$ and substituting into the problem:

$$u + \nabla p = 0 \text{ in } \Omega,$$

(4.2)

$$\nabla \cdot u = f \text{ in } \Omega,$$

(4.3)

$$p = 0 \text{ on } \partial \Omega. \quad (4.4)$$

Then given a mesh $T_h$ of $\Omega$, the mixed finite element formulation of (4.2)–(4.4) seeks approximations $u_h$ and $p_h$ in the finite element subspaces $U_h \times V_h \subset H(\text{div}; \Omega) \times H^{-1}(\Omega)$. 

**Figure 4.1:** The Firedrake tool-chain illustrating the composition of abstractions and the separation of concerns that this creates. Interface layers are represented in red, whereas tools adopted from the PETSc and FEniCS projects are in green and blue respectively. PyOP2 objects for controlling the movement of data on unstructured meshes are in brown. Code-generation layers are in grey, and the execution platform on computer hardware is shown in orange. This an updated diagram based on Rathgeber et al. (2017, Figure 1). All frameworks in red, grey, and brown are directly maintained by the Firedrake Project. The frameworks in blue are maintained cooperatively by both the Firedrake and FEniCS projects.
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$L^2(\Omega)$, defined by:

\[ U_h = \{ w \in H(\text{div}; \Omega) : w|_K \in U(K), \forall K \in \mathcal{T}_h \}, \quad (4.5) \]

\[ V_h = \{ \phi \in L^2(\Omega) : \phi|_K \in V(K), \forall K \in \mathcal{T}_h \}. \quad (4.6) \]

The space $U_h$ consists of $H(\text{div}; \Omega)$-conforming piecewise vector polynomials, where choices of $U(K)$ typically include the Raviart-Thomas (RT), Brezzi-Douglas-Marini (BDM), or Brezzi-Douglas-Fortin-Marini (BDFM) elements (Raviart and Thomas, 1977; Nédélec, 1980; Brezzi, Douglas, and Marini, 1985; Brezzi et al., 1987b). The space $V_h$ is the Lagrange family of discontinuous polynomials. These define the same families of compatible finite element spaces discussed throughout Sections 2.4.2 and 2.4.4.

The discrete finite element problem is arrived at in the usual way. After multiplying (4.2)–(4.3) by test functions and integrating by parts, we have the following discrete problem: find $(u_h, p_h) \in U_h \times V_h$ satisfying

\[ \int_{\mathcal{T}_h} w \cdot u_h \, dx - \int_{\mathcal{T}_h} p_h \nabla \cdot w \, dx = 0, \quad \forall w \in U_h, \quad (4.7) \]

\[ \int_{\mathcal{T}_h} \phi \nabla \cdot u_h \, dx = \int_{\mathcal{T}_h} \phi f \, dx, \quad \forall \phi \in V_h. \quad (4.8) \]

The matrix system is obtained by expanding the solutions in terms of the finite element bases:

\[ u_h = \sum_{i=1}^{N_u} U_i \Psi_i, \quad p_h = \sum_{i=1}^{N_p} P_i \xi_i, \quad (4.9) \]

where $\{ \Psi_i \}_{i=1}^{N_u}$ and $\{ \xi_i \}_{i=1}^{N_p}$ are bases for $U_h$ and $V_h$ respectively. Here, $U_i$ and $P_i$ are the coefficients to be determined. As per standard Galerkin-based finite element methods, taking $w = \Psi_j, j \in \{1, \cdots, N_u \}$ and $\phi = \xi_j, j \in \{1, \cdots, N_p \}$ in (4.7)–(4.8) produces the saddle point system:

\[ A \boldsymbol{x} = \begin{bmatrix} A & -B^T \\ B & 0 \end{bmatrix} \begin{bmatrix} U \\ P \end{bmatrix} = \begin{bmatrix} 0 \\ F \end{bmatrix} = b. \quad (4.10) \]

where $U = \{ U_i \}_{i=1}^{N_u}$, $P = \{ P_i \}_{i=1}^{N_p}$ are the coefficient vectors, and

\[ (A)_{ij} = \int_{\mathcal{T}_h} \Psi_i \cdot \Psi_j \, dx, \quad (B)_{ij} = \int_{\mathcal{T}_h} \xi_i \nabla \cdot \Psi_j \, dx, \quad (F)_{j} = \int_{\mathcal{T}_h} \xi_j f \, dx. \quad (4.11) \]

The problem described here can be formulated, discretized, and solved in Firedrake with only a few lines of Python code. Listing 4.1 displays a complete Firedrake program for solving the model problem (4.2)–(4.4). We shall quickly break down the program here.

Formulating the problem in UFL

A mesh is created in line 3 using one of several built-in utility meshes. This creates a triangular mesh of the unit square by dividing each quadrilateral cell of a uniform $32 \times 32$ grid into two triangles. The result is a structured mesh of 2048 triangular cells. Firedrake is also capable of reading meshes generated by third-party libraries,
such as Gmsh (Geuzaine and Remacle, 2009), CGNS (Poirier et al., 1998), Triangle (Shewchuk, 1996), and Exodus II (Schoof and Yarberry, 1994).

The following lines demonstrate how one can express finite element problems in UFL. Lines 4–6 define the finite element spaces for a standard $H(div) \times L^2$ mixed method using the Raviart-Thomas ("RT") and discontinuous Lagrange ("DG") spaces on the given mesh. The degrees of the spaces are chosen based on the finite element de-Rham complex (2.201) presented in Section 2.4.2. Test and trial functions are defined in lines 8–9, and the source function is expressed in lines 11–12 as a function of the spatial coordinates. The bilinear and linear forms for (4.38)–(4.39) are shown in lines 14–15. A function is created to store the solution of the mixed problem in line 17. The resemblance to the mathematical formulation is immediately apparent.

### Code-generation and operator assembly

Up until this point, no code-generation has occurred; everything written is the previous lines are purely symbolic UFL expressions. Once `solve` is called in line 18, all information contained in the UFL expressions gets translated into low-level C code (kernels) by the form compiler: TSFC. The underlying UFL representation is able to provide the form compiler with estimated quadrature rules\(^2\) (Ølgaard and Wells, 2005). This can also be prescribed manually by providing an appropriate quadrature degree to the UFL measure, e.g., `dx(degree=q)`.\(^2\)
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2010) along with information about the reference cell and its pullback. Pullbacks are determined by the type of finite element space(s) the test and trial functions are defined on. See Section 2.2.1 for details on the pullbacks of various finite element families.

Using all information contained in the high-level UFL representation, TSFC is able to inspect the UFL forms and generate a local assembly kernel for all the element matrices/vectors in (4.11). During this process, TSFC uses FIAT (The FInite element Automated Tabulator) to pre-compute evaluations of finite element basis functions on the reference cell at quadrature point locations, and incorporates the result into the generated assembly kernel. The code is further optimized by FIAT, which allows Firedrake to produce assembly code with optimal order complexity, such as using sum factorization for finite elements on cuboid cells. This is particularly important for high-order discretizations. More information on this is discussed in great detail by Homolya, Kirby, and Ham (2017).

Once local assembly code is generated, the output result is then mapped into a PETSc sparse data structure (\(\text{Mat} / \text{Vec}\) objects (Balay et al., 2016, §1.4)) via a generated kernel iterated over the mesh by PyOP2. All generated code is compiled at runtime, and stored (cached) to be reused if necessary (for example, in time-dependent simulations). It is worth noting here that PyOP2 actually has no concept of the mesh topology; it works only with indirection maps between sets of mesh entities (cells, faces/edges, vertices) and sets of degrees of freedom. Firedrake derives the required indirection maps for a given mesh through PETSc’s DMPlex interface. This is discussed in more detail by Lange et al. (2016).

Solving the linear system and configuring PETSc

Solving (4.7)–(4.8) occurs in line 18, where an optional Python dictionary of solvers options can be passed directly to PETSc. Since configuring the linear solver will be a central topic in this chapter, we have provided an explicit example in lines 19–27. We shall break these commands down for the purpose of exposition. Before we do so, it is worth explaining the language PETSc uses to configure linear solvers.

PETSc Options: At first glance, lines 19–27 can be overwhelming. This therefore warrants a more in depth explanation. All PETSc objects are configurable at runtime, which allows for rapid experimentation of different solvers without drastically changing the application code. The primary mechanism for controlling the behavior of PETSc solvers is through the PETSc options database (Balay et al., 2016, §4). The PETSc “programming language” used to control these options consists of two operations:

1. Value assignment; and
2. String concatenation.

Each object has an associated options prefix, which can be used to distinguish it from other solver objects. A linear solver object in PETSc is given the nomenclature “KSP” (Krylov subspace method) and its options prefix is “ksp_”. A preconditioner is a “PC” object, with corresponding options prefix “pc_”. Looking now at lines 19–27, we can
translate what is actually happening. The first three lines:

```
"ksp_type": "gmres",
"ksp_rtol": 1e-8,
"pc_type": "fieldsplit",
```

controls the type of KSP and PC objects for the full matrix system (4.10), as well as the termination criterial for the KSP. The first line says: “Set the type of the KSP object to GMRES,” while the second line tells PETSc to terminate the solver when the residual $b - Ax$ has been reduced by a factor of $10^8$. The preconditioner wrapped in a PC object is configured identically; the third line tells PETSc to set the preconditioner for the KSP to be of type: “fieldsplit.”

A fieldsplit preconditioner (Brown et al., 2012) splits the operator at the global level into blocks (corresponding to each field). The splitting type is controlled by the options prefix “pc_fieldsplit_type.” In our example, we chose to use a full Schur-complement factorization of the block matrix:

```
"pc_fieldsplit_type": "schur",
"pc_fieldsplit_schur_fact_type": "full",
```

where “pc_fieldsplit_schur_fact_type” configures the type of Schur-complement factorization. Mathematically, this produces a preconditioning operator $\mathcal{P}$ of the form:

$$
\mathcal{P} = \mathcal{A}^{-1} = \begin{bmatrix} I & A^{-1}B^T \\ 0 & I \end{bmatrix} \begin{bmatrix} A^{-1} & 0 \\ 0 & S^{-1} \end{bmatrix} \begin{bmatrix} I & 0 \\ -BA^{-1} & I \end{bmatrix}
$$

(4.12)

where $S = BA^{-1}B^T$. Schur-complement preconditioners require two global inversions (solves): one for $A$, and another for the Schur-complement $S$. In PETSc, each inversion is another solver object, with its own KSP and PC objects independent from the main “outer” KSP.

Each solver for (4.12) are configured using the prefixes: “fieldsplit_0_” for inverting $A$, and “fieldsplit_1_” for $S$. The last few lines do exactly just that:

```
"fieldsplit_0_ksp_type": "preonly",
"fieldsplit_0_pc_type": "lu",
"fieldsplit_1_ksp_type": "preonly",
"fieldsplit_1_pc_type": "lu",
```

When we set the “ksp_type” to “preonly”, we are specifically telling PETSc to not use an iterative method; instead we just apply the preconditioner. In both cases, we invert $A$ and $S$ using LU factorizations.

Each of these solvers can be configured exactly like any other PETSc solver. This enables, quite literally, the arbitrary composition of linear solvers and preconditioners. Although this system may appear cumbersome, it provides an extremely flexible and precise environment for specifying linear solvers. More importantly, switching out linear solvers requires no modification of the core Firedrake code itself (lines 1–18 do not change).

Since we inverting both $A$ and $S$ exactly, the options we have specified in Listing 4.1 are actually a direct method. In other words, GMRES will converge in one iteration
since the factorization (4.12) is evaluated exactly (up to rounding errors). However, these are not the most prudent choices of solvers options. Recall from our previous discussion on mixed methods that $S$ is globally dense due to the dense inverse $A^{-1}$. Therefore, explicitly forming and inverting $S$ becomes computationally impractical for larger problems. However, this discussion serves as a nice introduction for programming linear solvers in Firedrake. We will use this type of language frequently throughout this chapter.

**Extending Firedrake’s solver capabilities**

Throughout this dissertation, we have been advocating the hybridization method as an efficient alternative to solving compatible (mixed) finite element problems. While Firedrake provides access to a wide-range of options for solving PDEs, it unfortunately lacks support for the more invasive procedures required to statically condense finite element systems. This is critical for the efficient solution of hybridizable formulations of finite element discretizations. More specifically, prior to the work presented in this chapter, Firedrake has no immediate mechanism for injecting new code within the operator assembly process.

In order to perform static condensation and produce the desired condensed system, we require Firedrake to be able to intervene in global operator assembly to generate a new local expression for the statically condensed system. This now requires computational kernels that not only assemble element-wise tensors, but also algebraically manipulating them to form a new element tensor. This is precisely the scope of this chapter. Here, we present a new abstraction framework for these types of procedures: Slate.

### 4.2 Slate: a system for linear algebra on element tensors

The language, which we call Slate, provides typical mathematical operations performed on matrices and vectors, hence the input syntax is comparable to high-level linear algebra software such as MATLAB. The Slate language provides basic abstract building blocks which can be used by a specialized compiler for linear algebra to generate low-level code implementations.

Slate is heavily influenced by UFL (Alnæs et al., 2014; Logg, Mardal, and Wells, 2012), and is functionally designed to be compatible with any UFL form expressions. As we have previously discussed, UFL forms can be compiled by a form compiler, which translates UFL into low level code for the local assembly of a form over the cells and facets of a mesh. In a similar manner, Slate expressions are compiled to low level code that performs the requested linear algebra element-wise on a mesh.

#### 4.2.1 An overview of Slate

We begin by establishing notation used throughout this chapter. Let $T_h$ denote a tessellation of $\Omega \subseteq \mathbb{R}^n$, the computational domain, consisting of polygonal elements $K$ associated with a mesh size parameter $h$, exterior boundary $\partial \Omega$, and $E_h = \{ e \subseteq \partial K \text{ for all } K \in T_h \}$ the set of facets of $T_h$. In a slight abuse of notation, we define the set of facets interior to the domain by $E_h^o = E_h \setminus \partial \Omega$. Similarly, we denote the set
of exterior facets as $\mathcal{E}_h^\partial = \mathcal{E}_h \cap \partial \Omega$. If the domain boundary is decomposed into the regions $\partial \Omega = \partial \Omega_D \cup \partial \Omega_N$, then we denote the subset of exterior facets lying on the subdomains of the boundary as $\mathcal{E}_h^{\partial,D} = \mathcal{E}_h^\partial \cap \partial \Omega_D$ (similarly for $\mathcal{E}_h^{\partial,N}$).

To clarify conventions and the scope of Slate, we now introduce our notation for a general finite element form following the convention of Alnæs et al. (2014). We define a real-valued multi-linear form as an operator which maps a list of arguments $v = (v_0, \cdots, v_{n-1}) \in V_0 \times \cdots \times V_{n-1}$ into $\mathbb{R}$:

$$a : V_0 \times \cdots \times V_{n-1} \rightarrow \mathbb{R}, \quad a(v_0, \cdots, v_{n-1}) = a(v), \quad (4.13)$$

where $a$ is linear in each argument $v_k$. The *arity* of a form is $\alpha$, an integer denoting the total number of form arguments. In traditional finite element nomenclature (for $\alpha \leq 2$), $V_0$ is referred to as the space of *test functions* and $V_1$ as the space of *trial functions*. Each $V_k$ are referred to as *argument spaces*. Forms with arity $\alpha = 0, 1$ or 2 are best interpreted as the more familiar mathematical objects: scalars (0-forms), linear forms or functionals (1-forms), and bilinear forms (2-forms) respectively.

If a given form $a$ is parameterized by one or more coefficients, say $c = (c_0, \cdots, c_q) \in C_0 \times \cdots \times C_q$ where $\{C_k\}_{k=0}^q$ are *coefficient spaces*, then we write:

$$a : C_0 \times \cdots \times C_q \times V_0 \times \cdots \times V_{n-1} \rightarrow \mathbb{R}, \quad a(c_0, \cdots, c_q; v_0, \cdots, v_{n-1}) = a(c; v). \quad (4.14)$$

$$a : C_0 \times \cdots \times C_q \times V_0 \times \cdots \times V_{n-1} \rightarrow \mathbb{R}, \quad a(c_0, \cdots, c_q; v_0, \cdots, v_{n-1}) = a(c; v). \quad (4.15)$$

From here on, we shall work exclusively with forms that are linear in $v$ and possibly non-linear in the coefficients $c$. This is reasonable since non-linear methods based on Newton iterations produces linear problems via Gâteaux differentiation of a non-linear form corresponding to a PDE (also known as the *form Jacobian*). We refer the interested reader to Alnæs et al. (2014, §2.1.2) for more details. For clarity, we present examples of multi-linear forms of arity $\alpha = 0, 1$ and 2 that frequently appear in finite element discretizations using our notation:

$$a(\kappa; v, u) := \sum_{K \in \mathcal{T}_h} \int_K \nabla v \cdot (\kappa \nabla u) \, dx, \quad \alpha = 2, \quad q = 1, \quad (4.16)$$

$$a(f; v) := \sum_{K \in \mathcal{T}_h} \int_K v f \, dx, \quad \alpha = 1, \quad q = 1, \quad (4.17)$$

$$a(f, g) := \sum_{K \in \mathcal{T}_h} \int_K |f - g|^2 \, dx, \quad \alpha = 0, \quad q = 2, \quad (4.18)$$

$$a(\gamma, \sigma) := \sum_{e \in \mathcal{E}_h^\partial} \int_e \gamma \|\sigma\| \, dS + \sum_{e \in \mathcal{E}_h^\partial} \int_e \gamma \sigma \cdot n \, dS, \quad \alpha = 2, \quad q = 0. \quad (4.19)$$

In general, a finite element form will consist of integrals over various geometric domains: integration over cells $\mathcal{T}_h$, interior facets $\mathcal{E}_h^C$, and exterior facets $\mathcal{E}_h^\partial$. Therefore, we express a general multi-linear form in terms of integrals over each set of geometric entities:

$$a(c; v) = \sum_{K \in \mathcal{T}_h} \int_K I^c_K (c; v) \, dx + \sum_{e \in \mathcal{E}_h^C} \int_e I^C_e (c; v) \, dS + \sum_{e \in \mathcal{E}_h^\partial} \int_e I^\partial_e (c; v) \, dS, \quad (4.20)$$

where $I^c_K$ denotes a cell integrand on $K \in \mathcal{T}_h$, $I^C_e$ is an integrand on the interior facet $e \in \mathcal{E}_h^C$, and $I^\partial_e$ is an integrand defined on the exterior facet $e \in \mathcal{E}_h^\partial$. The form
Here, we will consider the case where the interior facet integrands \( \mathcal{I}_e^{c, \partial} (c; v) \) can be decomposed into two independent parts on each interior facet \( e \): one for the positive restriction (+) and the negative restriction (−). That is, for each \( e \in E_h^c \), we may write: \( \mathcal{I}_e^{c, \partial} (c; v) = \mathcal{I}_e^{c, +} (c; v) + \mathcal{I}_e^{c, -} (c; v) \). This allows us to express the integral over an interior facet \( e \) connecting two adjacent elements, say \( K^+ \) and \( K^- \), as the sum of integrals:

\[
\int_{e \subset \partial K^+ \cup \partial K^-} \mathcal{I}_e^{c, \partial} (c; v) \, dS = \int_{e \subset \partial K^+} \mathcal{I}_e^{c, +} (c; v) \, dS + \int_{e \subset \partial K^-} \mathcal{I}_e^{c, -} (c; v) \, dS. \tag{4.21}
\]

Then the local contribution of (4.20) in each cell \( K \), along with its associated facets \( e \subset \partial K \), is simply

\[
a_K (c; v) = \int_K \mathcal{I}_K (c; v) \, dx + \sum_{e \subset \partial K \cap \partial \Omega} \int_e \mathcal{I}_e^{c, \partial} (c; v) \, dS + \sum_{e \subset \partial K \cap \partial \Omega} \int_e \mathcal{I}_e^{c, \partial} (c; v) \, dS. \tag{4.22}
\]

We call (4.22) the cell-local contribution of \( a(c; v) \), with

\[
a(c; v) = \sum_{K \in T_h} a_K (c; v). \tag{4.23}
\]

To make matters concrete, let us suppose \( a(c; v) \) is a bilinear form with arguments \( v = (v_0, v_1) \in V_0 \times V_1 \). Now let \( \{ \Phi_i \}_{i=1}^N \) and \( \{ \Psi_j \}_{j=1}^M \) denote bases for \( V_0 \) and \( V_1 \) respectively. Then the global \( N \times M \) matrix \( A \) corresponding to \( a(c; v_0, v_1) \) has its entries defined via

\[
(A)_{ij} = a (c; \Phi_i, \Psi_j) = \sum_{K \in T_h} (A_K)_{ij}, \quad (A_K)_{ij} = a_K (c; \Phi_i, \Psi_j). \tag{4.24}
\]

By construction, \( (A_K)_{ij} \neq 0 \) if and only if \( \Phi_i \) and \( \Psi_j \) take non-zero values in \( K \). Now we introduce the cell-node map \( i = e(K, \hat{i}) \) as the mapping from the local node number \( \hat{i} \) in \( K \) to the global node number \( i \). Suppose there are \( n \) and \( m \) nodes defining the degrees of freedom for \( V_0 \) and \( V_1 \), respectively, in \( K \). Then all non-zero entries of \( A_K \) arise from integrals involving basis functions with local indices corresponding to the global indices \( i, j \):

\[
\begin{bmatrix} A^K \end{bmatrix}_{ij} := a_K \left( c; \Phi_{e(K, \hat{i})}, \Psi_{e(K, \hat{j})} \right), \quad \hat{i} \in \{1, \ldots, n\}, \quad \hat{j} \in \{1, \ldots, m\}. \tag{4.25}
\]

These local contributions are collected in the \( n \times m \) dense matrix \( A^K \), which we call the element tensor. Then the global matrix \( A \) is directly assembled from the collection of element tensors:

\[
(A)_{ij} \leftarrow e(K, \cdot) \begin{bmatrix} A^K \end{bmatrix}_{ij}, \quad \forall K \in T_h. \tag{4.26}
\]

For details on the general evaluation of finite element basis functions and multilinear forms, we refer the reader to Kirby (2004), Kirby and Logg (2006), Logg et al. (2012), and Homolya et al. (2018). Further details on the global assembly of finite element operators, with a particular focus on code-generation, are summarized in the work of Logg and Wells (2010) and Markall et al. (2012).

In Firedrake, the element tensor is mapped entry-wise into a global sparse array using the cell-node map \( e(K, \cdot) \). This operation is handled by PyOP2 (Rathgeber et
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and serves as the main user-facing abstraction for global finite element assembly. However, to perform static condensation, we need to produce a new global operator by algebraically manipulating different element tensors. This is relatively invasive in numerical code, as it requires bypassing direct operator assembly in order to produce the new tensor. This is precisely the scope of Slate.

Like UFL, Slate relies on the grammar of the host-language: Python. The entire Slate language is implemented as a Python module which defines its types (classes) and operations on said types. Together, this forms a high-level language for expressing dense linear algebra on element tensors. The Slate language consists of two primary abstractions for linear algebra:

1. terminal element tensors corresponding to multi-linear integral forms (matrices, vectors, and scalars), or assembled data (for example, coefficient vectors of a finite element function); and

2. expressions consisting of algebraic operations on terminal tensors.

The composition of binary and unary operations on terminal tensors produces a Slate expression. Such expressions can be composed with other Slate objects in arbitrary ways, resulting in concise representations of complex algebraic operations on locally assembled arrays. We summarize all currently supported Slate abstractions here.

Terminal tensors

In Slate, one associates a tensor with data on a cell either by using a multi-linear form, or assembled coefficient data:

- **Tensor**\( (a(c; v)) \)
  
  associates a form, expressed in UFL, with its local element tensor:

  \[
  A^K \leftarrow a_K(c; v), \text{ for all } K \in T_h. \tag{4.27}
  \]

  The form arity \( \alpha \) of \( a_K(c; v) \) determines the rank of the corresponding Tensor, i.e. scalars, vectors, and matrices are produced from scalars, linear forms, and bilinear forms respectively.\(^3\) The shape of the element tensor is determined by both the number of arguments, and total number of degrees of freedom local to the cell.

- **AssembledVector**\( (f) \)

  where \( f \) is some finite element function. The function \( f \in V \) is expressed in terms of the finite element basis of \( V \): \( f(x) = \sum_{i=1}^{N} f_i \Phi_i(x) \). The result is the local coefficient vector of \( f \) on \( K \):

  \[
  F^K_i = \left\{ f_{e(K, i)} \right\}_{i=1}^{n}, \tag{4.28}
  \]

  where \( e(K, i) \) is the local node numbering and \( n \) is the number of nodes local to the cell \( K \).

\(^3\)Similarly to UFL, Slate is capable of abstractly representing arbitrary rank tensors. However, only rank \( \leq 2 \) tensors are typically used in most finite element applications and therefore we currently only generate code for those ranks.
Symbolic linear algebra

Slate supports typical binary and unary operations in linear algebra, with a high-level syntax close to mathematics. At the time of this work, these include:

- \( A + B \), the addition of two equal shaped tensors: \( A^K + B^K \).
- \( A \cdot B \), a contraction over the last index of \( A \) and the first index of \( B \). This is the usual multiplicative operation on matrices, vectors, and scalars: \( A^K B^K \).
- \(-A\), the additive inverse (negation) of a tensor: \(-A^K\).
- \( A.T \), the transpose of a tensor: \((A^K)^T\).
- \( A.inv \), the inverse of a square tensor: \((A^K)^{-1}\).
- \( A.solve(B, \text{decomposition}="\ldots") \), the result, \( X^K \), of solving a local linear system \( A^K X^K = B^K \), optionally specifying a factorization strategy.
- \( A.blocks[\text{indices}] \), where \( A \) is a tensor from a mixed finite element space. This allows for the extraction of subblocks, which are indexed by field (slices are allowed). For example, if a matrix \( A \) corresponds to the bilinear form \( a : V \times W \to \mathbb{R} \), where \( V = V_0 \times \cdots \times V_n \) and \( W = W_0 \times \cdots \times W_m \) are product spaces consisting of finite element spaces \( \{V_j\}_{j=0}^n \), \( \{W_i\}_{i=0}^m \), then the element tensors have the form:

\[
A^K = \begin{bmatrix}
A_{00}^K & A_{01}^K & \cdots & A_{0m}^K \\
A_{10}^K & A_{11}^K & \cdots & A_{1m}^K \\
\vdots & \vdots & \ddots & \vdots \\
A_{n0}^K & A_{n1}^K & \cdots & A_{nm}^K
\end{bmatrix}.
\]  

(4.29)

The submatrix of (4.29) with block indices \( i = (p, q) \), \( p = \{p_1, \cdots, p_r\} \), \( q = \{q_1, \cdots, q_c\} \), is

\[
A^K_{pq} = \begin{bmatrix}
A_{p_1q_1}^K & \cdots & A_{p_1q_c}^K \\
\vdots & \ddots & \vdots \\
A_{p_rq_1}^K & \cdots & A_{p_rq_c}^K
\end{bmatrix} = A^Kblocks[p, q],
\]  

(4.30)

where \( p \subseteq \{0, \cdots, n\} \), \( q \subseteq \{0, \cdots, m\} \).

Each Tensor instantiated knows all the information about the underlying UFL form that defines it, such as form arguments, coefficients, and the underlying finite element space(s) it operates on. This information is propagated through as unary or binary transformations are applied. All unary and binary operations shown here provide the necessary algebraic framework for a large class of problems, some of which we present in this paper.

In Firedrake, Slate expressions are transformed into low-level parallelizable code by a linear algebra compiler. The compiler interprets Slate expressions as a syntax tree, where the tree is parsed to identify what local arrays need to be assembled and the sequence of array operations. At the time of this work, our compiler generates C++ code, using the templated library Eigen (Guennebaud and Jacob, 2010) for dense linear algebra. The translation from Slate to C++ is fairly straightforward, as all operations supported by Slate have a one-to-one representation in Eigen.
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**Figure 4.2**: The Slate language wraps UFL objects describing the finite element system. The resulting Slate expressions are passed to a specialized linear algebra compiler, which produces a single “macro” kernel assembling the local contributions and executes the dense linear algebra represented in Slate. The kernels are passed to the Firedrake’s PyOP2 interface, which wraps the Slate kernel in a mesh-iteration kernel. Parallel scheduling, code generation, and compilation occurs after the PyOP2 layer.

The compiler pass will generate a single “macro” kernel, which performs the dense linear algebra operations represented in Slate. The resulting code will also include (often multiple) function calls to local assembly kernels generated by TSFC (Homolya et al., 2018) in order to assemble all necessary sub-blocks of an element tensor. All code generated by the linear algebra compiler conforms to the application programming interface (API) of the PyOP2 framework, as detailed by Rathgeber et al. (2012, §3). Figure 4.2 provides an illustration of the complete tool-chain.

### 4.3 Examples

We now present a few examples and discuss solution methods which require element-wise manipulations of finite element systems and their specification in Slate. We stress here that Slate is not limited to these model problems; rather these examples were chosen for clarity and to demonstrate key features of the Slate language. For our discussion, we use a model elliptic equation defined in $\Omega$, the computational domain.

Consider the second-order elliptic PDE with Dirichlet and Neumann boundary conditions:

$$
-\nabla \cdot (\kappa \nabla p) + cp = f \text{ in } \Omega, \quad p = p_0 \text{ on } \partial \Omega_D, \quad -\kappa \nabla p \cdot n = g \text{ on } \partial \Omega_N, \quad (4.31)
$$

where $\partial \Omega_D \cup \partial \Omega_N = \partial \Omega$ and $\kappa, c : \Omega \to \mathbb{R}^+$ are positive-valued coefficients. To obtain a mixed formulation of (4.31), we introduce the auxiliary velocity variable...
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\[ u = -\kappa \nabla p. \]

Setting \( \mu = \kappa^{-1} \), we then obtain the first-order system of PDEs:

\[
\begin{align*}
\mu u + \nabla p &= 0 \quad \text{in } \Omega, \quad (4.32) \\
\nabla \cdot u + cp &= f \quad \text{in } \Omega, \quad (4.33) \\
p &= p_0 \quad \text{on } \partial \Omega_D, \quad (4.34) \\
u \cdot n &= g \quad \text{on } \partial \Omega_N. \quad (4.35)
\end{align*}
\]

4.3.1 Hybridization of mixed methods

Following the model Poisson equation from Section 4.1.1, the mixed method for (4.32)–(4.35) follows identically. Methods of this type seek approximations \((u_h, p_h)\) in the finite-dimensional subspaces \(U_h \times V_h \subset H(\text{div}; \Omega) \times L^2(\Omega)\), defined by:

\[
U_h = \{ w \in H(\text{div}; \Omega) : w|_K \in U(K), \forall K \in T_h, w \cdot n = g \text{ on } \partial \Omega_N \}, \quad (4.36)
\]

\[
V_h = \{ \phi \in L^2(\Omega) : \phi|_K \in V(K), \forall K \in T_h \}, \quad (4.37)
\]

where the \(U_h\) and \(V_h\) are the usual \(H(\text{div}) \times L^2\)-pairing of finite element spaces listed in Sections 2.4.2 and 2.4.4. The resulting mixed finite element problem reads as follows: find \((u_h, p_h) \in U_h \times V_h\) satisfying

\[
\int_{T_h} w \cdot \mu u_h \, dx - \int_{T_h} p_h \nabla h \cdot w \, dx = -\int_{\partial \Omega_D} p_0 w \cdot n \, dS, \quad \forall w \in U_{h,0}, \quad (4.38)
\]

\[
\int_{T_h} \phi \nabla h \cdot u_h \, dx + \int_{T_h} \phi \, cp_h \, dx = \int_{T_h} \phi \, f \, dx, \quad \forall \phi \in V_h, \quad (4.39)
\]

where \(U_{h,0}\) is the subspace of \(U_h\) with functions whose normal components vanish on \(\partial \Omega_N\). The matrix equation is obtained in an identical fashion to (4.10) and has the form:

\[
\begin{bmatrix}
A & -B^T \\
B & D
\end{bmatrix}
\begin{bmatrix}
U \\
P
\end{bmatrix} =
\begin{bmatrix}
F_0 \\
F_1
\end{bmatrix}. \quad (4.40)
\]

As we have stated at in Section 4.1.1, inverting (4.40) using a preconditioner based on a Schur-complement factorization requires two global inversions: one for \(A\) and another for the elliptic\(^4\) Schur-complement \(S = D + BA^{-1}B^T\). Inverting \(A\) is typically not a problem; the operator is symmetric, positive-definite, and sparse. However, forming \(S\) explicitly is impractical due to the dense inverse \(A^{-1}\).

In this case, one typically uses a sparse approximation of \(S\), say \(\tilde{S}\). A common approach in fluid dynamics is to use a diagonal approximation of \(A\) when forming \(\tilde{S}\) (for example, see Benzi, Golub, and Liesen (2005, §10.1.3)):

\[
\tilde{S} = D + B \tilde{A}^{-1}B^T, \quad \tilde{A} = \text{Diag}(A). \quad (4.41)
\]

Since \(\tilde{A}\) is diagonal, its inverse is trivial to compute and \(\tilde{S}\) becomes a sparse operator. However, the resulting Schur-complement is no longer exact. Therefore, an outer Krylov method, such as GMRES, is required to control the reduction of the problem residual. The rate at which GMRES converges will then depend on how well \(\tilde{S}\) approximates \(S\) (Siefert and Sturler, 2006).

\(^4\)The Schur-complement is often called an elliptic operator since \(S\) here can be interpreted as the discretization of the second-order operator: \(cp - \nabla \cdot (\kappa \nabla p)\) (Benzi, Golub, and Liesen, 2005, §10.1.3).
As discussed in Chapter 3, the hybridization technique avoids handling globally dense operators by replacing the original system (4.38)–(4.39) with a discontinuous variant. This is done by replacing the discrete solution space for $u_h$ with the “broken” space $\tilde{U}_h$. The approximation space for $p_h$ remains unchanged. Lagrange multipliers are then introduced as an auxiliary variable in the space $M_h$, defined only on cell-interfaces:

$$M_h = \{ \gamma \in L^2(\mathcal{E}_h) : \gamma|_e \in M(e), \forall e \in \mathcal{E}_h \}.$$  \hspace{1cm} (4.42)

The space $M(e)$ is chosen to be a polynomial space on $e$ of the same degree as $u_h \cdot n|_e$. See Section 3.1.2 for a review of the function spaces for the hybridizable mixed methods.

The resulting hybridizable formulation reads: find $(\tilde{u}_h, p_h, \lambda_h) \in \tilde{U}_h \times V_h \times M_{h,0}$ such that

$$\int_{T_h} \mathbf{w} \cdot \mu \tilde{u}_h \, dx - \int_{T_h} p_h \nabla \cdot \mathbf{w} \, dx + \int_{\mathcal{E}_h \setminus \partial \Omega_D} \lambda_h [\mathbf{w}] \, dS = - \int_{\mathcal{E}_{h,D}} p_0 \mathbf{w} \cdot n \, dS, \hspace{1cm} (4.43)$$

$$\int_{T_h} \phi \nabla \cdot \tilde{u}_h \, dx + \int_{T_h} \phi c p_h \, dx = \int_{T_h} \phi f \, dx, \hspace{1cm} (4.44)$$

$$\int_{\mathcal{E}_h \setminus \partial \Omega_D} \gamma [\tilde{u}_h] \, dS = \int_{\mathcal{E}_{h,N}} \gamma g \, dS, \hspace{1cm} (4.45)$$

for all $(\mathbf{w}, \phi, \gamma) \in \tilde{U}_h \times V_h \times M_{h,0}$, where $M_{h,0}$ denotes the subspace of traces vanishing on $\partial \Omega_D$. The jump condition in (4.45) enforces both continuity of the normal components of $\tilde{u}_h$ across elemental boundaries, as well as the boundary condition on $\partial \Omega_N$. As discussed in Section 3.1.2, the “broken” velocity $\tilde{u}_h$ will coincide with its $H(\text{div})$ counterpart $u_h \in U_h$; the formulations (4.43)–(4.44) and (4.38)–(4.39) are solving equivalent problems (Arnold and Brezzi, 1985).

Notwithstanding a minor break in convention from Section 3.2, we reintroduce our previous notation for the broken velocity $\tilde{u}_h$. This is due to the fact that the discrete coefficient vectors for $\tilde{u}_h$ and $u_h$ in a computer implementation are of different sizes. We therefore distinguish between the two fields to illustrate this fact in our discussion throughout this chapter.

With $\tilde{U}$, $P$, and $\Lambda$ denoting the coefficient vectors for $(\tilde{u}_h, p_h, \lambda_h)$, the matrix system arising from (4.43)–(4.45) has the general form:

$$\begin{bmatrix}
A_{00} & A_{01} & A_{02} \\
A_{10} & A_{11} & A_{12} \\
A_{20} & A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
\tilde{U} \\
P \\
\Lambda
\end{bmatrix} =
\begin{bmatrix}
F_0 \\
F_1 \\
F_2
\end{bmatrix}, \hspace{1cm} (4.46)$$

where the matrix system is produced by expanding test and trial functions in terms of the finite element bases for $\tilde{U}_h$, $V_h$, and $M_h$. Despite the dramatic increase in total number of unknowns to determine, (4.46) has a considerable advantage over (4.40) in the following ways:

1. Since both $\tilde{U}_h$ and $V_h$ are discontinuous spaces, $\tilde{u}_h$ and $p_h$ are coupled only within the cell. This allows us to simultaneously eliminate both $\tilde{U}$ and $P$ via element-wise static condensation. This produces a significantly smaller global problem for $\Lambda$ (the hybridized problem):

$$S_{\lambda} \Lambda = E,$$  \hspace{1cm} (4.47)
where $S_\lambda$ and $E$ are assembled element-wise by computing the local element tensors $\{S^K_\lambda\}_{K \in T_h}$ and $\{E^K\}_{K \in T_h}$ respectively:

$$
S^K_\lambda = A^K_{22} - [A^K_{20} \ A^K_{21}] \begin{bmatrix} A^K_{00} & A^K_{01} \\ A^K_{10} & A^K_{11} \end{bmatrix}^{-1} \begin{bmatrix} A^K_{02} \\ A^K_{12} \end{bmatrix},
$$

(4.48)

$$
E^K = F^K_2 - [A^K_{20} \ A^K_{21}] \begin{bmatrix} A^K_{00} & A^K_{01} \\ A^K_{10} & A^K_{11} \end{bmatrix}^{-1} \begin{bmatrix} F^K_0 \\ F^K_1 \end{bmatrix}.
$$

(4.49)

2. The matrix $S_\lambda$ is sparse, symmetric, positive-definite, and spectrally equivalent to the dense Schur-complement $S = D + BA^{-1}B^T$ from (4.40) of the original mixed system (Gopalakrishnan, 2003; Cockburn, Gopalakrishnan, and Lazarov, 2009).

3. Once $\Lambda$ is computed, both $\hat{U}$ and $P$ can be recovered locally in each element. This can be accomplished in a number of ways. For example, one can compute $P^K$ by solving:

$$
\left( A^K_{11} - A^K_{10} \begin{bmatrix} A^K_{00} \\ A^K_{01} \end{bmatrix}^{-1} A^K_{01} \right) P^K = F^K_1 - A^K_{10} \begin{bmatrix} A^K_{00} \\ A^K_{01} \end{bmatrix}^{-1} F^K_0
$$

$$
- \left( A^K_{12} - A^K_{10} \begin{bmatrix} A^K_{00} \\ A^K_{01} \end{bmatrix}^{-1} A^K_{02} \right) \Lambda^K,
$$

(4.50)

followed by solving for $\hat{U}^K$:

$$
A^K_{00} \hat{U}^K = F^K_0 - A^K_{01} P^K - A^K_{02} \Lambda^K.
$$

(4.51)

Similarly, one could rearrange the order in which each variable is reconstructed.

4. Arnold and Brezzi (1985) showed that $\lambda_h$ is actually an approximation to $p$ on the mesh skeleton. They further demonstrated that $\lambda_h$ can be used to locally post-process $p_h$, yielding a new approximation $\tilde{p}_h$ to $p$ with superconvergent properties. Local post-processing was studied further by Brezzi, Douglas, and Marini (1985), Bramble and Xu (1989), Stenberg (1991), and Cockburn et al. (2010). We highlight two post-processing methods for $\hat{U}_h$ and $p_h$, respectively, in Section 4.3.3.

The hybridization of (4.38)–(4.39) can be interpreted as a static-condensation-amenable mixed method. As noted in early analysis on the cost of static condensation for hybridizable mixed methods (Marini, 1985; Arbogast and Chen, 1995), the cost of local static condensation is small compared to inverting (4.47). This is also reflected in our numerical experiments in Section 4.5.2. Therefore, the efficiency of hybridizable mixed methods relies on fast solution techniques for inverting $S_\lambda$.

Gopalakrishnan (2003) showed that $S_\lambda$ is spectrally equivalent to an elliptic operator. As a result, this has galvanized investigations on applying algebraic multigrid (AMG) methods directly on the condensed operator (Brunner and Kolev, 2011; Kalchev et al., 2016; Dobrev et al., 2019). This also inspired our choice of solver algorithms for hybridized systems resulting in a nonsymmetric $S_\lambda$ due to the implicit-treatment of the Coriolis term in geophysical models.\(^5\) We shall elaborate further on AMG strategies in Section 4.4, including potential avenues for future work.

\(^5\)See, for example, the hybridizable mixed methods for the linear shallow water equations in Section 3.2 and the gravity wave system in Section 3.4.
Listing 4.2: Abridged Firedrake code for solving (4.46) via static condensation and local recovery. Arguments of the mixed space \( \hat{U}_h \times V_h \times M_h \) are indexed by 0, 1, and 2 respectively. The mesh, degree, and function data \( \mu, c, f, g, p_0 \) and \( \lambda_h \) are assumed to have been defined.

```python
U = FunctionSpace(mesh, "DRT", degree)  # Broken RT space
V = FunctionSpace(mesh, "DG", degree - 1)  # DG space
M = FunctionSpace(mesh, "DGT", degree - 1)  # Trace space
W = U * V * M  # User-defined data:
    \mu, c, f, g, p_0

u, p, lmbd = TrialFunctions(W)
w, phi, gmma = TestFunctions(W)
n = FacetNormal(mesh)

# Bilinear and linear forms for (4.43)-(4.45)
a = (dot(w, mu*u)*dx - div(w)*p*dx + lmbd('+')*jump(w,n=n)*dS
+ lmbd*dot(w,n)*ds(neumann_ids)
+ phi*div(u)*dx + phi*c*p*dx
+ gmma('+')*jump(u,n=n)*dS + gmma*dot(u,n)*ds(neumann_ids))
L = (dot(w,n)*p0*ds(dirichlet_ids) + phi*f*dx
+ gmma*g*ds(neumann_ids))

# Blocks of element tensors defining the local 3-by-3 system
A = Tensor(a).blocks
F = Tensor(L).blocks

# Slate expressions for (4.48) and (4.49)

S = assemble(Sexp, bcs=[])  # Evaluate (4.48)
E = assemble(Eexp)  # Evaluate (4.49)
lambda_h = Function(M)  # Function for \( \lambda_h \)

# Solve (4.47)
solve(S, lambda_h, E,
solver_parameters="ksp_type":"preonly", "pc_type":"lu")

p_h = Function(V)  # Function for \( p_h \)
u_h = Function(U)  # Function for \( \hat{u}_h \)
Lambda = AssembledVector(lambda_h)  # Coefficient vector for \( \lambda_h \)
P = AssembledVector(p_h)  # Coefficient vector for \( p_h \)

# Intermediate expressions
Sd = A[1, 1] - A[1, 0] * A[0, 0].inv * A[0, 1]
Sl = A[1, 2] - A[1, 0] * A[0, 0].inv * A[0, 2]

# Slate expressions for (4.50) and (4.51)
p_expr = Sd.solve(F[1] - A[1, 0] * A[0, 0].inv * F[0]
- Sl * Lambda, decomposition="PartialPivLu")
u_expr = A[0, 0].solve(F[0] - A[0, 1] * P - A[0, 2] * Lambda,
    decomposition="PartialPivLu")

assemble(p_expr, p_h)  # Evaluate (4.50)
assemble(u_expr, u_h)  # Evaluate (4.51)
```
Listing 4.2 demonstrates how Slate can be used directly by a Firedrake user. Lines 1–3 define the spaces for the hybridizable RT method on a given mesh (whose definition is omitted for brevity). Test and trial functions for the finite element discretization are defined in the usual way. Lines 12 and 16 demonstrate the capability of UFL for expressing far more than just cell integrals (dx). In particular, surface terms now appear on the interior facets (dS) due to the jump terms.\footnote{For syntactical reasons, UFL requires all arguments defined on interior facets to have a facet restriction (‘+’) or (‘-’) (denoting two sides of any given facet). This is handled implicitly by the UFL operator: \texttt{jump}. However, the trace functions must also be restricted. They have arbitrarily been given the (‘+’) restriction.}

The exterior facet terms (ds) appear on regions of the mesh boundary for the Dirichlet and Neumann conditions. Every built-in Firedrake mesh contains a unique set of boundary markers (typically a list of integers) denoting specific regions along the boundary. Exterior facet integrals along the boundary containing Dirichlet data are denoted by providing the exterior facet measure with a list of boundary markers: \texttt{ds(dirichlet_ids)} (similarly for \texttt{ds(neumann_ids)}). If a mesh is provided from a third-party library, the boundary markers must be specified in the corresponding mesh-input file.\footnote{A public demonstration on providing a Firedrake-compatible mesh using Gmsh (Geuzaine and Remacle, 2009) can be found here: https://www.firedrakeproject.org/demos/immsersed_fem.py.html (Date accessed: November 9, 2019).}

Lines 20–51 contain Slate-specific Firedrake code. Symbolic expressions for (4.48) and (4.49) are shown in lines 24 and 25 respectively. Similarly with the Firedrake demonstration in Section 4.1.1, code-generation only occurs after attempting to numerically evaluate the expression (in this case, calling “assemble” in lines 27–28). Any vanishing conditions for the trace variables can be provided at the point of assembly. A global linear solve for the Lagrange multiplier is performed in line 32. Programming the linear solver is done by providing an appropriate Python dictionary of PETSc options.

Lines 45 and 47 are symbolic expressions for (4.50) and (4.51). In this case, we have provided the argument “decomposition” which instructs the linear algebra compiler (illustrated in Figure 4.2) to insert an external function call to Eigen for performing an LU decomposition. Inverses in lines 24 and 25 could also be replaced with similar solve calls, allowing the user to specify directly how matrix inverses should be computed (by default, \texttt{A.inverse()} performs an LU factorization).

**Remark 9.** The purpose of Listing 4.2 is to demonstrate the high-level syntax Slate provides; it is not necessarily the most convenient way to solve a mixed method using hybridization. In fact, Section 4.4 illustrates a far more compact and composable way to statically condense finite element systems in the form of a PETSc “PC” object.

### 4.3.2 Hybridization of discontinuous Galerkin methods

The hybridizable discontinuous Galerkin (HDG) method is a natural extension of discontinuous Galerkin (DG) discretizations. Similarly with hybridizable mixed methods, and HDG method is a static-condensation-amenable DG method with numerical fluxes expressed in terms of the numerical trace of the scalar variable. Here, we consider a specific HDG discretization, namely the LDG-H method (Cockburn,
The full LDG-H formulation now reads as follows. Find $\partial \phi_k$ Gopalakrishnan, and Sayas (2010), we enforce a stabilizing function that may vary on each facet $e$ where $\lambda_k$ is most of the trial unknowns and a new independent unknown in the trace space.

Deriving the LDG-H formulation follows exactly from standard DG methods. All prognostic variables are sought in the discontinuous spaces $U_h \times V_h \subset [L^2(\Omega)]^n \times L^2(\Omega)$, defined as:

$$U_h = \{ w \in [L^2(\Omega)]^n : w|_K \in U(K), \forall K \in T_h \},$$

$$V_h = \{ \phi \in L^2(\Omega) : \phi|_K \in V(K), \forall K \in T_h \},$$

where $U(K)$ and $V(K)$ are vector and scalar polynomial spaces, respectively, of degree $k \geq 0$. Then the DG method can be formulated as the problem of finding $u_h \in U_h$ and $p_h \in V_h$ such that for all $K \in T_h$:

$$\int_K w \cdot \mu u_h \, dx - \int_K p_h \nabla \cdot w \, dx + \int_{\partial K} \hat{p} w \cdot n \, dS = 0,$$

$$+ \int_{E_h} \phi \lambda_k \| w \| \, dS = 0,$$  \hspace{1cm} (4.52)

$$- \int_K \nabla \phi \cdot u_h \, dx + \int_{\partial K} \phi \hat{u} \cdot n \, dS + \int_K \phi c p_h \, dx = \int_K \phi f \, dx,$$

for all $w \in U(K)$ and $\phi \in V(K)$, where $\hat{p}$ and $\hat{u}$ are the scalar and vector numerical fluxes approximating $p$ and $u = -\kappa \nabla \hat{p}$, respectively, on the boundary of $K$.

To construct an HDG discretization, we define the numerical fluxes to be functions of the trial unknowns and a new independent unknown in the trace space $M_h$, the space of trace functions whose restriction to a facet $e$ is a polynomial of degree at most $k$. For the LDG-H method, the fluxes take the form:

$$\hat{u}(u_h, p_h, \lambda_h, \tau) = u_h + \tau (p_h - \hat{p}) n,$$

$$\hat{p}(\lambda_h) = \lambda_h,$$  \hspace{1cm} (4.53)

where $\lambda_h \in M_h$ is a function approximating the trace of $p$ on $E_h$ and $\tau$ is a positive stabilization function that may vary on each facet $e \in E_h$. Following Cockburn, Gopalakrishnan, and Sayas (2010), we enforce $\lambda_h$ to satisfy the Dirichlet condition on $\partial \Omega_D$ in an $L^2$-projection sense.

The full LDG-H formulation now reads as follows. Find $(u_h, p_h, \lambda_h) \in U_h \times V_h \times M_h$ such that:

$$\int_{T_h} w \cdot \mu u_h \, dx - \int_{T_h} p_h \nabla \cdot w \, dx + \int_{E_h} \lambda_h \| w \| \, dS = 0,$$

$$- \int_{T_h} \nabla \phi \cdot u_h \, dx + \int_{T_h} \phi c p_h \, dx$$

$$+ \int_{E_h} \phi \| u_h + \tau (p_h - \lambda_h) n \| \, dS = \int_{T_h} \phi f \, dx,$$

$$\int_{E_h \backslash \partial \Omega_D} \gamma \| u_h + \tau (p_h - \lambda_h) n \| \, dS = \int_{E_h \backslash \partial \Omega_D} \gamma g \, dS,$$

$$\int_{E_h \backslash \partial \Omega_D} \gamma \lambda_h \, dS = \int_{E_h \backslash \partial \Omega_D} \gamma p_0 \, dS,$$  \hspace{1cm} (4.54)

for all $(w, \phi, \gamma) \in U_h \times V_h \times M_h$. Equation (4.60) is the jump condition, which enforces the continuity of $\hat{u} \cdot n$ on $E_h$ and (4.61) ensures $\lambda_h$ satisfies the Dirichlet condition. By virtue of the jump condition, the numerical flux is single-valued on the
facets. Hence, the LDG-H method defines a conservative DG method (Cockburn, Gopalakrishnan, and Sayas, 2010). The discretization is well-posed and stable for all \( \tau > 0 \). The stability parameter \( \tau \) does, however, have a significant influence on the rates of convergence in the computed solutions. This is especially apparent during local post-processing.

The LDG-H method retains the advantages of standard DG methods while also enabling the assembly of reduced linear systems through static condensation. The matrix system arising from (4.58)–(4.61) has the same general form as the hybridized mixed method in (4.46), except all sub-blocks are now populated with non-zero entries due to the coupling of trace functions with both \( p_h \) and \( u_h \). The Slate expressions for the local elimination and reconstruction operations will be identical to those in Listing 4.2. For the interested reader, a unified analysis of hybridization methods (both mixed and DG) for second-order elliptic equations is presented in Cockburn, Gopalakrishnan, and Lazarov (2009) and Cockburn (2016).

### 4.3.3 Local post-processing

For both mixed (Arnold and Brezzi, 1985; Brezzi, Douglas, and Marini, 1985; Bramble and Xu, 1989; Stenberg, 1991) and DG methods (Cockburn, Gopalakrishnan, and Sayas, 2010; Cockburn, Guzmán, and Wang, 2009), it is possible to locally post-process solutions to obtain superconvergent approximations (gaining one order of accuracy over the unprocessed solution). These methods can be expressed as local solves on each element, and so this fits well within the scope of Slate. In this section, we present two post-processing techniques: one for scalar fields, and another for the vector unknown. The Slate code follows naturally from previous discussions in Sections 4.3.1 and 4.3.2, using the standard set of operations on element tensors summarized in Section 4.2.1.

#### Post-processing of the scalar solution

Our first example is a modified version of the procedure presented by Stenberg (1991) for enhancing the accuracy of the scalar solution. This was also highlighted within the context of hybridizing eigenproblems by Cockburn et al. (2010). This post-processing technique can be used for both the hybridizable mixed and LDG-H methods. We proceed by posing the finite element systems cell-wise.

Let \( P_k(K) \) denote a polynomial space of degree \( \leq k \) on a cell \( K \in T_h \). Then for a given pair of computed solutions \( u_h, p_h \) of the hybridizable methods, we define the post-processed scalar \( p_h^* \in P_{k+1}(K) \) as the unique solution of the local problem:

\[
\int_K \nabla w \cdot \nabla p_h^* \, dx = -\int_K \nabla w \cdot \kappa^{-1} u_h \, dx \tag{4.62}
\]

\[
\int_K v p_h^* \, dx = \int_K v p_h \, dx, \tag{4.63}
\]

for all \( w \in P_{k+1}(K) \) and \( v \in P_l(K), 0 \leq l \leq k \). Here, the space \( P_{k+1}^{l+1}(K) \) denotes the \( L^2 \)-orthogonal complement of \( P_l(K) \). This post-processing method directly uses the definition of the flux \( u_h \), the approximation of \( -\kappa \nabla p \). In practice, the space \( P_{k+1}^{l+1}(K) \) may be constructed using an orthogonal hierarchical basis, and solving (4.62)–(4.63) amounts to inverting a symmetric positive definite system in each cell of the mesh.
Listing 4.3: Example of local post-processing using Firedrake and Slate. Here, we locally solve the mixed system defined in (4.62)–(4.63). The corresponding symbolic local tensors are defined in lines 12 and 17. The Slate expression for directly inverting the local system is written in line 20. In line 24, a Slate-generated kernel is produced which solves the resulting linear system in each cell. Since we are not interested in the multiplier, we only return the block corresponding to the post-processed scalar solution.

```python
# Define spaces for the higher-order scalar approximation
# and Lagrange multipliers
DGk1 = FunctionSpace(mesh, "DG", degree + 1)
DG0 = FunctionSpace(mesh, "DG", 0)

# Test and trial functions
W = DGk1 * DG0
p, psi = TrialFunctions(W)
w, phi = TestFunctions(W)

# Create local Slate tensors for the post-processing system
K = Tensor((inner(grad(p), grad(w)) + inner(psi, w)
+ inner(p, phi))*dx)
F = Tensor((-inner(u_h, grad(w)) + inner(p_h, phi))*dx)

# Solve (4.64)-(4.65)
E = K.inv * F
p_star = Function(DGk1, name="Post-processed scalar")
assemble(E.blocks[0], p_star)
```

At the time of this work, Firedrake does not support the construction of such a finite element basis. However, we can introduce Lagrange multipliers to enforce the orthogonality constraint. The resulting local problem then becomes the following mixed system: find \((p^*_h, \Psi) \in \mathcal{P}_{k+1}(K) \times \mathcal{P}_l(K)\)

\[
\int_K \nabla w \cdot \nabla p^*_h \, dx + \int_K w \Psi \, dx = - \int_K \nabla w \cdot \kappa^{-1} u_h \, dx, \tag{4.64}
\]

\[
\int_K \phi p^*_h \, dx = \int_K \phi p \, dx, \tag{4.65}
\]

for all \(w \in \mathcal{P}_{k+1}(K)\) and \(\phi \in \mathcal{P}_l(K), 0 \leq l \leq k\). The local problems (4.64)–(4.65) and (4.62)–(4.63) are equivalent, with the Lagrange multiplier \(\Psi\) enforcing orthogonality of test functions in \(\mathcal{P}_{k+1}(K)\) with functions in \(\mathcal{P}_l(K)\).

This post-processing method produces a new approximation which superconverges at a rate of \(k + 2\) for hybridized mixed methods (Stenberg, 1991; Cockburn et al., 2010). For the LDG-H method, \(k + 2\) superconvergence is achieved when \(\tau = \mathcal{O}(1)\) and \(\tau = \mathcal{O}(h)\), but only \(k + 1\) convergence is achieved when \(\tau = \mathcal{O}(1/h)\) (Cockburn, Guzmán, and Wang, 2009; Cockburn, Gopalakrishnan, and Sayas, 2010). We demonstrate the increased accuracy in computed solutions in Section 4.5.1. An abridged example using Firedrake and Slate to solve the local linear systems is provided in Listing 4.3.
4.4. Static condensation as a preconditioner

Post-processing of the flux

Our second example illustrates a procedure that uses the numerical flux of an HDG discretization for (4.32)–(4.35). Within the context of the LDG-H method, we can use the numerical trace in (4.56) to produce a vector field that is in $H(\text{div})$. Specifically, the new flux $\mathbf{u}_h^*$ has continuous normal components on $\mathcal{E}_h$. The technique we outline here follows that of Cockburn, Guzmán, and Wang (2009).

Let $\mathcal{T}_h$ be a mesh consisting of simplices. On each cell $K \in \mathcal{T}_h$, we define $\mathbf{u}_h^*$ to be the unique element of the local Raviart-Thomas space $[P_k(K)]^n + xP_k(K)$ satisfying

$$\int_K \mathbf{r} \cdot \mathbf{u}_h^* \, dx = \int_K \mathbf{r} \cdot \mathbf{u}_h \, dx,$$

$$\int_{\mathcal{E}_h} \mu \mathbf{u}_h^* \cdot \mathbf{n} \, dS = \int_{\mathcal{E}_h} \mu \mathbf{\hat{u}} \cdot \mathbf{n} \, dS,$$

for all facets $e$ on $\partial K$, where $\mathbf{\hat{u}}$ is the numerical flux defined in (4.56). This local problem produces a new velocity $\mathbf{u}_h^*$ with the following properties:

1. $\mathbf{u}_h^*$ converges at the same rate as $\mathbf{u}_h$ for all choices of $\tau$ producing a solvable system for (4.58)–(4.61). However,

2. $\mathbf{u}_h^* \in H(\text{div}; \Omega)$. That is, $[\mathbf{u}_h^*]_e = 0$, $\forall e \in \mathcal{E}_h^\circ$.

3. Additionally, the divergence of $\mathbf{u}_h^*$ converges at a rate of $k+1$.

The Firedrake implementation using Slate is similar to the scalar post-processing example (see Listing 4.3); the cell-wise linear systems (4.66)–(4.67) can be expressed in UFL, and therefore the necessary Slate expressions to invert the local systems follows naturally from the set of operations presented in Section 4.2.1. We use the very sensitive parameter dependency in the post-processing methods to validate our software implementation in Zenodo/Tabula-Rasa (2019, “Code-verification”).

4.4 Static condensation as a preconditioner

We have already demonstrated the flexible composition of solvers and preconditioners PETSc provides in Section 4.1.1. Firedrake already relies heavily on PETSc through its Python interface: petsc4py (Dalcin et al., 2011). In addition to having access to a wide range of third-party libraries through PETSc (MUMPS (Amestoy, Duff, and L’Excellent, 2000), UMFPACK (Davis, 2004), hypre (Baker et al., 2011), and many more), Firedrake can provide operator-based preconditioners for solving linear systems as Python-implemented (through petsc4py) PC objects. These specialized preconditioners use the underlying UFL representation of the PDE in a Python context accessible to PETSc. The result is a PC capable of accessing the PDE-level information as needed.

Slate enables static condensation approaches to be expressed very concisely. Nonetheless, application of static condensation to different finite element systems using Slate still requires a certain amount of code repetition; solving different PDE systems may require re-deriving the necessary Slate expressions to condense the system and recover unknowns. By formulating each form of static condensation as a preconditioner, code can be written once and then applied to any mathematically suitable problem. Rather than writing the static condensation by hand, in many cases, it is
sufficient to just select the appropriate, Slate-based, preconditioner. Before we proceed, it will be useful to quickly explain our notation for linear solvers.

Suppose we wish to solve a linear system: \( Ax = b \). We can think of (left) preconditioning the system in residual form:

\[
r = r(A, b) \equiv b - Ax = 0
\]  

(4.68)

by an operator \( \mathcal{P} \) (\( \text{PC} \)), which may not necessarily be linear, as a transformation into an equivalent system of the form

\[
\mathcal{P}r = \mathcal{P}b - \mathcal{PA}x = 0.
\]  

(4.69)

Given a current iterate \( x_i \), the residual at the \( i \)-th iteration is simply \( r_i \equiv b - A x_i \), and \( \mathcal{P} \) acts on the residual to produce an approximation to the error \( \epsilon_i \equiv x - x_i \). If \( \mathcal{P} \) is an application of an exact inverse, the residual is converted into an exact (up to numerical round-off) error.

We will denote the application of a particular Krylov subspace method (\( \text{KSP} \)) for the linear system (4.68) as \( \mathcal{K}_x(r(A, b)) \). Upon preconditioning the system via \( \mathcal{P} \) as in (4.69), we write

\[
\mathcal{K}_x(\mathcal{P}r(A, b)).
\]  

(4.70)

If (4.70) is solved directly via \( \mathcal{P} = A^{-1} \), then \( \mathcal{P}r(A, b) = A^{-1}b - x \). So (4.70) then becomes \( \mathcal{K}_x(r(I, A^{-1}b)) \), producing the exact solution of (4.68) in a single iteration of \( \mathcal{K} \). Having established notation, we now present our implementation of static condensation via Slate by defining the appropriate operator, \( \mathcal{P} \).

### 4.4.1 Interfacing with PETSc via custom preconditioners

The implementation of preconditioners in Firedrake requires manipulation not of assembled matrices, but rather their symbolic representation. To do this, we use the preconditioning infrastructure developed by Kirby and Mitchell (2018b), which gives preconditioners written in Python access to the symbolic problem description. In Firedrake, this means all derived preconditioners have direct access to the UFL representation of the PDE system. From this mathematical specification, we manipulate this appropriately via Slate and provide operators assembled from Slate expressions to PETSc for further algebraic preconditioning. Using this approach, we have developed a static condensation interface for the hybridization of \( H(\text{div}) \times L^2 \) mixed problems, and a generic interface for statically condensing finite element systems. The advantage of writing even the latter as a preconditioner is the ability to switch out the solution scheme for the system, even when nested inside a larger set of coupled equations or non-linear solver (Newton-based methods) at runtime.

PETSc supports user-defined preconditioners through petc4py. To use a Python \( \text{PC} \) in Firedrake, one only needs to set the appropriate solver options. Setting “\( \text{pc\_type} \)” to be of type “\( \text{python} \)” tells PETSc that a custom petc4py preconditioner is being provided. Then one needs to specify the type of Python preconditioner through the solver option: “\( \text{pc\_python\_type} \)”. We shall provide explicit examples for the preconditioners considered in this section.
4.4.2 A general-purpose static condensation preconditioner

As discussed in Sections 4.3.1 and 4.3.2, one of the main advantages of using a hybridizable variant of a DG or mixed method is that such systems permit the use of cell-wise static condensation. To facilitate this, we provide a PETSc PC static condensation interface: firedrake.SCPC. This preconditioner takes any static-condensation-amenable system (such as (4.46)) and performs the local elimination and recovery procedures. Slate expressions are generated from the underlying UFL problem description.

As an abstract example, suppose we have a block linear system of the form:

\[
\begin{bmatrix}
A_{e_1, e_1} & \cdots & A_{e_1, e_{m_1}} \\
\vdots & \ddots & \vdots \\
A_{e_{m_1}, e_1} & \cdots & A_{e_{m_1}, e_{m_1}}
\end{bmatrix} \begin{bmatrix}
X_{e_1} \\
\vdots \\
X_{e_{m_1}}
\end{bmatrix} = \begin{bmatrix}
R_{e_1} \\
\vdots \\
R_{e_{m_1}}
\end{bmatrix},
\]

(4.71)

where \(X_{e_1}, X_{e_i}\) are coefficient vectors for the fields with indices \(e_1\) and \(e_i\), respectively, and \(R_{e_1}, R_{e_i}\) are the associated right-hand sides. More compactly, we can rewrite (4.71) using block-matrix notation

\[
\begin{bmatrix}
A_{e,e} & A_{e,c} \\
A_{c,e} & A_{c,c}
\end{bmatrix} \begin{bmatrix}
X_e \\
X_c
\end{bmatrix} = \begin{bmatrix}
R_e \\
R_c
\end{bmatrix},
\]

(4.72)

where \(X_e, X_c, R_e,\) and \(R_c\) are block-vectors. The system (4.72) is assumed to be static-condensation-amenable in the sense that all fields with indices \(e_1, \ldots, e_{n}\) are cell-local. This allows for a reordering of (4.71) such that the matrix associated with the cell-local degrees of freedom \(A_{e,e}\) is rendered block-diagonal (cf. Figures 3.5A and 3.5B in Section 3.1.2).

Mathematically, the firedrake.SCPC preconditioner can be interpreted as a Schur-complement method for (4.72) of the form:

\[
P = \begin{bmatrix}
I & -A_{e,e}^{-1}A_{e,c} \\
0 & I
\end{bmatrix} \begin{bmatrix}
A_{e,e}^{-1} & 0 \\
0 & S_{c}^{-1}
\end{bmatrix} \begin{bmatrix}
I & 0 \\
-A_{c,c}A_{e,e}^{-1} & I
\end{bmatrix},
\]

(4.73)

where \(S_c = A_{e,e} - A_{c,c}A_{e,e}^{-1}A_{e,e}\) is the Schur-complement operator for the \(X_c\) system. The distinction here from block preconditioners via the PETSc fieldsplit option, described in Section 4.1.1, is that the application of \(P\) does not require two global inversions. In fact, the global system (4.72) is not even required to be explicitly assembled. By construction, \(A_{e,e}^{-1}\) is sparse and can be evaluated cell-wise. As a result, \(S_c\) is sparse and can be assembled exactly (up to numerical round-off) by computing the element tensors \(S^K\):

\[
S^K_c = A^K_{c,c} - A^K_{e,e} \left( A^K_{e,e} \right)^{-1} A^K_{e,c}.
\]

(4.74)

The only globally coupled system requiring iterative inversion is \(S\):

\[
\mathcal{K}_{X_e}(P, r(S_c, R_c)),
\]

(4.75)
Algorithm 2: firedrake.SCPC

**Require:** Static-condensation-amenable finite element system:

\[
\begin{bmatrix}
A_{ee} & A_{ec} \\
A_{ce} & A_{cc}
\end{bmatrix}
\begin{bmatrix}
X_e \\
X_c
\end{bmatrix}
= 
\begin{bmatrix}
R_e \\
R_c
\end{bmatrix}
\]

1: Evaluate \( S \) cell-wise:

\[
S^K_e = A^K_{ce} - A^K_{ee} \left( A^K_{ee} \right)^{-1} A^K_{ce} \quad \triangleright \text{Static condensation}
\]

2: Evaluate \( R \) cell-wise:

\[
R^K_e = R^K_c - A^K_{ce} \left( A^K_{ee} \right)^{-1} R^K_e \quad \triangleright \text{Forward elimination}
\]

3: Globally solve for \( X_c \):

\[K X_c (P_s r(S_c, R_s))\]

4: Compute \( X_e \) cell-wise:

\[
X^K_e = (A^K_{ee})^{-1} \left( R^K_c - A^K_{ce} X^K_c \right) \quad \triangleright \text{Back-substitution}
\]

\[\text{return } X = \{ X_e \; X_c \}^T\]

Listing 4.4: Example invocation of the Firedrake preconditioner: firedrake.SCPC.

```
1 -pc_type python
2 -pc_python_type firedrake.SCPC
3 -pc_sc_eliminate_fields 0, 1
4 -condensed_field_ksp_type cg
5 -condensed_field_pc_type ilu
```

where \( R_c \) is the condensed right-hand side, evaluated locally via:

\[
R^K_e = R^K_c - A^K_{ce} \left( A^K_{ee} \right)^{-1} R^K_e, \quad (4.76)
\]

and \( P_s \) is a preconditioner for \( S \). Once \( X_c \) is computed, \( X_e \) is recovered via back-substitution. This is achieved by inverting the linear system element-by-element:

\[
A^K_{ee} X^K_e = R^K_e - A^K_{ce} X^K_c. \quad (4.77)
\]

All matrix inversions are computed using an LU factorization. Algorithm 2 describes the entire application procedure. Static condensation, forward elimination, and back-substitution are all performed via Slate-generated kernels.

The solver option “pc_sc_eliminate_fields” controls which unknowns are locally eliminated by providing a list of field indices. Eliminating the specified unknowns cell-wise will produce a condensed system for the remaining unknowns. The linear solver for the condensed system can be configured just like any PETSc solver object. This can be programmed directly using the options prefix: “condensed_field.” For example, suppose we have a three-field problem with indices 0, 1, and 2. Then to configure this PC to eliminate fields “0,1” and solve the condensed problem using a preconditioned conjugate gradient method (ILU), one might use options like in Listing 4.4.

This preconditioner is suitable for both hybridized mixed and HDG discretizations. It can also be used within other contexts, such as the static condensation of continuous Galerkin discretizations (Guyan, 1965; Irons, 1965) or primal-hybrid methods (Devloo et al., 2018). Optimal choices of \( P_s \) for the condensed system will depend heavily on the application. The advantage of using firedrake.SCPC is that it provides a flexible environment for rapid experimentation with different choices of \( P_s \).
4.4.3 Preconditioning mixed methods via hybridization

The preconditioner firedrake.HybridizationPC expands on the previous one. This time, we take an $H(\text{div}) \times L^2$ discretization of a mixed method for a scalar elliptic equation and automatically form the hybridizable problem. This is accomplished through manipulating the UFL objects representing the discretized PDE. This includes replacing argument spaces with their discontinuous counterparts, introducing test functions on an appropriate trace space, and providing operators assembled from Slate expressions in a similar manner as described in Section 4.4.2.

As a concrete example, consider the mixed finite element problem in Section 4.3.1, specifically equations (4.38)–(4.39). The problem we originally have (in matrix form) is:

$$AX = R, \quad A = \begin{bmatrix} A & -B^T \\ B & D \end{bmatrix}, \quad X = \begin{bmatrix} U \\ P \end{bmatrix}, \quad R = \begin{bmatrix} R_U \\ R_P \end{bmatrix}, \quad (4.78)$$

where $A$ is the matrix given in (4.40) and $R$ is the right-hand side information. The process of transforming (4.78) into its equivalent hybridizable form is mathematically straightforward.

Since all Firedrake Python preconditioners have direct access to the UFL representation of the PDE, we know precisely what function spaces are present. In particular, the preconditioner knows about the mixed function spaces $U_h \times V_h \subset H(\text{div}) \times L^2$ and the UFL forms describing the problem. From this information, the preconditioner can perform the following:

1. Given $U_h$, we know the family of the $H(\text{div})$-finite element, its degree, and the mesh its defined on. Using this information, its broken version $\hat{U}_h$ can immediately be constructed.\(^8\)

2. From the degree of the $H(\text{div})$-finite element space, we can determine the degree of the corresponding trace space $M_h$.

3. Given the UFL forms describing the mixed formulation, we can create a new UFL expression by replacing its arguments with test/trial functions from $\hat{U}_h$.

4. The preconditioner has access to any strong boundary conditions imposed in $U_h$ and its associated boundary markers on the mesh. Using this information together with the trace space $M_h$, the UFL form is extended by adding interior and exterior facet integrals containing the Lagrange multiplier.

5. The jump condition enforcing normal-component continuity of the trial function in $\hat{U}_h$ is added to the new UFL problem.

Items 1–5 require nothing more than targeted inspection and manipulation of UFL objects. The allows the preconditioner to form the hybridizable system:

$$\begin{bmatrix} \hat{A} & -\hat{B}^T \\ \hat{B} & \hat{D} \\ \hat{C} & 0 \end{bmatrix} \begin{bmatrix} \hat{U} \\ \hat{P} \end{bmatrix} = \begin{bmatrix} \hat{R}_U \\ \hat{R}_P \\ \hat{R}_g \end{bmatrix}, \quad (4.79)$$

where $\hat{\cdot}$ denotes modified matrices and vectors corresponding to forms with replaced arguments in $\hat{U}_h$ ($D$ and $R_P$ are unchanged), $\hat{U}$ is the coefficient vector for

\(^8\)Every finite element space in UFL can be made discontinuous using built-in UFL functions that topologically re-associates degrees of freedom with the cell only.
the discontinuous flux, $\Lambda$ is the coefficient vector for the Lagrange multiplier. The last equation in (4.79) is the matrix-form of the jump condition in (4.45): $C\hat{U} = R_\partial$, where the vector $R_\partial$ appears as a result of weakly incorporating strong boundary conditions on the flux variable. Equation (4.79) can be written more compactly as the block system:

$$\begin{bmatrix} \hat{\mathcal{A}} & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} \hat{X} \\ \Lambda \end{bmatrix} = \begin{bmatrix} \hat{R} \\ R_\partial \end{bmatrix},$$

with

$$\hat{\mathcal{A}} = \begin{bmatrix} \hat{A} & -\hat{B}^T \\ \hat{B} & D \end{bmatrix}, \quad C = [C \ 0], \quad \hat{X} = \begin{bmatrix} \hat{U} \\ P \end{bmatrix}, \quad \hat{R} = \begin{bmatrix} \hat{R}_U \\ R_P \end{bmatrix}.$$

From this point, the application of firedrake.HybridizationPC follows identically to firedrake.SPC; its application can be interpreted as a Schur-complement reduction of (4.80):

$$\hat{\mathcal{P}} = \begin{bmatrix} I & -\hat{\mathcal{A}}^{-1}C^T \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{\mathcal{A}}^{-1} & 0 \\ 0 & S_\Lambda^{-1} \end{bmatrix} \begin{bmatrix} I & 0 \\ -C\hat{\mathcal{A}}^{-1} & I \end{bmatrix},$$

where $S_\Lambda$ is the Schur-complement matrix: $S_\Lambda = -C\hat{\mathcal{A}}^{-1}C^T$. The inversion of $\hat{\mathcal{A}}$ does not require a global solver since $\hat{\mathcal{U}}$ and $P$ are cell-local. Similarly, (4.80) never needs to be explicitly assembled; only a single global problem for $\Lambda$ is needed to completely solve the hybridizable system. The recovery of $\hat{\mathcal{U}}$ and $P$ happens in the same manner as in firedrake.SPC.

As first shown by Arnold and Brezzi (1985), the flux solutions $u_h$ for (4.78) and $\hat{u}_h$ for (4.79) approximate the same field using mathematically equivalent formulations. Since the input system provided to this preconditioner is the original mixed method (4.78), we need to project the computed solution into $U_h$. This ensures that the coefficient vector for the computed solution has the correct dimension.

To do this, we follow Arbogast and Chen (1995) and introduce an averaging operator $\pi_{\text{avg}} : \tilde{U}_h \rightarrow U_h$. Then for any $\tilde{w} \in \tilde{U}_h$, we define $\pi_{\text{avg}}(\tilde{w})$ as the function with

$$\pi_{\text{avg}}(\tilde{w})|_K = \tilde{w}|_K, \quad K \in T_h,$$

$$\pi_{\text{avg}}(\tilde{w})|_e = \frac{1}{2} (\tilde{w}|_{K^+} \cdot n_e^+ + \tilde{w}|_{K^-} \cdot n_e^-), \quad e = \partial K^+ \cap \partial K^- \in \mathcal{E}_h^d,$$

$$\pi_{\text{avg}}(\tilde{w})|_e = \tilde{w}|_e, \quad e \in \mathcal{E}_h^\partial.$$

A straightforward calculation verifies that $\pi_{\text{avg}}(\tilde{w})$ has continuous normal components on $\mathcal{E}_h^d$, hence $\pi_{\text{avg}}(\tilde{w}) \in U_h$:

$$\|\pi_{\text{avg}}(\tilde{w})\|_e = \frac{1}{2} (\tilde{w}|_{K^+} \cdot n_e^+ + \tilde{w}|_{K^-} \cdot n_e^-) + \frac{1}{2} (\tilde{w}|_{K^-} \cdot n_e^- + \tilde{w}|_{K^+} \cdot n_e^+)$$

$$= \frac{1}{2} (\tilde{w}|_{K^+} + \tilde{w}|_{K^-} - \tilde{w}|_{K^-} - \tilde{w}|_{K^+}) \cdot n_e^+ = 0,$$

for all $e = \partial K^+ \cap \partial K^-, K^+, K^- \in T_h$. In terms of implementation, evaluating $\pi_{\text{avg}}(\hat{u}_h)$ can be done by simply averaging the nodal values $\hat{U}$. The coefficient vector for (4.78) is then updated via the matrix-vector product: $U \leftarrow \Pi_{\text{avg}}\hat{U}$. More specifically, the
operator $\Pi_{\text{avg}}$ is an averaging matrix in $\mathbb{R}^{\text{dim } U_h \times \text{dim } \hat{U}_h}$ with entries:

$$
(\Pi_{\text{avg}})_{ij} = |\omega_i|^{-1}\chi(i; \hat{\Psi}_j),
$$

where $|\omega_i|$ denotes the number of cells $K$ sharing the global degree of freedom (node) $n_i$ of $U_h$, and $\chi(i; \hat{\Psi}_j)$ is an indicator function taking a value of 0 if the basis function $\hat{\Psi}_j \in \hat{U}_h$ vanishes at $n_i$ and 1 otherwise.

Note that for any degree of freedom for $U_h$, there will be exactly one nodal basis function $\Psi_i \in U_h$ taking a value of one at that node. However, if a degree of freedom is associated with an interior facet, there will be two basis functions $\hat{\Psi}_i^+, \hat{\Psi}_i^- \in \hat{U}_h$ taking values of one at that node (each contributing to the node from both sides of the two cells sharing the facet). This due to the fact that $\hat{U}_h$ is a globally discontinuous finite element space.

It is also worth mentioning that $\Pi_{\text{avg}}$ is never explicitly assembled by this preconditioner; instead its matrix-vector product is evaluated by directly averaging the entries of $\hat{U}_h$. This process can be done cheaply and requires a negligible amount of computational work.

With $\hat{P}$ as in (4.82), applying firedrake.HybridizationPC on the original system $AX = R$ can be described mathematically as:

$$
\mathcal{P} = \Pi \hat{P} \Pi^T, \quad \Pi = \begin{bmatrix} \Pi_{\text{avg}} & 0 & 0 \\ 0 & I & 0 \end{bmatrix}.
$$

It is worth noting here that assembly of the right-hand side for the Lagrange multiplier system requires slightly more attention. We specifically need to address the co-vector $R_U$ in the $H(\text{div})$-finite element space $U_h$.

The situation we are given is that we have $R_U = R_U(w)$ for $w \in U_h$, but require $\hat{R}_U(\hat{w})$ for $\hat{w} \in \hat{U}_h$. For consistency, we additionally require:

$$
\hat{R}_U(w) = R_U(w), \quad \forall w \in U_h.
$$

We can construct such a $\hat{R}_U$ in the following way. First, let $n_i$ denote a global degree of freedom for $U_h$ associated with a particular mesh entity (cell interiors or facets) and its associated basis function $\Psi_i \in U_h$. Then by construction, we have:

$$
\Psi_i = \begin{cases} 
\hat{\Psi}_i |_{e} & \text{for } n_i \text{ associated with } e \in \mathcal{E}_h^\partial, \\
\hat{\Psi}_i^+ |_{e} + \hat{\Psi}_i^- |_{e} & \text{for } n_i \text{ associated with } e \in \mathcal{E}_h^\circ, \\
\hat{\Psi}_i |_{K} & \text{for } n_i \text{ associated with } K \in \mathcal{T}_h,
\end{cases}
$$

where $\hat{\Psi}_i, \hat{\Psi}_i^\pm \in \hat{U}_h$ are basis functions whose evaluations at $n_i$ are non-zero. For degrees of freedom on interior facets, both $\hat{\Psi}_i^\pm$ contribute half of the total contribution on a given interior facet. Therefore, we define our “broken” right-hand side as the locally averaged expression:

$$
\hat{R}_U(\hat{\Psi}_i) |_{K} = |\omega_i|^{-1}R_U(\Psi_i) |_{K}, \quad K \in \mathcal{T}_h,
$$

where $|\omega_i|$ is as defined previously: the total number of cells sharing the degree of freedom $n_i$. 


Algorithm 3: firedrake.HybridizationPC

Require: Mixed formulation of a scalar elliptic equation: \( \mathbf{AX} = \mathbf{R} \)

1: Formulate the hybridizable system:
\[
\begin{bmatrix}
\mathbf{\hat{A}} & \mathbf{C}^T \\
\mathbf{C} & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{\hat{X}} \\
\Lambda
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{\hat{R}} \\
\mathbf{R}_s
\end{bmatrix}
\]

2: Evaluate \( S_\lambda \) cell-wise:
\[
S^K_\lambda = -\mathbf{C}^T (\mathbf{\hat{A}}^K)^{-1} (\mathbf{C}^K)^T
\]
\( \triangleright \) Static condensation

3: Evaluate \( \mathbf{R} \rightarrow \mathbf{\hat{R}} \)
\( \triangleright \) Transfer right-hand side

4: Evaluate \( \mathbf{R}_s \) cell-wise:
\[
R^K_s = R^K_s - \mathbf{C}^K (\mathbf{\hat{A}}^K)^{-1} \mathbf{\hat{R}}^K
\]
\( \triangleright \) Forward elimination

5: Globally solve for \( \Lambda \):
\[
\mathbf{K}_\Lambda (\mathbf{P}_s r(S_\lambda, \mathbf{R}_s))
\]

6: Compute \( \mathbf{\hat{X}} \) cell-wise:
\[
\mathbf{\hat{X}}^K = (\mathbf{\hat{A}}^K)^{-1} (\mathbf{\hat{R}}^K - (\mathbf{C}^K)^T \Lambda^K)
\]
\( \triangleright \) Back-substitution

7: Evaluate \( \mathbf{X} \leftarrow \Pi \mathbf{\hat{X}} \)
\( \triangleright \) Project

return \( \mathbf{X} = \{ \mathbf{U} \quad \mathbf{P} \}^T \)

LISTING 4.5: Example invocation of the preconditioner: firedrake.HybridizationPC.

```
1 -pc_type python
2 -pc_python_type firedrake.HybridizationPC
3 -hybridization_ksp_type cg
4 -hybridization_pc_type icc
```

Using (4.90), (4.91), and the fact that \( \mathbf{R}_U \) is linear in its argument, we can verify that our construction of \( \mathbf{\hat{R}}_U \) satisfies (4.89). Evaluating (4.91) can be performed similarly to the averaging of the coefficient vector \( \mathbf{\hat{U}} \). We do this by just averaging the assembled dual vector directly using \( \Pi_{avg} \), \( \mathbf{\hat{R}}_U \leftarrow \Pi_{avg}^T \mathbf{R}_U \).

Algorithm 3 describes the application of the firedrake.HybridizationPC solver object. It can be applied to a wide array of mixed methods which permit direct hybridization. The advantage of a preconditioner like this is that the actual hybridization occurs automatically; therefore one does not need to modify their original problem description to use this PC. For example, the initial mixed Poisson demonstration in Section 4.1.1 (Listing 4.1) can be solved using this preconditioner without actually having to write down the hybridizable formulation. Instead, this hybridization procedure can be readily applied by specifying the necessary solver options.

Listing 4.5 demonstrates how one might invoke this preconditioner on a suitable mixed discretization. The options prefix “hybridization_” is used to configure the linear solver object for the Lagrange multipliers. In the example, we chose to use a preconditioned conjugate gradient method using an incomplete Cholesky factorization. Having presented our static condensation preconditioners, it will now be useful to discuss preconditioning strategies for the Lagrange multipliers. Specifically, we argue that AMG-based preconditioning is effective, especially for the trace systems arising out of hybridizable mixed methods.
4.4.4 Preconditioning the Lagrange multiplier system

We shall focus now on the linear solver for the Lagrange multipliers:

$$\mathcal{K}_\Lambda(\mathcal{P}_s r(S_\lambda, R_s)),$$

(4.92)

where $S_\lambda$ is the statically condensed trace operator, $R_s$ is the right-hand side, and $\mathcal{P}_s$ is the preconditioner. The choice of $\mathcal{P}_s$ and $\mathcal{K}$ will be the main focus of this section. We shall focus our discussion the case where (4.92) is the condensed system for the hybridizable mixed method.

For the hybridization of the model mixed problem (4.38)–(4.39) from Section 4.3.1, it was shown that $S_\lambda$ is symmetric positive-definite and spectrally equivalent to a second-order elliptic operator (Gopalakrishnan, 2003; Cockburn and Gopalakrishnan, 2005). As a result, the optimal choice of $\mathcal{K}$ is the conjugate gradient method.

It was shown by Brunner and Kolev (2011), both theoretically and demonstrated in practice, that classical AMG (Ruge and Stüben, 1987; Stüben, 2001) (where coarsening is performed using subsets of degrees of freedom) gives mesh-independent convergence for Schur-complement systems arising from mixed formulations of scalar elliptic equations. This naturally leads to considering similar approaches for (4.92).

To further motivate us in this direction, we summarize a key result by Cockburn and Gopalakrishnan (2005). Consider the following norm for the space of Lagrange multipliers, $M_h$:

$$\|\lambda\|^2 := \sum_{K \in T_h} \frac{1}{|K|} \|\lambda - M(\lambda)\|_{L^2(\partial K)}^2,$$

(4.93)

where $M(\lambda) = \frac{1}{|\partial K|} \int_{\partial K} \lambda \, dS$ denotes the best-approximating constant to $\lambda \in M_h$. Cockburn and Gopalakrishnan (2005, Theorem 3.6) showed that the energy-norm induced by $S_\lambda$ is equivalent to $\|\cdot\|$ with mesh-independent constants. Given the definition of $\|\cdot\|$, this also shows that $S_\lambda$ has a near null-space (null-space of the operator without boundary conditions) consisting of only constant trace functions. Since AMG methods know nothing about the geometry of the problem, they rely on the properties of the near null-space to develop effective coarsening strategies. To illustrate our point, we first briefly describe a generic AMG method.

A quick overview of algebraic multigrid (AMG)

Recall that the two main principles of any multigrid method are (Stüben, 2001):

1. Relaxation (or smoothing) principle: A simple iterative method such as Jacobi, Richardson, or successive over-relaxation (SOR)\(^9\) methods are well-known to have strong smoothing properties. Therefore, a smooth error term can be produced with relative ease.

2. Coarse-grid correction principle: A smooth error term can be approximated well on a coarser grid, thus saving a substantial amount of computational work.

\(^9\)Gauss-Seidel is a notable example of an SOR-type method.
In linear algebra terms, the “grids” for AMG are represented simply as the vector spaces $\mathbb{R}^n$ (fine-grid) and the lower-dimensional space (coarse) $\mathbb{R}^c$. Prolongation (interpolation) operators map data from coarse-grid to fine-grid as the full-rank $n \times c$ matrix $P_c^n : \mathbb{R}^c \rightarrow \mathbb{R}^n$, and the associated restriction operator maps fine-grid data to the coarse-grid: $R^n_c = (P^n_c)^T$.

Then a two-grid AMG method for solving the linear system $Ax = b$, where $A \in \mathbb{R}^{n \times n}$ is symmetric positive-definite, can be summarized as the following steps:

1. (Pre-smoothing): Perform $\nu_1$ smoothing iterations $\tilde{x} = \text{Smooth}(x, A, b; \nu_1)$.
2. (Evaluate the residual): $r = b - A\tilde{x} = A\epsilon$.
3. (Restrict the residual): $r^c = R^n_c r$.
4. (Coarse-grid correction): $\epsilon^c = \text{Solve}(A^c, r^c)$.
5. (Prolong correction): $\hat{x} = \tilde{x} + P^n_c \epsilon^c$.
6. (Post-smoothing): Perform $\nu_2$ smoothing iterations $x = \text{Smooth}(\hat{x}, A, b, \nu_2)$.

In practice, step 4 is solved recursively by applying steps 1–3 until the coarsest-grid is reached. After the coarse-grid solve, the error is prolonged back to the fine-grid, accompanied by post-smoothing after each transfer. This requires a hierarchy of AMG “grids,” transfer operators, and coarse-grid matrices. Going straight from fine-grid to coarse-grid in one-sweep is referred to as a “V-cycle.”

We refer to $\epsilon$ as the error in the exact solution at the current iterate: $\epsilon = A^{-1}b - \hat{x}$. In step 4, we solve (usually via a direct method) for the error on the coarsest-grid $\epsilon^c$, which is an approximation to the error on the fine-grid. The coarse operator is defined using the Galerkin product: $A^c = R^n_c A P^n_c$. Note that the choice of $R^n_c$ ensures that $A^c$ remains symmetric:

$$
(A^c)^T = (R^n_c A P^n_c)^T = (P^n_c)^T A^T \left((P^n_c)^T\right)^T = R^n_c A P^n_c = A^c.
$$

Arguably the most critical part of the AMG procedure is the choice of smoothing. This is important due to the fact that error not eliminated by the initial smoother must then be handled by the coarse-grid solver. The overall convergence of the AMG method relies on the smoother removing highly-oscillatory error, leaving a so-called smooth error which can be effectively approximated by the coarse-grid correction. If the smoother fails to remove the oscillatory data, then the AMG procedure is not guaranteed to converge (Fulton, Ciesielski, and Schubert, 1986; Ruge and Stüben, 1987; Stüben, 2001).

In general, smooth error corresponds to the eigenvectors of $A$ whose eigenvalues are small in magnitude (small eigenmodes). It is therefore the primary job of the smoother to eliminate the error corresponding to large eigenvalues. That is, the smaller the eigenmodes, the more effective the coarse-grid correction will be (Falgout, 2006). The smallest of the eigenmodes are the elements of the near null-space, and therefore knowing the near-null-space properties of the operator is critically important in the design of an effective AMG procedure.

---

10This is not the only way to construct the restriction operator. It is, however, a popular choice since it preserves symmetry of the coarse-grid operator.
4.4. Static condensation as a preconditioner

AMG for the hybridizable mixed method

Classical AMG of Ruge and Stüben (1987) and Falgout, Jones, and Yang (2006) is based on the assumption that geometrically smooth functions (non-oscillatory) are in the near null-space of the operator. Since constant functions are geometrically smooth, the trace operator $S_\lambda$ in (4.92) fits exactly within classical AMG heuristics. This was verified experimentally by Dobrev et al. (2019), where hypre (Baker et al., 2011), a widely-available classical AMG library, was applied on the trace system for a hybridized mixed method of a scalar-valued second-order elliptic problem. There, they showed that black-box AMG preconditioning for the Lagrange multipliers exhibits good weak scaling (up to 1,536 processes).

Additionally, the smoothed aggregation (SA) method (Vaněk, Mandel, and Brezina, 1996) is another highly successful AMG procedure. SA methods differ from classical AMG in that coarsening is defined by building aggregates of finer-level degrees of freedom rather than subsets. The SA method relies on the near null-space components to build the prolongation operators in a way which preserves the components upon interpolation. This exact interpolation of near null-space components is an essential part of SA methods and is a necessary condition for mesh-independent convergence (Vaněk, Brezina, and Mandel, 2001).

In most of the numerical experiments presented in the rest of this chapter and Chapter 5, the SA multigrid approach is chosen to be preconditioner for the Lagrange multiplier systems. This was partly due to experimentation, as both the PETSc-native SA multigrid preconditioner GAMG (Balay et al., 2016, §4.4.5) and Trilinos’ ML implementation of SA multigrid (Gee et al., 2006) consistently produce parameter-robust solver convergence (even for non-symmetric Lagrange multiplier systems). These will be discussed in more detail in Sections 4.5.3 and 5.4.4.

A remark on the HDG trace system

To conclude this section, it is worth mentioning possible strategies for the trace system associated the LDG-H method in Section 4.3.2. The LDG-H trace system is provably symmetric and positive-definite (Cockburn, Gopalakrishnan, and Sayas, 2010). Furthermore, it was shown by Cockburn et al. (2013, Theorem 3.3) that a spectrally equivalent preconditioner for the hybridizable mixed method could also be used to precondition the LDG-H trace system. However, strong non-diagonally dominant matrix structure was observed in the LDG-H trace operator, rendering the performance of direct AMG (on the trace space) unclear (Kronbichler and Wall, 2018). As a result, point-based smoothing like Jacobi iterations perform poorly in a multigrid method for the LDG-H trace system. Block-relaxation schemes like block-Jacobi or block-Gauss-Seidel should be considered instead.

A more promising alternative to direct AMG is summarized by Cockburn et al. (2013) and demonstrated in Kronbichler and Wall (2018). In that study, the trace system is restricted to a spectrally equivalent operator in a continuous $P_1$ finite element space. The hierarchy continues by means of an GMG solver for $P_1$-finite elements, where optimal multigrid performance was demonstrated. However, the $P_1$-nested AMG solver for the HDG method still falls short of the monolithic multigrid-based solvers for continuous Galerkin discretizations. Further investigations are needed to completely determine the practicality of HDG methods for elliptic equations.
4.5 Numerical studies

We now present results utilizing the Slate DSL and our static condensation preconditioners for a set of test problems. Since we are using the interfaces outlined in Section 4.4, Slate is accessed indirectly and requires no manually-written solver code for hybridization or static condensation/local recovery. All parallel results were obtained on a single fully-loaded compute node of dual-socket Intel E5-2630v4 (Xeon) processors with $2 \times 10$ cores (2 threads per core) running at 2.2GHz. In order to avoid potential memory effects due to the operating system migrating processes between sockets, we pin MPI processes to cores.

Verification of the generated code is performed using parameter-sensitive convergence tests. The study consists of running a variety of discretizations spanning the methods outlined in Section 4.3. Details, Firedrake programs, and numerical results are made public and can be viewed in Zenodo/Tabula-Rasa (2019). All results are in full agreement with the theory.

4.5.1 HDG method for a three-dimensional elliptic equation

In this section, we take a closer look at the LDG-H method for the model elliptic equation (sign-definite Helmholtz):

$$-\nabla \cdot \nabla p + p = f, \quad \text{in } \Omega = [0,1]^3, \quad p = g, \quad \text{on } \partial \Omega,$$

(4.95)

where $f$ and $g$ are chosen such that the analytic solution is:

$$p(x, y, z) = \exp\{\sin(\pi x) \sin(\pi y) \sin(\pi z)\}.$$

(4.96)

We use a regular mesh consisting $6 \cdot N^3$ tetrahedral elements ($N \in \{4, 8, 16, 32, 64\}$). First, we reformulate (4.95) as the first-order system:

$$u + \nabla p = 0, \quad \text{in } \Omega \quad \nabla \cdot u + p = f, \quad \text{in } \Omega \quad p = g, \quad \text{on } \partial \Omega.$$

(4.97)

We start with linear polynomial approximations, up to cubic, for the LDG-H discretization of (4.97). Additionally, we compute a post-processed scalar approximation $p_h^*$ of the HDG solution. This raises the approximation order of the computed solution by an additional degree. In all numerical studies here, we set the HDG parameter $\tau = 1$. All results were computed in parallel, utilizing a single compute node (described previously).

A continuous Galerkin (CG) discretization of the primal problem (4.95) serves as a reference for this experiment. Due to the superconvergence in the post-processed solution for the HDG method, we use CG discretizations of polynomial order 2, 3, and 4. This takes into account the enhanced accuracy of the HDG solution, despite being initially computed as a lower-order approximation. We therefore expect both methods to produce equally accurate solutions to the model problem.

Our aim here is not to compare the performance of HDG and CG, which has been investigated elsewhere (for example, see Kirby, Sherwin, and Cockburn (2011) and Yakovlev et al. (2015)). Instead, we provide a reference that the reader might be more familiar with in order to evaluate whether our software framework produces a sufficiently performant HDG implementation relative to what might be expected.
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Listing 4.6: Solver options for configuring the primal CG solver. The relative tolerance for the Krylov solver is specified based on the mesh size.

```
-ksp_type cg
-ksp_rtol rtol # rtol changes with resolution
-pc_type hypre
-pc_hypre_type boomeramg
-pc_hypre_boomeramg_strong_threshold 0.75
-pc_hypre_boomeramg_agg_nl 2
```

Listing 4.7: Solver options for configuring the primal HDG solver. The relative tolerance for the trace Krylov solver is specified based on the mesh size.

```
-mat_type matfree
-ksp_type preonly
-pc_type python
-pc_python_type firedrake.SCPC
-pc_sc_eliminate_fields 0, 1

# solver for the condensed system
-condensed_field_ksp_type cg
-condensed_field_ksp_rtol rtol # rtol changes with resolution
-condensed_field_pc_type hypre
-condensed_field_pc_hypre_type boomeramg
-condensed_field_pc_hypre_boomeramg_strong_threshold 0.75
-condensed_field_pc_hypre_boomeramg_agg_nl 2
```

To invert the CG system, we use a preconditioned conjugate gradient solver with hypre’s boomerAMG implementation of classical AMG as a preconditioner (Falgout, Jones, and Yang, 2006). For the HDG method, we use the static condensation preconditioner `firedrake.SCPC` described in Section 4.4.2. The statically condensed system is solved using the same preconditioned conjugate gradient strategy as the CG system. Based on the observations by Kronbichler and Wall (2018), the HDG trace system not diagonally dominant. Therefore, we can expect point-smoothers such as standard Jacobi or Gauss-Seidel to be largely ineffective. Instead, we use boomerAMG’s “out of the box” modified block hybrid-Gauss-Seidel method as a smoother, following Kolev and Vassilevski (2009). This particular smoother is convergent for any symmetric positive-definite matrix (Baker et al., 2011). A full list of solver options used in this experiment is shown in Listing 4.6 and 4.7.

To avoid over-solving, we iterate to a relative tolerance such that the discretization error is minimal for a given mesh. In other words, the solvers are configured to terminate when there is no further reduction in the $L^2$-error of the computed solution compared with the analytic solution. This means we are not iterating to a fixed solver tolerance across all mesh resolutions. Therefore, we can expect the total number of Krylov iterations (for both the CG and HDG methods) to increase as the mesh resolution becomes finer. The rationale behind this approach is to directly compare the execution time to solve for the best possible approximation to the solution given a fixed resolution.
Figure 4.3: Comparison of continuous Galerkin and LDG-H solvers for the model three-dimensional positive-definite Helmholtz equation.

Error versus execution time

The total execution time is recorded for the CG and HDG solvers, which includes the setup time for the AMG preconditioner, matrix assembly, and the time-to-solution for the Krylov method. In the HDG case, we include all setup costs, the time spent building the Schur-complement for the traces, local recovery of the scalar and flux approximations, and post-processing. The $L^2$-error against execution time is summarized in Figure 4.3A.

The HDG method of order $k - 1$ ($HDG_{k-1}$) with post-processing, as expected, produces a solution which is as accurate as the CG method of order $k$ ($CG_k$). While the full HDG system is never explicitly assembled, the larger execution time is a result of several factors. The primary factor is that the total number of trace unknowns for the $HDG_1$, $HDG_2$, and $HDG_3$ discretizations is roughly four, three, and two times larger (resp.) than the corresponding number of CG unknowns. Therefore, each iteration is more expensive. We also observe that the trace system requires more Krylov iterations to reach discretization error (see Figure 4.3B), which improves relative to the CG method as the approximation order increases. Further analysis on multigrid methods for HDG systems is required to draw further conclusions. The main computational bottleneck in HDG methods is the global linear solver. We therefore expect our implementation to be dominated by the cost associated with inverting the trace operator. If one considers just the time-to-solution, the CG method is clearly ahead of the HDG method. However, the superior scaling, local conservation, and stabilization properties of the HDG method make it a particularly appealing choice for fluid dynamics applications (Yakovlev et al., 2015; Kronbichler and Wall, 2018). Therefore, the development of good preconditioning strategies for the HDG method is critical for its competitive use.
4.5. Numerical studies

The HDG method requires solving for many more degrees of freedom than CG or primal DG methods. This is largely due to the fact that the HDG method simultaneously approximates the primal solution and its velocity. The global matrix for the traces is significantly larger than the one for the CG system at low polynomial order. The execution time for HDG is then compounded by a more expensive global solve.

Figure 4.4 displays a break down of total execution times on a simplicial mesh consisting of 1.5 million elements. The execution times have been normalized by the CG total time, showing that the HDG method is roughly 3 times more expensive than the CG method. This is expected given the larger degree-of-freedom count and expensive global solve. The raw numerical breakdown of the HDG and CG solvers are shown in Table 4.1. We isolate each component of the HDG method contributing to the total execution time: preconditioner setup costs, static condensation (trace operator assembly), forward elimination (right-hand side assembly for the trace system), backwards substitution, and local post-processing of the scalar solution. For all $k$, our HDG implementation is solver-dominated as expected.

Both trace operator and right-hand side assembly are dominated by the costs of inverting a local square mixed matrix coupling the scalar and velocity unknowns, which is performed directly via an LU factorization. This is also the case for backwards substitution. They should all therefore be of the same magnitude in time spent. We observe that this is the case across all degrees, with times ranging between approximately 6—10% of total execution time for assembling the condensed system. Back-substitution takes roughly the same time as the static condensation and forward elimination stages (approximately 12% of execution time on average). The slight increase in time is due to splitting the local equations into two local solver
Table 4.1: Breakdown of the raw timings for the HDG$_{k−1}$ ($\tau = 1$) and CG$_k$ methods, $k = 2, 3, $ and 4. Each method corresponds to a mesh size $N = 64$ on a fully-loaded compute node.

<table>
<thead>
<tr>
<th>Stage</th>
<th>HDG$_1$</th>
<th>HDG$_2$</th>
<th>HDG$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_{stage}$ (s)</td>
<td>% $t_{total}$</td>
<td>$t_{stage}$ (s)</td>
</tr>
<tr>
<td>Static cond.</td>
<td>1.05</td>
<td>6.64 %</td>
<td>6.95</td>
</tr>
<tr>
<td>HDG AMG setup</td>
<td>1.79</td>
<td>11.34 %</td>
<td>5.00</td>
</tr>
<tr>
<td>Forward elim.</td>
<td>0.86</td>
<td>5.43 %</td>
<td>6.32</td>
</tr>
<tr>
<td>Trace solve</td>
<td>10.66</td>
<td>67.59 %</td>
<td>43.89</td>
</tr>
<tr>
<td>Back sub.</td>
<td>1.16</td>
<td>7.34 %</td>
<td>8.71</td>
</tr>
<tr>
<td>Post-process</td>
<td>0.26</td>
<td>1.65 %</td>
<td>0.98</td>
</tr>
<tr>
<td>HDG Total</td>
<td>15.77</td>
<td></td>
<td>71.85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage</th>
<th>CG$_2$</th>
<th>CG$_3$</th>
<th>CG$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_{stage}$ (s)</td>
<td>% $t_{total}$</td>
<td>$t_{stage}$ (s)</td>
</tr>
<tr>
<td>Matrix assembly</td>
<td>0.50</td>
<td>9.32 %</td>
<td>2.91</td>
</tr>
<tr>
<td>CG AMG setup</td>
<td>1.19</td>
<td>22.43 %</td>
<td>3.02</td>
</tr>
<tr>
<td>Solve</td>
<td>3.63</td>
<td>68.25 %</td>
<td>22.67</td>
</tr>
<tr>
<td>CG Total</td>
<td>5.32</td>
<td></td>
<td>28.60</td>
</tr>
</tbody>
</table>

passes: one for $p_h$ and another for the velocity $u_h$. Finally, the additional cost of post-processing accrues negligible time (roughly 2% of execution time across all degrees). This is a small pay-off for an increase in order of accuracy.

The setup times for the AMG preconditioner of both methods are displayed along side the rest of the components contributing to the total execution time. The setup time for the boomerAMG preconditioner grows steadily with the matrix size of the HDG trace system, but takes approximately the same proportion of execution time. Further investigations in the heuristics of classical and aggregation-type AMG methods for the HDG trace operator is required to make any concrete claims. Despite the uncertainty of direct AMG for the HDG method, the overall results we have shown here are quite similar to what has been observed in previous comparison studies with CG and HDG discretizations (Yakovlev et al., 2015; Kirby, Sherwin, and Cockburn, 2011; Kronbichler and Wall, 2018). However, geometric multigrid approaches combined with a $P_1$-nested multigrid method is already shown to be promising (Cockburn et al., 2013; Fabien et al., 2019). As a result, further investigations of this type of multigrid approach for more general HDG discretizations is a topic on on-going investigation.

We note that caching of local tensors does not occur. Each pass to perform the local eliminations and backwards reconstructions rebuilds the local element tensors. It is not clear at this time whether the performance gained from avoiding rebuilding the local operators will offset the memory costs of storing the local matrices. Moreover, in time-dependent problems where the operators may contain state-dependent variables, rebuilding local matrices will be necessary in each time-step regardless.

### 4.5.2 Hybridizable mixed methods for the shallow water equations

A primary motivator for our interest in hybridizable methods revolves around developing efficient solvers for problems in geophysical flows. In Section 3.3.1, we presented some results integrating the nonlinear shallow water equations on the sphere
### 4.5. Numerical studies

<table>
<thead>
<tr>
<th>Mixed method</th>
<th># cells</th>
<th>(\Delta x)</th>
<th>Velocity unknowns</th>
<th>Depth unknowns</th>
<th>Total (millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(RT_1 \times dP_0)</td>
<td>327,680</td>
<td>(\approx 43) km</td>
<td>491,520</td>
<td>327,680</td>
<td>0.8 M</td>
</tr>
<tr>
<td>BDM_2 \times dP_1</td>
<td>2,457,600</td>
<td>983,040</td>
<td>3.4 M</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

using test case 5 (flow past a mountain) from Williamson et al. (1992). We now revisit the same example and discuss the implementation details here. In particular, we demonstrate the advantage of using a hybridizable mixed method.

After discretizing in time and space using a semi-implicit scheme and Picard linearization, following Natale and Cotter (2017), we must solve a sequence of saddle point system at each time-step of the form:

\[
\mathbf{A} \mathbf{x} = \begin{bmatrix}
M_1 + \frac{\Delta t}{2} C & -\frac{\Delta t}{2} \mathbf{g} \mathbf{B}^T \\
\frac{\Delta t}{2} \mathbf{B} \mathbf{M}_2 & \mathbf{M}_2
\end{bmatrix}
\begin{bmatrix}
\delta \mathbf{U}^k \\
\delta \mathbf{D}^k
\end{bmatrix} = \begin{bmatrix}
\mathbf{R}^k_u \\
\mathbf{R}^k_d
\end{bmatrix},
\tag{4.98}
\]

where (4.98) is the result of linearizing the nonlinear equations (3.157)–(3.158) in Section 3.3.1 about a rest state with mean depth \(H\). The linear updates \(\delta \mathbf{U}^k\) and \(\delta \mathbf{D}^k\) are sought in the mixed finite element spaces \(\mathbf{U}_h \times \mathbf{V}_h \subset H(\text{div}) \times L^2\), and update the nonlinear velocity and depth fields. Compatible pairings including the RT or BDM spaces such as \(RT_k \times dP_{k-1}\) or \(BDM_k \times dP_{k-1}\) fall within the set of compatible mixed spaces ideal for geophysical fluid simulations (see Section 2.4.2). In particular, the lowest-order RT method (\(RTC_1^f \times dQ_0\)) on a structured quadrilateral grid (such as the latitude-longitude grid used many operational dynamical cores) corresponds to the Arakawa C-grid finite difference discretization (Cotter and Shipton, 2012).

In staggered finite difference models, the standard approach for solving (4.98) is to neglect the Coriolis term \(C\) and eliminate the velocity unknown \(\delta \mathbf{U}^k\) to obtain a discrete elliptic equation for \(\delta \mathbf{D}^k\), where smoothers like Richardson iterations or relaxation methods are convergent. This is more problematic in the compatible finite element framework, since \(\mathbf{M}_1\) has a dense inverse. Instead, we use the preconditioner described in Section 4.4.3 to form the equivalent hybridizable formulation, where both \(\delta \mathbf{U}^k\) and \(\delta \mathbf{D}^k\) are eliminated locally to produce a sparse elliptic equation for the Lagrange multipliers.

### Profiling Williamson test case 5

The numerical procedure from Section 3.3.1 remains unchanged. Here, we focus on the linear solver for (4.98). Specifically, we profile the linear solver using two preconditioning strategies for a total of 25 time-steps, with a time-step size of \(\Delta t = 100\) seconds. For this experiment, we consider two compatible finite element discretizations on a simplicial mesh using a lowest-order pairing (\(RT_1 \times dP_0\)) and a higher-order pairing (\(BDM_2 \times dP_1\)) for the velocity and depth spaces. The sphere mesh used in this section is generated from 7 refinements of an icosahedron, resulting in a triangulation consisting of 327,680 elements in total. The discretization information is summarized in Table 4.2.
At each time-step, we perform a fixed number of 4 Picard iterations as done by Shipton, Gibson, and Cotter (2018) and Melvin et al. (2019). We compare the overall simulation time using two different solver configurations for the implicit linear system. First, we use a flexible variant of GMRES acting on the outer system with an approximate Schur complement preconditioner (via the fieldsplit option):

\[
P_{SC} = \begin{bmatrix} I & \frac{\Delta t}{2} \tilde{M}^{-1} B^T \\ 0 & I \end{bmatrix} \begin{bmatrix} \tilde{M}^{-1} & 0 \\ 0 & \tilde{S}^{-1} \end{bmatrix} \begin{bmatrix} I \\ -\frac{\Delta t}{2} HBM^{-1} \\ I \end{bmatrix}, \tag{4.99}
\]

where \(\tilde{S}\) is a symmetric sparse operator, defined via a diagonal approximation to the matrix on the velocity space \(U_h\):

\[
\tilde{S} = M_2 + \frac{\Delta t^2}{4} gHB\text{Diag}(\tilde{M}_1)^{-1}B^T, \quad \tilde{M}_1 = M_1 + \frac{\Delta t}{2} C. \tag{4.100}
\]

To control the reduction of the residual in the approximate Schur-complement system, we use GMRES configured with a relative tolerance of \(10^{-8}\). GMRES is accelerated using PETSc’s native implementation of smoothed aggregation multigrid (GAMG) (Balay et al., 2016, §4.4.5). Following Adams et al. (2003), we employ block ILU-preconditioned Chebyshev iterations as the smoother in our AMG method. The velocity operator \(\tilde{M}_1^{-1}\) in (4.99) is computed approximately using an incomplete LU factorization with zero in-fill (ILU(0)). Full solver configurations for this approach are shown in Listing 4.8.

Our second solver will use the Python preconditioner: \texttt{firedrake.HybridizationPC}. Rather than apply an outer Krylov method on the mixed system (4.98), we configure PETSc to only apply the preconditioner. The hybridization procedure replaces (4.98) with its hybridizable variant. The resulting three-field problem then has the form:

\[
\begin{bmatrix} \hat{A} & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} \delta \hat{X}^k \\ \Lambda \end{bmatrix} = \begin{bmatrix} \hat{R}^k_{\delta X} \\ 0 \end{bmatrix}, \tag{4.101}
\]

where \(\hat{A}\) is the discontinuous operator coupling \(\delta \hat{X}^k = \begin{bmatrix} \delta \hat{U}^k \\ \delta D^k \end{bmatrix}^T\), \(C\) is the matrix corresponding to the surface terms added after hybridization, and \(\hat{R}^k_{\delta X} = \begin{bmatrix} \hat{R}^k_\delta \\ \hat{R}^k_\delta \end{bmatrix}^T\) are the problem residuals. An exact Schur-complement factorization is performed on (4.101), using Slate to generate the local elimination kernels. We use a similar set of solver options for the inversion of \(\tilde{S}\) in (4.99) to invert the Lagrange multiplier system. The increments \(\delta \hat{U}^k\) and \(\delta D^k\) are recovered locally, using Slate-generated kernels. Once recovery is complete, \(\delta \hat{U}^k\) is injected back into the \(H(\text{div})\) finite element space via \(\delta U^k \leftarrow \Pi_{\text{avg}} \delta \hat{U}^k\). Based on the discussion in Section 4.4.3, we apply:

\[
P_{\text{hybrid}} = \Pi \begin{bmatrix} I & -\hat{A}^{-1}C^T \\ 0 & I \end{bmatrix} \begin{bmatrix} \hat{A}^{-1} & 0 \\ 0 & S_{\Lambda}^{-1} \end{bmatrix} \begin{bmatrix} I \\ -C \Lambda^{-1} \end{bmatrix} \Pi^T. \tag{4.102}
\]

---

11 We use a flexible version of GMRES on the outer system since we use an additional Krylov solver to iteratively invert the Schur-complement. This makes the application of the preconditioner variable (or nonlinear).

12 The Coriolis matrix \(C\) has only values of zero along the matrix diagonal. Upon diagonalization, this gives \(\text{Diag}(M_1 + \frac{\Delta t}{2} C) = \text{Diag}(M_1)\), where \(M_1\) is the mass matrix on \(U_h\).
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Table 4.3: Preconditioner solve times for a 25-step run with $\Delta t = 100s$. These are cumulative times in each stage of the two preconditioners throughout the entire profile run. We display the average iteration count (rounded to the nearest integer) for both the outer and the inner Krylov solvers. The significant speedup when using hybridization is a direct result of eliminating the outer-most solver.

<table>
<thead>
<tr>
<th>Mixed method</th>
<th>Preconditioner</th>
<th>$t_{\text{total}}$ (s)</th>
<th>Avg. outer its.</th>
<th>Avg. inner its.</th>
<th>$t_{\text{total}}^{SC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RT_1 \times dP_0$</td>
<td>approx. Schur. hybridization</td>
<td>15.137</td>
<td>2</td>
<td>8</td>
<td>3.413</td>
</tr>
<tr>
<td>$BDM_2 \times dP_1$</td>
<td>approx. Schur. hybridization</td>
<td>300.101</td>
<td>4</td>
<td>9</td>
<td>5.556</td>
</tr>
</tbody>
</table>

Table 4.4: Breakdown of the cost (average) of a single application of the preconditioned flexible GMRES algorithm and hybridization. Hybridization takes approximately the same time per iteration.

<table>
<thead>
<tr>
<th>Preconditioner</th>
<th>Stage</th>
<th>$t_{\text{stage}}$ (s)</th>
<th>$t_{\text{stage}}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{SC}}$</td>
<td>Schur solve</td>
<td>0.07592</td>
<td>0.78405</td>
</tr>
<tr>
<td></td>
<td>Invert: $M_1$</td>
<td>0.00032</td>
<td>0.00678</td>
</tr>
<tr>
<td></td>
<td>Apply inverse: $M_1^{-1}$</td>
<td>0.00041</td>
<td>0.00703</td>
</tr>
<tr>
<td></td>
<td>gmres other</td>
<td>0.00652</td>
<td>0.04041</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>0.08317</td>
<td>0.83827</td>
</tr>
<tr>
<td>$P_{\text{hybrid}}$</td>
<td>Transfer: $R_{iX} \rightarrow \hat{R}_{iX}^k$</td>
<td>0.00322</td>
<td>0.00597</td>
</tr>
<tr>
<td></td>
<td>Eval.: $-C\hat{A}^{-1}\hat{R}_{iX}^k$</td>
<td>0.00561</td>
<td>0.12308</td>
</tr>
<tr>
<td></td>
<td>Invert: $S_{\lambda}$</td>
<td>0.02289</td>
<td>0.28336</td>
</tr>
<tr>
<td></td>
<td>Back sub.</td>
<td>0.00986</td>
<td>0.12220</td>
</tr>
<tr>
<td></td>
<td>Projection: $\Pi_{\text{avg}}\delta \hat{U}_k$</td>
<td>0.00264</td>
<td>0.00516</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>0.04434</td>
<td>0.54013</td>
</tr>
</tbody>
</table>

To solve for the Lagrange multipliers, we invert $S_{\lambda}$ using GMRES on the system due to the asymmetry of the Coriolis term. We accelerate GMRES using smoothed aggregation multigrid (GAMG) with ILU-preconditioned Richardson relaxation. Listing 4.9 shows the options configuration for the hybridization solver.

Table 4.3 displays a summary of our findings. The advantages of a hybridizable method versus a mixed method are more clearly realized in this experiment. When using hybridization, we observe a significant reduction in time spent in the implicit solver compared to the approximate Schur-complement approach. This is primarily because we have reduced the number of “outer” iterations to zero; the hybridization preconditioner is performing an exact factorization of the global hybridizable system. This is empirically supported when considering per-application solve times. The values reported in Table 4.4 show the average cost of a single outer GMRES iteration (which includes the application of $P_{\text{SC}}$) and a single application of $P_{\text{hybrid}}$. Hybridization and the approximate Schur complement preconditioner are comparable in terms of average execution time, with hybridization being slightly faster. This further demonstrates that the primary cause for the longer execution time of the latter is directly related to the additional outer iterations induced from using an approximate factorization. In terms of over all time-to-solution, the hybridizable
LISTING 4.8: Solver options for the approximate Schur-complement preconditioner in the rotating shallow water test case.

```plaintext
-ksp_type fgmres
-ksp_rtol 1e-8
-pc_type fieldsplit
-pc_fieldsplit_type full
-pc_fieldsplit_schur_precondition selfp

# velocity block solver
-fieldsplit_0_ksp_type preonly
-fieldsplit_0_pc_type bjacobi
-fieldsplit_0_sub_pc_type ilu

# Schur-complement block solver
-fieldsplit_1_ksp_type gmres
-fieldsplit_1_ksp_rtol 1e-8
-fieldsplit_1_pc_type gamg
-fieldsplit_1_pc_gamg_reuse_interpolation True
-fieldsplit_1_pc_gamg_sym_graph True
-fieldsplit_1_mg_levels_ksp_type chebyshev
-fieldsplit_1_mg_levels_ksp_max_it 2
-fieldsplit_1_mg_levels_pc_type bjacobi
-fieldsplit_1_mg_levels_sub_pc_type ilu
```

LISTING 4.9: Solver options for the hybridization preconditioner in the rotating shallow water test case.

```plaintext
-ksp_type preonly
-mat_type matfree
-pc_type python
-pc_python_type firedrake.HybridizationPC

# solver for the Lagrange multipliers
-hybridization_ksp_type gmres
-hybridization_ksp_max_it 100
-hybridization_ksp_rtol 1e-8
-hybridization_pc_type gamg
-hybridization_pc_gamg_reuse_interpolation True
-hybridization_pc_gamg_sym_graph True
-hybridization_mg_levels_ksp_type richardson
-hybridization_mg_levels_ksp_max_it 2
-hybridization_mg_levels_pc_type bjacobi
-hybridization_mg_levels_sub_pc_type ilu
```

methods are clearly ahead of the original mixed methods.

We also measure the relative reductions in the problem residual of the linear system (4.98). Our hybridization preconditioner reduces the residual by a factor of $10^8$ on average, which coincides with the specified relative tolerance for the Krylov method on the trace system. In other words, the reduction in the residual for the trace system translates to an overall reduction in the residual for the mixed system by the same factor. We refer the reader to Shipton, Gibson, and Cotter (2018) and Wimmer, Cotter, and Bauer (2019) for further demonstrations of shallow water test cases featuring the use of the hybridization preconditioner described in Section 4.4.3.
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4.5.3 Rotating linear gravity wave model

As a final example, we consider the simplified atmospheric model obtained from a linearization of the compressible Boussinesq equations in a rotating domain, as previously detailed in Section 3.4.2:

\[
\begin{align*}
\frac{\partial u}{\partial t} + f \hat{k} \times u &= -\nabla p + b \hat{k}, \\
\frac{\partial p}{\partial t} &= -c^2 \nabla \cdot u, \\
\frac{\partial b}{\partial t} &= -N^2 u \cdot \hat{k},
\end{align*}
\]

(4.103)–(4.105)

where \(u\) is the fluid velocity, \(p\) the pressure, \(b\) the buoyancy, \(f\) the Coriolis parameter, \(c\) is the speed of sound (\(c \approx 343 \text{ms}^{-1}\)), and \(N\) is the buoyancy frequency (\(N \approx 0.01 \text{s}^{-1}\)). Equations (4.103)–(4.105) permit fast-moving acoustic waves driven by perturbations in \(b\). We solve these equations subject to the rigid-lid condition \(u \cdot n = 0\) on all boundaries.

Our domain \(\Omega = S(R) \times [0, H_{\Omega}]\) is a spherical annulus, with the mesh \(T_h\) constructed from a horizontal “base” mesh of the surface of a sphere with radius \(R\) (using a piece-wise cubic approximation of the surface), \(S(R)\), extruded upwards by a height \(H_{\Omega}\). The vertical discretization is a structured one-dimensional grid with uniform height. We consider two kinds of meshes: one obtained by extruding an icosahedral sphere mesh (triangulation), and another from a cubed sphere.

Since our mesh has a natural tensor-product structure, we construct suitable finite element spaces constructed by taking the tensor product of a horizontal space with a vertical space. To ensure our discretization is “compatible,” we use the one- and two-dimensional de-Rham complexes: \(V_h^0 \xrightarrow{\nabla \cdot} V_h^1\) and \(U_h^0 \xrightarrow{\nabla \times} U_h^1 \xrightarrow{\nabla \cdot} U_h^2\). We can then construct the three-dimensional complex: \(W_h^0 \xrightarrow{\nabla \times} W_h^1 \xrightarrow{\nabla \cdot} W_h^2 \xrightarrow{\nabla \cdot} W_h^3\), where the resulting tensor product spaces are defined on prismatic cells:

\[
\begin{align*}
W_h^0 &= U_h^0 \otimes V_h^0, \\
W_h^1 &= \text{HCurl}(U_h^0 \otimes V_h^0) \oplus \text{HCurl}(U_h^0 \otimes V_h^0), \\
W_h^2 &= \text{HDiv}(U_h^1 \otimes V_h^1) \oplus \text{HDiv}(U_h^1 \otimes V_h^1), \\
W_h^3 &= U_h^2 \otimes V_h^1.
\end{align*}
\]

(4.106)–(4.109)

Each discretization used in this section is constructed from more familiar finite element families, shown in Table 4.5. See Section 2.4.4 for a detailed review on tensor product compatible finite elements.

Implicit solver strategy

We now quickly summarize the solution strategy we outlined in Section 3.4.2 for solving (4.103)–(4.105). The compatible finite element discretization seeks the linear perturbation unknowns in the following spaces:

\[
\begin{align*}
\delta u_h &\in \tilde{W}_h^2, & \delta p_h &\in W_h^3, & \delta b_h &\in W_h^b := U_h^2 \otimes V_h^0,
\end{align*}
\]

(4.110)
where \( \hat{W}_h^2 \) is the subspace of \( W_h^2 \) satisfying the no-slip condition on the boundary of the domain \( \partial \Omega \), and the unknowns in (4.110) satisfy

\[
\begin{align*}
\mathbf{u}_h^n &= \mathbf{u}_h^{n-1} + \delta \mathbf{u}_h, & \mathbf{p}_h^n &= \mathbf{p}_h^{n-1} + \delta \mathbf{p}_h, & \mathbf{b}_h^n &= \mathbf{b}_h^{n-1} + \delta \mathbf{b}_h, \tag{4.111}
\end{align*}
\]

where the superscript \( n \) denotes fields at a given time-step \( n \). Then we arrive at a mixed problem for \( \delta \mathbf{u}_h \) and \( \delta \mathbf{p}_h \) by discretizing (4.103)–(4.105) in time using the implicit midpoint rule, eliminating the buoyancy, followed by discretizing in space: find \( (\delta \mathbf{u}_h, \delta \mathbf{p}_h) \in \hat{W}_h^2 \times \hat{W}_h^3 \) satisfying

\[
\int_{T_h} \mathbf{w} \cdot \delta \mathbf{u}_h \, dx + \frac{\Delta t}{2} \int_{T_h} \mathbf{f} \left( \mathbf{k} \times \delta \mathbf{u}_h \right) \, dx + N^2 \frac{\Lambda^2}{4} \int_{T_h} \mathbf{k} \cdot \mathbf{w} \cdot \delta \mathbf{u}_h \, dx - \frac{\Delta t}{2} \int_{T_h} \mathbf{p}_h \nabla \cdot w \, dx = \tilde{R}_u[w], \tag{4.112}
\]

\[
\int_{T_h} \phi \mathbf{p}_h \, dx + \frac{\Delta t}{2} \int_{T_h} \mathbf{p}_h \nabla \cdot \delta \mathbf{u}_h \, dx = R_p[\phi], \tag{4.113}
\]

for all \( (\mathbf{w}, \phi) \in \hat{W}_h^2 \times \hat{W}_h^3 \), where \( \tilde{R}_u[w] \) and \( R_p[\phi] \) are as defined in (3.228)–(3.229). Once (4.112)–(4.113) are solved, \( \delta \mathbf{b}_h \) is determined by solving the linear variational problem: find \( \delta \mathbf{b}_h \in W_h^b \) such that

\[
\int_{T_h} \mu \delta \mathbf{b}_h \, dx = -\Delta t N^2 \int_{T_h} \mu \mathbf{u}_h^{n-1} \cdot \mathbf{k} \, dx - \frac{\Delta t}{2} N^2 \int_{T_h} \mu \delta \mathbf{u}_h \cdot \mathbf{k} \, dx, \tag{4.144}
\]

for all \( \mu \in W_h^b \).

We arrive at two matrix equations by expanding the test and trial functions in terms of their finite element bases. The problem in (4.112)–(4.113) becomes the saddle-point system:

\[
\mathbf{A} \begin{bmatrix} \delta \mathbf{U} \\ \delta \mathbf{P} \end{bmatrix} = \begin{bmatrix} \mathbf{A} & -\frac{\Delta t}{2} \mathbf{D}^T \\ \begin{array}{c} \frac{\Delta t}{2} \mathbf{C} \\ \mathbf{M}_3 \end{array} \end{bmatrix} \begin{bmatrix} \delta \mathbf{U} \\ \delta \mathbf{P} \end{bmatrix} = \begin{bmatrix} \tilde{R}_u \\ \mathbf{R}_p \end{bmatrix}, \tag{4.145}
\]

where \( \delta \mathbf{U} \) and \( \delta \mathbf{P} \) are coefficient vectors, \( \mathbf{A} = \mathbf{M}_2 + \frac{\Delta t}{2} \mathbf{C} + N^2 \frac{\Lambda^2}{4} \mathbf{M}_2 \), \( (\mathbf{M}_2)_{ij} = \int_{T_h} \mathbf{\Psi}_j \cdot \mathbf{\Psi}_i \, dx \), \( (\mathbf{C})_{ij} = \int_{T_h} \mathbf{\Psi}_j \cdot \mathbf{f} \left( \mathbf{k} \times \mathbf{\Psi}_i \right) \, dx \), \( (\mathbf{D})_{ij} = \int_{T_h} \mathbf{\Phi}_j \nabla \cdot \mathbf{\Psi}_i \, dx \), and \( (\mathbf{M}_3)_{ij} = \int_{T_h} \mathbf{\Phi}_j \mathbf{\Phi}_i \, dx \).
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\[ (\tilde{R}_u)_j = \tilde{R}_u[\Phi_j], \ (R_p)_j = R_p[\Phi_j], \] for basis functions \((\Psi, \Phi_j) \in \tilde{W}_h^2 \times W_h^3\).

Similarly, we have the linear system for the buoyancy coefficients \(\delta B\)

\[ M_b \delta B = R_b - \frac{\Delta t}{2} N^2 Q \delta U, \quad \text{(4.119)} \]

where \((M_b)_{ij} = \int_{T_h} \eta_j \eta_i \, dx, \ (Q)_{ij} = \int_{T_h} \eta_j \hat{k} \cdot \Psi_i \, dx, \) and \((R_b)_j = R_b[\eta_j]\) for basis functions \(\eta_j \in W_h^b\). The system \((4.119)\) can be solved easily, since \(M_b\) is only coupled within columns, with a condition number independent of the mesh resolution and time-step. Therefore \(M_b\) can be swiftly inverted with a few ILU-preconditioned conjugate gradient iterations.

**Preconditioning the mixed velocity pressure system**

The primary difficulty is in finding robust solvers for \((4.115)\). This was studied by Mitchell and Müller (2016) within the context of developing a robust preconditioner to withstand fast-moving acoustic waves. This is critical, as the governing equations support fast waves driven by perturbations to the buoyancy field. However, the implicit treatment of the Coriolis term was not taken into account. We shall consider two preconditioning strategies.

The first strategy follows from Mitchell and Müller (2016). As with the rotating shallow water system in Section 4.5.2, we can construct a preconditioner based on the Schur-complement factorization of \(\mathcal{A}\) in \((4.115)\):

\[ \mathcal{A}^{-1} = \begin{bmatrix} I & \frac{\Delta t}{2} A^{-1} D^T \\ 0 & I \end{bmatrix} \begin{bmatrix} A^{-1} & 0 \\ -c^2 \frac{\Delta t}{2} D A^{-1} & I \end{bmatrix}, \quad \text{(4.120)} \]

where \(H\) is the dense pressure Helmholtz operator. Because we have chosen to include the Coriolis term, the operator \(H\) is non-symmetric, and we require a sparse approximation to

\[ H = M_3 + c^2 \frac{\Delta t^2}{4} D \left( M_2 + \frac{\Delta t}{2} C + N^2 \frac{\Delta t^2}{4} M_2^3 \right)^{-1} D^T. \quad \text{(4.121)} \]

As \(\Delta t\) increases, the contribution of \(C\) becomes more prominent in \(H\), making sparse approximations of \(H\) more challenging. We elaborate on this further as we present the results of our second solver.

Our second strategy utilizes the firedrake.HybridizationPC preconditioner, which directly forms the hybridizable problem as presented in Section 3.4.2 (equations \((3.236)–(3.238))\). The space of traces is generated on the faces of triangular-prisms and extruded quadrilaterals, with appropriate polynomial degrees such that every trace function lies in the same polynomial space as the normal components of \(W_h^2\) velocity fields.

We locally eliminate \(\delta U\) and \(\delta P\) after hybridization, producing the condensed system for the traces:

\[ H_0 \Lambda = E, \quad H_0 = C \hat{A}^{-1} C^T, \quad E = C \hat{A}^{-1} \begin{bmatrix} \hat{R}_u \\ R_p \end{bmatrix}, \quad \text{(4.122)} \]
where \( \hat{A} \) is the result of rendering the mixed operator \( A \) block-diagonal, \( C \) corresponds to the surface terms added by the hybridization preconditioner, and \( H_\partial \) is the statically condensed trace operator to be inverted.

**Solving the non-symmetric trace system**

Our approach combines several ideas from both multigrid for non-symmetric operators and iterative methods employed by operational weather models. We first consider the choice of Krylov subspace method. Since \( H_\partial \) is non-symmetric, we employ the generalized conjugate residual (GCR) method (Eisenstat, Elman, and Schultz, 1983), which is also the Krylov method of choice in Thomas et al. (2003). It is also a flexible Krylov method, meaning that GCR allows for variable/non-linear preconditioning (for example, having another Krylov method as part of a preconditioner). We then precondition GCR using smoothed aggregation multigrid (GAMG).

Much of the convergence theory on multigrid relies on the symmetry of the operator. Some analysis has been done for non-symmetric and indefinite systems; see, for example: Mandel (1986), Bramble, Pasciak, and Xu (1988), Bramble, Kwak, and Pasciak (1994), and Elman, Ernst, and O’Leary (2001). In principle, an AMG preconditioner can be applied to a general non-symmetric matrix, but it requires a careful choice of smoother. In particular, a smoother needs to damp out the high-frequency eigenmodes in order for the coarse-grid correction to be successful. For our choice of smoother, we consider a variation of Polynomial-based smoothers, such as Chebyshev methods (Adams et al., 2003), using the GMRES algorithm.

**GMRES smoothing:** A Krylov method is generally not thought of as a smoother due to the fact that they target the \emph{whole} spectrum of eigenmodes. This will naturally include some low-frequency modes that the coarse-grid correction would have handled otherwise. However, they have been shown to work well for non-symmetric or indefinite operators (Elman, Ernst, and O’Leary, 2001; Lin, Shadid, and Tsuji, 2019).

Given a matrix system \( Ax = b \) and a residual vector \( r^0 = b - Ax^0 \), where \( x^0 \) is an initial iterate for the GMRES algorithm, the Krylov subspace of order \( n \) is

\[
\mathcal{K}_n = \text{Span} \left\{ r^0, Ar^0, \cdots, A^{n-1}r^0 \right\}.
\]

By construction, we have \( \mathcal{K}_1 \subset \mathcal{K}_2 \subset \cdots \subset \mathcal{K}_n \). For a fixed number of GMRES iterations \( k \), the GMRES iterate \( x^k \) is the solution of the minimization problem:

\[
\min_{x \in \{x^0\} + \mathcal{K}_k} \| b - Ax \|_2,
\]

where \( \| \cdot \|_2 \) is the Euclidean 2-norm. Then the GMRES iterate, by definition, has the form

\[
x = x^0 + \sum_{j=0}^{k-1} \alpha_j A^j r^0 = x^0 + \sum_{j=0}^{k-1} \alpha_j A^j \left( b - Ax^0 \right) = \sum_{j=0}^{k-1} \beta_j A^j b + \sum_{j=0}^{k} \beta_j A^j x^0,
\]

for some coefficients \( \alpha_j, \beta_j \). Then we define the iteration matrix for the smoother as \( M_k^{\text{gmres}}[A] = \sum_{j=0}^{k} \beta_j A^j = T_k^{\text{gmres}}(A) \), where \( T_k^{\text{gmres}}(A) \) is a matrix-valued polynomial of degree \( k \) generated by the GMRES algorithm (see also Saad (2003, §6.5)).
We can extend this further by considering a preconditioned GMRES procedure. Discretizations on thin-domains (small aspect ratio domains) require the use of line relaxation methods (Saad, 2003, §4.1.1) for their efficient solution (Börm and Hiptmair, 2001; Buckeridge and Scheichl, 2010; Müller and Scheichl, 2014; Dedner, Müller, and Scheichl, 2015). In our context, we require line relaxation in the extrusion direction; our problem is defined on a spherical annulus, therefore we require relaxation in the directions of the vertical columns of the mesh. For the finest level, block ILU actually produces a line relaxation method for (4.122) when the trace variable nodes are numbered column-wise (this is known as line-ILU (Shapira, 2008, §11.6)). This is the case in our implementation, since Firedrake employs this numbering approach on extruded meshes (Bercea et al., 2016). Therefore, we shall use block ILU to precondition GMRES in our smoothing procedure. The resulting smoother is summarized compactly as:

\[ \tilde{x} = M_{k-1}^{\text{gmres}} [\tilde{P}^{-1} A] b + M_k^{\text{gmres}} [\tilde{P}^{-1} A] x, \quad k \geq 1, \]  

(4.126)

where \( \tilde{x} \) is the smoothed result and \( \tilde{P} \) is an block ILU factorization. This comes directly from (4.125), with \( \tilde{P}^{-1} A \) being used to build the Krylov subspace (4.123).

In practice, we only apply a few iterations (\( k = 5 \)) of non-restarted preconditioned GMRES. The outer GCR method is set to terminate when the residual for the trace system is reduced by a factor of \( 10^5 \). Complete solver configurations for the preconditioned GCR method and configuration of the AMG precondition are shown in Listing 4.10.

### Problem setup

Our setup closely resembles the gravity wave test of Skamarock and Klemp (1994) extended to a spherical annulus. The domain is characterized by the planet radius \( R = 6371 \text{km} \), a scaling factor \( X \), and the height of the atmospheric lid \( H_\Omega \): \( \Omega = S(R/X) \times [0, H_\Omega] \). We initialize the velocity in a simple solid-body rotation:

\[ u(x,0) = \frac{u_0}{R} \left\{ -y \quad x \quad 0 \right\}^T, \]

where \( u_0 = 20 \text{ms}^{-1} \). A localized buoyancy anomaly is added to a background buoyancy profile \( b(x,0) = N^2 z + \delta b(x,0) \) along the equator,
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Figure 4.5: Buoyancy perturbation ($y - z$ cross-section) after $t = 3600$ seconds from a simple gravity wave test ($\Delta t = 100$ seconds). The equations are discretized using the lowest-order RTCF$_1$ method, with 24,576 triangular cells in the horizontal and 64 extrusion levels. The velocity-pressure system is solved using hybridization.

where:

$$\delta b(x, 0) = \frac{d^2}{d^2 + r^2} \sin \left( \frac{\pi z}{H_{\Omega}} \right), \hspace{1cm} (4.127)$$

$d = 5000m$ is the width parameter for the perturbation, and $H_{\Omega}$ is the height of the atmospheric lid. The “great circle distance” $r$ is defined via

$$r = \frac{R}{X} \arccos \left( \sin (\phi_c) \sin (\phi) + \cos (\phi_c) \cos (\phi) \cos (\lambda - \lambda_c) \right), \hspace{1cm} (4.128)$$

where $\phi_c = 0, \lambda_c = 2\pi/3$ is the latitudal and longitudinal center-point of the perturbation respectively. Note that for convenience, we have chosen to express (4.128) in geographic coordinates (as we have done for certain expressions in Section 3.3.2). The actual Firedrake implementation uses a complete Cartesian formulation. The pressure field is constant $p(x, 0) = 0$ and unperturbed.

A Coriolis term is introduced as a function of the Cartesian coordinate $z$, and is constant along lines of latitude ($f$-plane): $f = 2\Omega_r \hat{z}$, with $\hat{z}$ denoting the vertical normal and $\Omega_r = 7.292 \times 10^{-5}$ s$^{-1}$ is the angular rotation rate. A gravity wave test using our solution strategy and hybridization preconditioner is illustrated in Figure 4.5 for a problem on a condensed Earth (radius scaled down by a factor of $X = 125$) and $H_{\Omega} = 10$km, as presented by (Ullrich et al., 2012). A complete Firedrake implementation (without Coriolis) is also presented in Gibson et al. (2019a, §5.2.2) using the same initialization conditions and problem domain.

**Time-step robustness with implicit Coriolis**

A desired property of the implicit linear solver is robustness with respect to the time-step size. In particular, it is desirable for the execution time to remain constant across a wide range of $\Delta t$. As $\Delta t$ increases, the conditioning of the elliptic operator becomes worse. Therefore, iterative solvers need to work much harder to reduce the residual down to a specified tolerance.

We repeat a similar study to that presented in Mitchell and Müller (2016). We fix the resolution of the problem and run the solver over a range of $\Delta t$. We measure this by adjusting the horizontal acoustic Courant number $\lambda_C = c \frac{\Delta t}{\Delta x}$, where $c$ is the...
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Table 4.6: Grid set up and discretizations for the acoustic Courant number study. The total unknowns (velocity and pressure) and hybridized unknowns (broken velocity, pressure, and trace) are shown in the last two columns (millions). The vertical resolution is fixed across all discretizations.

<table>
<thead>
<tr>
<th>Method</th>
<th># horiz. cells</th>
<th># layers</th>
<th>$\Delta x$</th>
<th>$\Delta z$</th>
<th>$U$-P dofs</th>
<th>Hybrid. dofs</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT$_1$</td>
<td>81,920</td>
<td>85</td>
<td>86 km</td>
<td>1 km</td>
<td>24.5 M</td>
<td>59.3 M</td>
</tr>
<tr>
<td>RT$_2$</td>
<td>5,120</td>
<td>85</td>
<td>346 km</td>
<td>1 km</td>
<td>9.6 M</td>
<td>17.4 M</td>
</tr>
<tr>
<td>BDFM$_2$</td>
<td>5,120</td>
<td>85</td>
<td>346 km</td>
<td>1 km</td>
<td>10.5 M</td>
<td>18.3 M</td>
</tr>
<tr>
<td>RTCF$_1$</td>
<td>98,304</td>
<td>85</td>
<td>78 km</td>
<td>1 km</td>
<td>33.5 M</td>
<td>83.7 M</td>
</tr>
<tr>
<td>RTCF$_2$</td>
<td>6,144</td>
<td>85</td>
<td>312 km</td>
<td>1 km</td>
<td>16.7 M</td>
<td>29.3 M</td>
</tr>
</tbody>
</table>

speed of sound and $\Delta x$ is the horizontal resolution. We remark that the range of Courant numbers used in this paper exceeds what is typical in operational forecast settings, where $\lambda_C$ is typically between $O(2)-O(10)$\textsuperscript{13}. The grid setup mirrors that of actual global weather models; we extrude a spherical mesh of the Earth upwards to a height $H_\Omega = 85$ km. We also set the scaling factor $X = 1$, which produces a mesh of the entire global atmosphere for the Earth. The set up for the different discretizations, which includes the total number of degrees of freedom for the velocity-pressure and hybridizable systems, are shown in Table 4.6.

Let us now direct our attention to the original system, where we have the Schur-complement factorization given in (4.120). It was shown by Mitchell and Müller (2016) that using a sparse approximation of the pressure Schur-complement of the form:

$$\tilde{H} = M_3 + c^2 \frac{\Delta t^2}{4} DD\text{Diag}(A)^{-1}D^T$$

(4.129)

served as a good preconditioner, leading to a system that was amenable to multigrid methods and resulted in a solver with $\lambda_C$-independent convergence. However, when the Coriolis term is included, this is no longer the case: the diagonal approximation $\text{Diag}(A)$ becomes worse with increasing $\lambda_C$.

To demonstrate this, we solve the gravity wave system on a low-resolution grid (10km lid, 10 vertical levels, maintaining the same cell aspect ratios as in Table 4.6) using the Schur-complement factorization (4.120). LU factorizations are applied to invert both $A^{-1}$ and $\tilde{H}^{-1}$. Inverting the Schur-complement $H^{-1}$ is done using preconditioned GMRES iterations, and a flexible GMRES algorithm is used on the full velocity-pressure system. If $\tilde{H}^{-1}$ is a good approximation to $H^{-1}$, then we should see low iteration counts in the Schur-complement solve. Figure 4.6 shows the results of this study for a range of Courant numbers.

For the lower-order methods, the number of iterations to invert $H$ grow slowly but remain under control. Increasing the approximation degree by one results in degraded performance. As $\Delta t$ increases, the number of Krylov iterations needed to invert the system to a relative tolerance of $10^{-5}$ grows rapidly. It is clear that this sparse approximation is not robust against Courant number. This can be explained by the fact that diagonalizing the velocity operator fails to take into account the effects of the Coriolis term (which appear in off-diagonal positions in the operator).

\textsuperscript{13}Confirmed in personal conversations with UK Met Office dynamical core developers.
Figure 4.6: Number of Krylov iterations to invert the Helmholtz system using an exact application of $\tilde{H}^{-1}$ as a preconditioner. While the lowest-order methods grow slowly over the Courant number range, the higher-order (by only one approximation order) methods quickly degrade and diverge after the critical range $\lambda_C = O(2) - O(10)$. At $\lambda_C > 32$, the solvers take over 150 iterations.

Even if one were to use traditional mass-lumping (row-wise sums), the Coriolis effects are effectively cancelled out due to asymmetry.

Hybridization avoids this problem entirely: we always construct an exact Schur complement, and only have to worry about solving the trace system (4.122). We now show that this approach is much more robust against changes in $\Delta t$ (hence against the horizontal Courant number). We use the same workstation as for the three-dimensional CG/HDG problem in Section 4.5.1 (executed with a total of 40 MPI processes). Figure 4.7 shows the parameter test for all the discretizations described in Table 4.6. We see that, in terms of total number of GCR iterations needed to invert the trace system, hybridization is far more controlled as Courant number increases. They largely remain constant throughout the entire parameter range, only varying by an iteration or two. It is not until after $\lambda_C > 32$ that we begin to see a larger jump in the number of GCR iterations. This is expected, since the Coriolis operator causes the problem to become singular for very large Courant numbers. However, unlike with the approximate Schur-complement solver, iteration counts are still under control. In particular, each method (lowest and higher order) remains constant throughout the critical range (shaded in gray in Figures 4.7A and 4.7B).

In Figure 4.7B, we display the ratio of execution time and the time-to-solution at the lowest Courant number of two. We perform this normalization to better compare the lower and higher order methods (and discretizations on triangular prisms vs extruded quadrilaterals). The calculation of the ratios include the time needed to eliminate and reconstruct the hybridized velocity/pressure variables. The fact that the hybridization solver remains close to one demonstrates that the entire solution procedure is largely $\lambda_C$-independent until around $\lambda_C = 32$. The overall trend is largely the same as what is observed in Figure 4.7A. This is due to our hybridization approach being solver dominated, with local operations like forward elimination together with local recovery taking approximately 1/3 of the total execution time for each method (similar to what is already presented in Section 4.5.1).
Implicitly treating the Coriolis term has been discussed for semi-implicit discretizations of large-scale geophysical flows (Temperton, 1997; Côté and Staniforth, 1988; Cullen, 2001; Nechaev and Yaremchuk, 2004). Incorporating the Coriolis term in finite element discretizations is difficult, as this makes the challenge of finding robust sparse approximation of the resulting elliptic operator even more difficult. Hybridization shows promise here, as we no longer require the inversion of a dense elliptic system. Instead, hybridization allows for the assembly of an operator that both captures the effects of rotation and results in a sparse linear system. In fact, the hybridization process mimics standard staggered finite difference elimination procedures used in many global circulation models. In other words, hybridization is the finite element analogue of point-wise elimination strategies in finite difference codes. More rigorous analysis on the spectral properties of $H_{\theta}$ in (4.122) is a subject of on-going interest.

4.6 Chapter summary

We have presented Slate, and shown how this language can be used to create concise mathematical representations of localized linear algebra on the tensors corresponding to finite element forms. We have shown how this DSL can be used in tandem with UFL in Firedrake to implement solution approaches making use of automated code generation for static condensation, hybridization, and localized post-processing. Setup and configuration is done at runtime, allowing one to switch in different discretizations at will. In particular, this framework alleviates much of the difficulty in implementing such methods within intricate numerical code, and paves the way for future low-level optimizations. In this way, the framework in this paper

Figure 4.7: Courant number parameter test run on a fully-loaded compute node. Both figures display the hybridized solver for each discretization, described in Table 4.6. The left figure (4.7A) displays total iteration count (preconditioned GCR) to solve the trace system to a relative tolerance of $10^{-5}$. The right figure (4.7B) displays the relative work of each solver. Figure 4.7B takes into account not just the time-to-solution of the trace solver, but also the time required to forward eliminate and locally recover the velocity and pressure.
can be used to help enable the rapid development and exploration of new hybridization and static condensation techniques for a wide class of problems. We remark here that the reduction of global matrices via element-wise algebraic static condensation, as described in Guyan (1965) and Irons (1965) is also possible using Slate, including other more general static condensation procedures outside the context of hybridization. A recent example of this was Slate’s use for statically condensing a continuous Galerkin discretization (Kirby and Mitchell, 2018a).

Our approach to preconditioner design revolves around its composable nature, in that these Slate-based implementations can be seamlessly incorporated into complicated solution schemes. In particular, there is current research in the design of dynamical cores for numerical weather prediction using implementations of hybridization and static condensation with Slate (Bauer and Cotter, 2018; Shipton, Gibson, and Cotter, 2018; Wimmer, Cotter, and Bauer, 2019; Gibson et al., 2019a). The performance of such methods for geophysical flows are a subject of on-going investigation.

In this chapter, we have provided some examples of hybridization procedures for compatible finite element discretizations of geophysical flows. These approaches avoid the difficulty in constructing sparse approximations of dense elliptic operators. Static condensation arising from hybridizable formulations can best be interpreted as producing an exact Schur-complement factorization on the global hybridizable system. This eliminates the need for outer iterations from a suitable Krylov method to solve the full mixed system, and replaces the original global mixed equations with a condensed elliptic system. More extensive performance benchmarks, which requires detailed analysis of the resulting operator systems arising from hybridization, is a necessary next-step to determine whether hybridization provides a scalable solution strategy for compatible finite elements in operational settings.
5 A hybridizable method for the Euler equations

In this chapter, we derive and discuss a new hybridization method for a compatible finite element discretization of the compressible Euler equations. We start by following Staniforth and Wood (2008) and focus our attention on the compressible equations for a dry atmosphere in a rotating frame of reference, as presented in Section 2.1.1. A three-dimensional compatible finite element formulation for this system is discussed by Natale, Shipton, and Cotter (2016). The most substantial contribution, however, is the analysis of approximation properties of some classes of tensor product spaces that are compatible with the finite element exterior calculus (FEEC) framework. As a result, these spaces have been proposed for the development of global atmospheric dynamical cores (Melvin et al., 2019; Adams et al., 2019). Key examples include tensor product spaces derived from classical mixed methods such as the Raviart-Thomas (RT) and Brezzi-Douglas-Marini (BDM) discretizations (Raviart and Thomas, 1977; Brezzi, Douglas, and Marini, 1985).

As we have seen in previous chapters, a Newton-type semi-implicit discretization leads to a saddle-point system that forms the computational bottleneck of atmospheric codes. While the compatible finite element discretizations have several useful properties for geophysical flow applications, the efficient implementation of solver algorithms for the linearized equations poses a significant challenge. For reasons which will become clear, the resulting finite element system presented by Natale, Shipton, and Cotter (2016) is not hybridizable as formulated. To address this, we develop a new hybridizable discretization of the linear perturbation equations. This new approach permits the local elimination of prognostic variables to produce a reduced system for the pressure. In many ways, this new hybridizable approach mirrors the finite difference techniques used in the UK Met Office’s dynamical core (Wood et al., 2014; Thuburn, 2016).

5.1 A compatible finite element method for the Euler equations

For context, it will be useful to first summarize the compatible finite element method presented by Natale, Shipton, and Cotter (2016). In this section, we shall assume our domain $\Omega$ is a spherical annulus, i.e., $\Omega = S(R) \times [0, H]$, where $S(R)$ is the surface of a sphere with radius $R$ and $H$ is the height of the domain. Domains of this type for geophysical flows are also characterized by their small aspect ratios, with $R \gg H$. Our starting point is the full three-dimensional system of equations describing a
compressible dry-atmosphere in a rotating domain:

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + 2\Omega \times \mathbf{u} = -c_p \theta \nabla \Pi - g \mathbf{k},
\]

(5.1)

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,
\]

(5.2)

\[
\frac{\partial \theta}{\partial t} + \mathbf{u} \cdot \nabla \theta = 0,
\]

(5.3)

where \( \mathbf{u} = (u, v, w) \) is the fluid velocity, \( \rho \) the density, \( c_p \) is the specific heat capacity at constant pressure, \( \theta \) the potential temperature, \( \Omega \) is the Coriolis vector, \( g \) is the acceleration due to gravity, \( \mathbf{k} \) is the vertical normal vector, and \( \Pi \) is the Exner pressure defined by:

\[
\Pi = \left( \frac{R_d \rho \theta}{p_{\text{ref}}} \right)^{\frac{\kappa}{\kappa - 1}}.
\]

(5.4)

Here, \( R_d \) is the gas constant of dry air, \( p_{\text{ref}} \) is a reference value for the pressure (typically taken to be 100,000 Pa), and \( \kappa = R_d / c_p \). Equations (5.1)–(5.3) are also subject to a rigid-lid condition on the upper and lower boundaries of the domain,

\[
\mathbf{u} \cdot \mathbf{n} = 0 \text{ on } \partial \Omega.
\]

(5.5)

The potential temperature is defined via the expression:

\[
\theta = T \left( \frac{p_{\text{ref}}}{p} \right)^{\frac{\kappa}{\kappa - 1}},
\]

(5.6)

where \( T \) is the temperature. This should be interpreted as the temperature a parcel of air would obtain if moved adiabatically to a pressure of \( p_{\text{ref}} \), with initial conditions for pressure and temperature at \( p \) and \( T \). Note that in this formulation, the pressure can be diagnosed from the equation of state \( p = \rho R_d T \) together with (5.4) and (5.6). A more complete atmospheric model will include source/sink terms in the momentum equation (5.1) and thermodynamic equation (5.3), and include the effects of moisture. The latter, in addition to necessitating a different continuity equation, would require additional modifications to (5.3). For more details on the incorporation of moisture and other physical parametrizations, see Bendall et al. (2019).

### 5.1.1 Tensor product finite element complex

Building a compatible finite element discretization of (5.1)–(5.3) requires first constructing a suitable finite element complex of spaces defined on \( \Omega \). As we have previously shown in Section 3.4, such meshes are generally unstructured in the horizontal, but vertically structured to facilitate vertical staggering of the potential temperature. The finite element spaces will have a tensor product structure as a result. For context and to keep the material in this chapter relatively self-contained, we will briefly summarize Section 2.4.4 here.
In order to develop a finite element complex on $\Omega$, we require a one-dimensional complex on $[0, H]$: \[ H^1([0, H]) \xrightarrow{\frac{d}{dz}} L^2([0, H]) \]
\[ V^0_h \xrightarrow{\frac{d}{dz}} V^1_h \]
where we use the notation for the one-dimensional differential operator $\frac{d}{dz}$ to emphasize that (5.7) is associated with the vertical discretization. We also need the two-dimensional complex: \[ H^1(S(R)) \xrightarrow{\nabla^\perp} H(\text{div}; S(R)) \xrightarrow{\nabla} L^2(S(R)) \]
\[ U^0_h \xrightarrow{\nabla^\perp} U^1_h \xrightarrow{\nabla} U^2_h \]
where $\nabla^\perp = (-\partial_y, \partial_x)$ denotes the skew-gradient. A three-dimensional tensor product complex on $\Omega$ follows: \[ H^1(\Omega) \xrightarrow{\nabla} H(\text{curl}; \Omega) \xrightarrow{\nabla \times} H(\text{div}; \Omega) \xrightarrow{\nabla \cdot} L^2(\Omega) \]
\[ W^0_h \xrightarrow{\nabla} W^1_h \xrightarrow{\nabla \times} W^2_h \xrightarrow{\nabla \cdot} W^3_h \]
where $W^i_h, i = 0, \cdots, 3$, are tensor product finite element spaces defined as:
\[ W^0_h = U^0_h \otimes V^0_h, \]  
\[ W^1_h = \text{Hcurl}(U^0_h \otimes V^1_h) \oplus \text{Hcurl}(U^1_h \otimes V^0_h), \]  
\[ W^2_h = \text{Hdiv}(U^1_h \otimes V^1_h) \oplus \text{Hdiv}(U^2_h \otimes V^0_h), \]  
\[ W^3_h = U^2_h \otimes V^1_h. \]

Detailed constructions of these spaces are provided in Section 2.4.4, which includes the implementation details necessary to construct each $W^i_h$. Further information can be found in McRae et al. (2016). The existence of bounded projections $\pi^{(d)}_i$, $d = 1, 2, 3$, such that the diagrams (5.7)–(5.9) commute is discussed in detail by Arnold, Falk, and Winther (2010), Arnold and Awanou (2014), and Arnold, Boffi, and Bonizzoni (2015). This includes both affine and non-affine constructions. Holst and Stern (2012) extended the diagrams for discretizations on embedded manifolds, which is summarized in Section 2.4.6. Natale, Shipton, and Cotter (2016) extended this to the tensor product complex (5.9) and quantified the errors introduced by using polynomial piece-wise approximations of manifold surfaces. We encourage the interested reader to review these references for further details.

For three-dimension systems, the sequence of spaces $W^i_h$ form a discrete $L^2$ de-Rham complex of finite element spaces. An important property of choosing such spaces is that, unlike mixed methods for Navier-Stokes based on the Taylor-Hood discretization (Taylor and Hood, 1973), discretizations based on compatible finite elements \textit{exactly} preserve the fundamental vector-calculus identities $\nabla \times (\nabla \Psi) = 0$ and $\nabla \cdot (\nabla \times w) = 0$ in the discretized equations.
Table 5.1: Finite element spaces defining the vertical and horizontal complexes outlined in this section. Separate degrees may be used in the horizontal vertical spaces. This permits the use of higher-order vertical discretizations, for example.

<table>
<thead>
<tr>
<th>Family</th>
<th>$V_0^h$</th>
<th>$V_1^h$</th>
<th>$U_0^h$</th>
<th>$U_1^h$</th>
<th>$U_2^h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>$P_k$</td>
<td>$dP_{k-1}$</td>
<td>$P_q$</td>
<td>$RT_{q-1}$</td>
<td>$dP_{q-1}$</td>
</tr>
<tr>
<td>RTCF</td>
<td>$P_k$</td>
<td>$dP_{k-1}$</td>
<td>$Q_q$</td>
<td>$RTC_{q-1}$</td>
<td>$dQ_{q-1}$</td>
</tr>
<tr>
<td>BDM</td>
<td>$P_k$</td>
<td>$dP_{k-1}$</td>
<td>$P_q$</td>
<td>$BDM_{q-1}$</td>
<td>$dP_{q-2}$</td>
</tr>
</tbody>
</table>

As we have seen previously in Chapter 3 and 4, the tensor product complex can be obtained from classical mixed finite element spaces summarized in Section 2.2.2. There is flexibility in varying the degree of each complex to facilitate high order vertical staggering, while still maintaining the structure-preserving nature of the tensor product complex (Natale, Shipton, and Cotter, 2016). For $k \geq 1$, there is only one choice for the one-dimensional complex: $(P_k, dP_{k-1})$, where $P_k$ and $dP_{k-1}$ denote the usual spaces of continuous and discontinuous Lagrange elements. For the two-dimensional horizontal complex, there are a variety of choices available. Some familiar examples include:

- $(P_q, RT_{q-1}, dP_{q-1})$ for $q \geq 1$, where $RT_{q-1}$ denotes the space of Raviart-Thomas elements of order $q - 1$. This complex can be constructed on triangular horizontal mesh. In the FEEC framework, the triangular complex corresponds to the family $P_q^- \Lambda'$. (Arnold, Falk, and Winther, 2010).
- $(Q_q, RTC_{q-1}, dQ_{q-1})$ is the quadrilateral complex using the Raviart-Thomas family of spaces. This complex corresponds to $Q_q^- \Lambda'$.
- $(P_q, BDM_{q-1}, dP_{q-2})$ for triangular meshes with $q \geq 2$, where $BDM_{q-1}$ denotes the Brezzi-Douglas-Marini elements of order $q - 1$. This complex corresponds to $P_q \Lambda'$.

For simplicity, we consider the cases where the horizontal and vertical degrees are equal ($k = q$). See Table 5.1 for a summary of element choices for the one- and two-dimensional complexes summarized above. The construction of such elements, with appropriate pullbacks (including the necessary Piola transforms for $H(\text{curl})$ and $H(\text{div})$ elements) is discussed by Natale, Shipton, and Cotter (2016). We refer the reader to the work by Rognes, Kirby, and Logg (2009) for the implementation of $H(\text{curl})$ and $H(\text{div})$ elements within a code-generating framework.

The compatible finite element method for solving (5.1)–(5.3) will seek a velocity $u_h \in \hat{W}^2_h$, where $\hat{W}^2_h$ is the subspace of $W^2_h$ such that $u_h \cdot n$ vanishes on the upper and lower boundaries of $\Omega$, $\partial \Omega = \partial \Omega_u \cup \partial \Omega_b$. The pressure and density variables are sought in the space $W^3_h$. There is some flexibility in choosing an approximation space for the potential temperature. However, one in particular is preferable for atmospheric models.

### 5.1.2 Finite element space for the potential temperature

In Section 2.4.5, we discussed a coupled options for staggering the potential temperature. Based on that discussion, we take $\theta_h \in W^\theta_h$, where $W^\theta_h = U^2_h \otimes V^0_h$ is the horizontally discontinuous, vertically continuous finite element space. This constructs the compatible finite element extension of the Charney-Phillips staggered
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Figure 5.1: A diagram illustrating the decomposition of the boundary of a product cell into horizontally- and vertically-aligned facets. The cell $K$ is the result of taking the product of a triangle $\triangle$ and an interval $I$. An identical decomposition of facets can be made for any arbitrary product cell.

grid (Charney and Phillips, 1953), which does not support the unphysical computational modes introduced by a Lorenz grid (Lorenz, 1960).

It was shown by Natale, Shipton, and Cotter (2016) that this choice of finite element space leads to an injective mapping between the pressure and potential temperature variables in the hydrostatic balance equation (2.232). Therefore, spurious hydrostatic pressure modes are avoided. This was further verified numerically by Melvin et al. (2018). By our choice of approximation space for $\theta$, a transport scheme for partially continuous finite elements is necessary, which we summarize in the next section.

5.1.3 Semi-discrete formulation

In this section, we present the semi-discrete finite element formulation of the three-dimensional compressible Euler system (5.1)–(5.3). We start by reviewing some notation. With $T_h$ denoting our mesh of $\Omega$ consisting of product cells $K$, we denote the set of facets by

$$E_h = \{ e \subset \partial K : \forall K \in T_h \}. \quad (5.14)$$

We call $E_h$ the skeleton of $T_h$. We can further decompose the skeleton $E_h$ into sets of horizontally- and vertically-aligned facets $E_h^{\text{horiz.}}$ and $E_h^{\text{vert.}}$ respectively, with

$$E_h^{\text{horiz.}} = \{ e \subset \partial K^{\text{horiz.}} : \forall K \in T_h \}, \quad (5.15)$$

$$E_h^{\text{vert.}} = \{ e \subset \partial K^{\text{vert.}} : \forall K \in T_h \}, \quad (5.16)$$

$$E_h = E_h^{\text{horiz.}} \cup E_h^{\text{vert.}}. \quad (5.17)$$

In this way, we can distinguish between integrals on particular types of facets of the mesh. An illustration for this decomposition is shown in Figure 5.1.

We now introduce notation for three different types of quantities we will encounter. First, we have the usual jump operator defined for any double-valued vector field $w$ on a facet $e \in E_h$:

$$\left[ w \right]_e = \begin{cases} w|_{e^+} \cdot n|_{e^+} + w|_{e^-} \cdot n|_{e^-}, & e \in E_h \setminus \partial \Omega, \\ w|_e \cdot n|_e, & e \in \partial \Omega, \end{cases} \quad (5.18)$$

where $\pm$ denotes the positive and negative sides of the facet respectively. Here, $n|_{e^+}$ and $n|_{e^-}$ are the unit normal vectors corresponding to the two sides of an interior facets $e = \partial K^+ \cap \partial K^-$. 

$$K = \triangle \times I$$

$$\partial K = \partial K^{\text{horiz.}} \cup \partial K^{\text{vert.}}$$

$$\partial K^{\text{horiz.}} = e_1^h \cup e_2^h$$

$$\partial K^{\text{vert.}} = e_1^v \cup e_2^v \cup e_3^v$$
Similarly, we can define a jump-like quantity for the tangential-components of a double-valued vector field \( \mathbf{w} \):

\[
\{ \mathbf{w} \}_e = \begin{cases} 
\mathbf{n}|_{e^+} \times \mathbf{w}|_{e^+} + \mathbf{n}|_{e^-} \times \mathbf{w}|_{e^-} & e \in \mathcal{E}_h \setminus \partial \Omega, \\
\mathbf{n}|_{e} \times \mathbf{w}|_{e} & e \in \partial \Omega.
\end{cases}
\] (5.19)

Finally, we define the average of a scalar field \( \Psi \) as:

\[
\{ [\Psi] \}_e = \begin{cases} 
\frac{1}{2} (\Psi^+ + \Psi^-) & e \in \mathcal{E}_h \setminus \partial \Omega \\
\Psi & e \in \partial \Omega.
\end{cases}
\] (5.20)

where \( \Psi^\pm = \Psi|_{e^\pm} \). Whenever the domain is clear by the context, we shall simply write \([\cdot],[\cdot],[\{\cdot]\}]\).

To develop a finite element formulation of (5.1), we start rewriting the advection term using the vector-invariant form:

\[
(u \cdot \nabla) u = (\nabla \times u) \times u + \nabla \left( \frac{1}{2} |u|^2 \right),
\] (5.21)

and substituting this relation in the momentum equation (5.1). Then we discretize in space by taking our solution \( u_h \in \mathcal{W}^2_h \), multiplying by a test function \( w \in \mathcal{W}_2 \), and integrating by parts. Then we obtain our first equation:

\[
\int_{T_h} \mathbf{w} \cdot \frac{\partial \mathbf{u}_h}{\partial t} + \nabla_h \times (\mathbf{u}_h \times \mathbf{w}) \cdot \mathbf{u}_h \, dx - \int_{\mathcal{E}_h} \{ \mathbf{u}_h \times \mathbf{w} \} \cdot \tilde{\mathbf{u}}_h \, dS \\
- \int_{T_h} \nabla_h \cdot \omega \frac{1}{2} |u_h|^2 \, dx + \int_{T_h} \mathbf{w} \cdot (2 \Omega \times \mathbf{u}_h) \, dx - \int_{T_h} c_p \nabla_h \cdot (\omega \theta_h) \Pi_h \, dx \\
+ \int_{\mathcal{E}_h} c_p [\mathbf{w} \theta_h] [\{ \Pi_h \}] \, dS + \int_{T_h} \mathbf{g} \cdot \mathbf{k} \, dx = 0, \tag{5.22}
\]

for all \( \mathbf{w} \in \mathcal{W}_2 \), where \( \nabla_h \) should be interpreted as the “broken” gradient obtained by evaluating \( \nabla \) in each cell:

\[
\nabla_h|_K = \nabla|_K, \tag{5.23}
\]

and \( \tilde{\mathbf{u}}_h \) is the velocity taken from the upwind side of each facet.\(^1\) Note that upon integrating the pressure-gradient term, only vertically-aligned surface integrals appear since \([\mathbf{w} \theta_h]|_{\partial_h} = 0\) on \( \mathcal{E}^{\text{horiz.}}_h \); \( \theta_h \) is continuous on the horizontally-aligned facets by construction of \( \mathcal{W}^2_h \). Equation (5.22) summarizes our momentum transport equation.

Next, we require suitable transport scheme for \( \rho_h \). Since \( \rho_h \in \mathcal{W}_3^3 \) is fully discontinuous, a standard upwind discontinuous Galerkin method can be used:

\[
\int_{T_h} \phi \frac{\partial \rho_h}{\partial t} - \nabla_h \phi \cdot \mathbf{u}_h \rho_h \, dx + \int_{\mathcal{E}_h} [\mathbf{u}_h \phi] \tilde{\rho}_h \, dS = 0, \quad \forall \phi \in \mathcal{W}_3^3, \tag{5.24}
\]

where \( \tilde{\rho}_h \) denotes \( \rho_h \) taken in the upwind direction. Both transport equations (5.22) and (5.24) are similar in construction to the nonlinear discretization of the shallow water equations in Section 3.3.

Now we turn our attention to the temperature equation (5.3). Constructing a stable transport scheme for \( \theta_h \) requires a bit more care. Since \( \theta_h \) is vertically continuous, there does not exist an upwind stabilization for vertical transport. Following Natale,

\(^{1}\text{That is, the side where } \mathbf{u}_h^\pm \cdot \mathbf{n}^\pm \text{ is negative} \)
Shipton, and Cotter (2016), we can instead use a streamline-upwind Petro-Galerkin (SUPG) stabilization scheme (Brooks and Hughes, 1982). First, we multiply (5.3) by a test function \( \xi \in W_h^\theta \) and integrate by parts twice to obtain the ultra-weak formulation:

\[
\int_{T_h} \phi \frac{\partial \theta_h}{\partial t} + \xi u_h \cdot \nabla \theta_h \, dx + \int_{E_h^{\text{vert}}} [u_h \xi] \tilde{\theta}_h - \|u_h \xi \theta_h\| \, dS = 0, \quad \forall \xi \in W_\theta, \tag{5.25}
\]

where \( \tilde{\theta}_h \) denotes \( \theta_h \) taken from the upwind direction. Now that there are no derivative applied to the test function \( \xi \), we can obtain the full SUPG formulation of (5.25) by substituting in the upwind-stabilized test function \( \xi^* := \xi + \eta u_h \cdot \hat{k} \Delta t \hat{k} \cdot \nabla \theta_h \), where \( \eta \) is a positive stabilization constant and \( \Delta t \) is a time-stepping parameter to be determined by the choice of time-integrator.

Now we have a complete semi-discretization as presented by Natale, Shipton, and Cotter (2016). The full nonlinear finite element spatial discretization of (5.1)–(5.3) reads as follows. Find \( u_h \in \hat{W}_h^2 \), \( \rho \in \hat{W}_h^3 \), and \( \theta_h \in \hat{W}_h^\theta \) such that

\[
\int_{T_h} w \cdot \frac{\partial u_h}{\partial t} + \nabla \times (u_h \times w) \cdot u_h \, dx - \int_{E_h} \{u_h \times w\} \cdot \tilde{u}_h \, dS
\]

\[
- \int_{T_h} \nabla \cdot \frac{1}{2} |u_h|^2 \, dx + \int_{T_h} w \cdot (2 \Omega \times u_h) \, dx - \int_{T_h} \phi \nabla \cdot (w \theta_h) \Pi_h \, dx
\]

\[
+ \int_{E_h^{\text{vert}}} c_p \|\Pi_h\| \|\Pi_h\| \, dS + \int_{T_h} \nabla \cdot \hat{k} \, dx = 0, \tag{5.26}
\]

\[
\int_{T_h} \phi \frac{\partial \rho_h}{\partial t} - \nabla \phi \cdot u_h \rho_h \, dx + \int_{E_h} \|u_h \phi\| \tilde{\rho}_h \, dS = 0, \tag{5.27}
\]

\[
\int_{T_h} \xi^* \frac{\partial \theta_h}{\partial t} + \xi^* u_h \cdot \nabla \theta_h \, dx + \int_{E_h^{\text{vert}}} [u_h \xi^*] \tilde{\theta}_h - \|u_h \xi^* \theta_h\| \, dS = 0, \tag{5.28}
\]

for all \( (w, \phi, \xi) \in \hat{W}_h^2 \times \hat{W}_h^3 \times \hat{W}_h^\theta \). It is important to note here that \( \Pi_h \) is a function of \( \rho_h \) and \( \theta_h \) via (5.4), which can be diagnosed during the nonlinear solver. This defines our starting point for developing a fully-discrete nonlinear method. Equations (5.26)–(5.28) still requires further investigation. However, it is known that this approach conserves mass, but not energy, potential vorticity, or temperature. Initial experiments using this spatial discretization are presented in Natale, Shipton, and Cotter (2016, §7.2), where a nonlinear solver via a Picard linearization is employed. We shall summarize this approach in the next section.

### 5.2 Fully-discrete nonlinear method

The Picard method for solving (5.26)–(5.28) follows from Melvin et al. (2019) and Adams et al. (2019); it is based on the semi-implicit discretization used by the UK Met Office’s atmospheric dynamical core (ENDGame), detailed by Wood et al. (2014) and Thuburn (2016). It is also functionally similar to the nonlinear method for the shallow water equations we described in Section 3.3. We begin by defining intermediate quantities for the time-stepping algorithm.

For given discrete fields which are known (either from initial conditions or a previous time-step) \( u_h^{n-1}, \rho_h^{n-1}, \) and \( \theta_h^{n-1} \), we seek \( \Delta u_h^n, \Delta \rho_h^n, \) and \( \Delta \theta_h^n \), defined as the
nonlinear updates evolving the fields forward in time:

\[ u^n_h = u^{n-1}_h + \Delta u^n_h, \quad \rho^n_h = \rho^{n-1}_h + \Delta \rho^n_h, \quad \theta^n_h = \theta^{n-1}_h + \Delta \theta^n_h. \]  

(5.29)

We determine the updates in (5.29) iteratively using a Picard method. This involves successive solutions to a linearized problem.

Let \( \Delta u^k_h \), \( \Delta \rho^k_h \), and \( \Delta \theta^k_h \) denote approximations to the quantities (5.29) at the \( k \)-th iteration of the Picard cycle. Before the first Picard iteration, these quantities are initialized to zero: \( \Delta u^0_h = 0 \), \( \Delta \rho^0_h = 0 \), \( \Delta \theta^0_h = 0 \). Now we define the residual functions at the \( k \)-th Picard iteration \( (k \geq 1) \) as

\[
\begin{align*}
\delta u^k_h &= u^{n-1}_h + \Delta u^{k-1}_h - u^*_h, \\
\delta \rho^k_h &= \rho^{n-1}_h + \Delta \rho^{k-1}_h - \rho^*_h, \\
\delta \theta^k_h &= \theta^{n-1}_h + \Delta \theta^{k-1}_h - \theta^*_h,
\end{align*}
\]

(5.30)

where \( u^*_h, \rho^*_h, \) and \( \theta^*_h \) are candidate solutions for the next time-step. These are computed during each Picard iteration by solving transport equations using previously computed fields (or initial conditions if at the first time-step).

To generate the updates \( \Delta u^k_h \), \( \Delta \rho^k_h \), and \( \Delta \theta^k_h \), we solve a coupled linear system of equations of the form:

\[
\mathcal{J} \begin{bmatrix} \delta u^k_h \\ \delta \rho^k_h \\ \delta \theta^k_h \end{bmatrix} = - \begin{bmatrix} R^k_h[w] \\ R^k_h[\phi] \\ R^k_h[\xi] \end{bmatrix},
\]

(5.31)

where the \( \delta \)-quantities are linear functions that update the nonlinear corrections:

\[
\Delta u^k_h = \delta u^k_h + \Delta u^{k-1}_h, \quad \Delta \rho^k_h = \delta \rho^k_h + \Delta \rho^{k-1}_h, \quad \Delta \theta^k_h = \delta \theta^k_h + \Delta \theta^{k-1}_h.
\]

(5.32)

and the right-hand side co-vectors are

\[
R^k_h[w] = \int_{\mathcal{T}_h} w \cdot \hat{r}_h \, dx, \quad R^k_h[\phi] = \int_{\mathcal{T}_h} \phi \hat{r}_h \, dx, \quad R^k_h[\xi] = \int_{\mathcal{T}_h} \xi \hat{r}_h \, dx,
\]

(5.33)

for all \((w, \phi, \xi) \in \hat{W}^2_h \times \hat{W}^1_h \times \hat{W}^0_h\). Here, \( \mathcal{J} \) is the Jacobian obtained from the linearization of (5.26)–(5.28). This procedure uses the solutions of (5.31) to determine the next iteration of \( \Delta \)-quantities. The result is then used in the linear systems for \( u^*_h, \rho^*_h, \) and \( \theta^*_h \) in (5.30) for the next Picard iteration. In practice, between 2-4 Picard iterations is typically good enough to generate sufficiently accurate forecasts (Melvin et al., 2019; Adams et al., 2019), which is experimentally determined. A more rigorous analysis of the Picard method has not yet been performed, but is a topic for future investigations.

Having abstractly defined the procedure, we now detail precisely how the candidates \( u^*_h, \rho^*_h, \) and \( \theta^*_h \) are computed. A complete description of the linear system (5.31) will follow in Section 5.2.3.

### 5.2.1 Obtaining a predictive velocity

To obtain \( u^*_h \), we solve the transport equation (5.26) using known field values, which reduces to a linear problem for \( u^*_h \). We use a \( \Theta \)-stepping method for momentum transport, with \( \Theta = \frac{1}{2} \). First, we define the midpoint quantities at the \( k \)-th Picard
iteration:

\[ u_h^{n-\frac{1}{2}} = u_h^{n-1} + \frac{1}{2} \Delta u_h^{k-1}, \quad \rho_h^{n-\frac{1}{2}} = \rho_h^{n-1} + \frac{1}{2} \Delta \rho_h^{k-1}, \quad \theta_h^{n-\frac{1}{2}} = \theta_h^{n-1} + \frac{1}{2} \Delta \theta_h^{k-1}, \quad (5.34) \]

where \( \Delta u_h^{k-1}, \Delta \rho_h^{k-1}, \) and \( \Delta \theta_h^{k-1} \) are determined from the previous Picard iteration (or their zero-initialization if \( k = 1 \)). We similarly define a diagnosed midpoint pressure as function of the state variables, using the definition in (5.4):

\[ \Pi_h^{n-\frac{1}{2}} = \Pi_h \left( \rho_h^{n-\frac{1}{2}}, \theta_h^{n-\frac{1}{2}} \right). \quad (5.35) \]

Lastly, we define an implicit midpoint velocity: \( \overline{u}_h = \frac{1}{2} \left( u_h^n + u_h^{n-1} \right). \)

Then the transport equation for \( u_h^* \) is constructed by discretizing (5.26) in time, using \( u_h^{n-\frac{1}{2}} \) as the advecting velocity. This produces:

\[
\int_{T_h} w \cdot u_h^* - u_h^{n-1} \frac{\Delta t}{2} + \nabla_h \times \left( u_h^{n-\frac{1}{2}} \times w \right) \cdot \overline{u}_h \, dx - \int_{T_h} \left\{ \left( u_h^{n-\frac{1}{2}} \times w \right) \cdot \nabla_h \cdot \frac{1}{2} u_h^{n-1} \right\} \, dx \\
+ \int_{T_h} w \cdot (2\Omega \times u_h^{n-\frac{1}{2}}) \, dx - \int_{T_h} c_p \nabla_h \cdot \left( w \theta_h^{n-\frac{1}{2}} \right) \Pi_h^{n-\frac{1}{2}} \, dx \\
+ \int_{\mathcal{C}_{\text{vert}}} c_p \left[ w \theta_h^{n-\frac{1}{2}} \right] \left\{ \Pi_h^{n-\frac{1}{2}} \right\} \, dS + \int_{T_h} g w \cdot \hat{k} \, dx = 0, \quad (5.36)
\]

for all \( w \in \mathcal{W}_h^2 \). Expanding out \( \overline{u}_h \) in (5.36), we obtain a linear variational problem for \( u_h^* \); find \( u_h^* \in \mathcal{W}_2 \) satisfying for all \( w \in \mathcal{W}_h^2 \):

\[
\int_{T_h} w \cdot u_h^* \, dx + \frac{\Delta t}{2} \int_{T_h} \nabla_h \times \left( u_h^{n-\frac{1}{2}} \times w \right) \cdot u_h^* \, dx \\
- \frac{\Delta t}{2} \int_{\mathcal{E}_h} \left\{ u_h^{n-\frac{1}{2}} \times w \right\} \cdot \nu_h^* \, dS = R^{n-\frac{1}{2}}[u_h^{n-1}], \quad (5.37)
\]

where

\[
R^{n-\frac{1}{2}}[u_h^{n-1}] = \int_{T_h} w \cdot u_h^{n-1} \, dx - \frac{\Delta t}{2} \int_{T_h} \nabla_h \times \left( u_h^{n-\frac{1}{2}} \times w \right) \cdot u_h^{n-1} \, dx \\
+ \frac{\Delta t}{2} \int_{\mathcal{E}_h} \left\{ u_h^{n-\frac{1}{2}} \times w \right\} \cdot \nu_h^{n-1} \, dS \\
+ \Delta t \int_{T_h} \nabla_h \cdot w \frac{1}{2} \left| u_h^{n-\frac{1}{2}} \right|^2 \, dx + \Delta t c_p \int_{T_h} \nabla_h \cdot \left( w \theta_h^{n-\frac{1}{2}} \right) \Pi_h^{n-\frac{1}{2}} \, dS \\
- \Delta t c_p \int_{\mathcal{C}_{\text{vert}}} \left[ w \theta_h^{n-\frac{1}{2}} \right] \left\{ \Pi_h^{n-\frac{1}{2}} \right\} \, dS \\
- \Delta t \int_{T_h} w \cdot \left( 2\Omega \times u_h^{n-\frac{1}{2}} \right) \, dx - \Delta t \int_{T_h} g w \cdot \hat{k} \, dx. \quad (5.38)
\]
5.2.2 Obtaining the predictive density and temperature fields

The density equation (5.27) is simply a continuity equation. Similarly for $\theta_h$, (5.28) is just an advection equation, albeit a more complicated discretization than that of $\rho_h$. We can use a stabilized time-integrator to obtain the predictive quantities $\rho^*_h$ and $\theta^*_h$. For the time discretization of both fields, we use the stabilized three-stage Runge-Kutta scheme (SSPRK3) of Shu and Osher (Shu and Osher, 1988):

$$x^{(1)} = x^{n-1} + L \left( x^{n-1}, u_h^{n-1/2} \right)$$

$$x^{(2)} = \frac{3}{4} x^{n-1} + \frac{1}{4} \left( x^{(1)} + L \left( x^{(1)}, u_h^{n-1/2} \right) \right)$$

$$x^* = \frac{1}{3} x^{n-1} + \frac{2}{3} \left( x^{(2)} + L \left( x^{(2)}, u_h^{n-1/2} \right) \right), \quad (5.39)$$

where $L$ denotes the time-evolving advection operator with advecting velocity $u_h^{n-1/2}$, and $x$ denotes the field to be advected.

5.2.3 Picard method for the corrective updates

Once $u_h^*, \rho_h^*$, and $\theta_h^*$ are constructed, we again solve a coupled linear system (5.31). We construct $\mathcal{J}$ via a partial linearization of equations (5.1)–(5.3) following Wood et al. (2014). We linearize around a background state at rest, with potential temperature, density, and pressure profiles $\bar{\theta}$, $\bar{\rho}$, and $\bar{\Pi}$ respectively.

Discretizing in time using the Crank-Nicolson method (Crank and Nicolson, 1947) then produces the approximate Jacobian (in strong form):

$$\delta u^k + \frac{\Delta t}{2} \left( 2 \Omega \times \delta u^k \right) + \frac{\Delta t c_p}{2} \left( \delta \theta^k \nabla \bar{\Pi} + \bar{\theta} \nabla \delta \Pi \right) = -r^k_u \quad (5.40)$$

$$\delta \rho^k + \frac{\Delta t}{2} \nabla \cdot \left( \bar{\rho} \delta u^k \right) = -r^k_\rho \quad (5.41)$$

$$\delta \theta^k + \frac{\Delta t}{2} \delta u^k \cdot \nabla \bar{\theta} = -r^k_{\theta} \quad (5.42)$$

where the pressure perturbation $\delta \Pi$ is defined via the identity:

$$\delta \Pi = \frac{\partial \Pi}{\partial \theta} \delta \theta^k + \frac{\partial \Pi}{\partial \rho} \delta \rho^k. \quad (5.43)$$

All the “bar” terms are known coefficients, determined from the linearized state. However, this is not our final Jacobian; we make one further modification. Since the effects of $\theta$ are dominate in the vertical, we discard all horizontal variations in terms containing $\delta \theta$ in the weak formulation of (5.40)–(5.42). The resulting linear finite element problem defining (5.31) reads as follows. Find $\delta u_h^k \in \hat{W}_h^2$, $\delta \rho_h^k \in \hat{W}_h^3$,
and $\delta \theta^k_h \in W^0_h$ such that

$$
\int_{T_h} w \cdot \delta u^k_h + \frac{\Delta t c_p}{2} \frac{\partial}{\partial z} \left( \delta \theta^k_h w \cdot \hat{k} \right) \Pi \, dx - \Delta t c_p \int_{T_h} \nabla_h \cdot \left( \delta \theta^k_h w \right) \delta \Pi_h \, dx \\
+ \frac{\Delta t c_p}{2} \int_{\partial T_h} \left[ \partial w \right] \left\{ \delta \Pi_h \right\} dS = -R^k_{u|w}, \tag{5.44}
$$

$$
\int_{T_h} \phi \delta \rho^k_h - \frac{\Delta t}{2} \nabla_h \phi \cdot \delta u^k_h \rho \, dx + \frac{\Delta t}{2} \int_{\partial T_h} \left[ \phi \delta u^k_h \right] \left\{ \delta \rho_h \right\} dS = -R^k_{\rho|\phi}, \tag{5.45}
$$

$$
\int_{T_h} \xi \delta \theta^k_h + \frac{\Delta t}{2} \xi \frac{\partial}{\partial z} \delta u^k_h \cdot \hat{k} \, dx = -R^k_\xi, \tag{5.46}
$$

for all $(w, \phi, \xi) \in \hat{W}^2_h \times \hat{W}^3_h \times W^0_h$.

Equations (5.44)–(5.46) defines a tightly-coupled system of each linear perturbation and must be solved several times each time-step. There are several ways to solve this coupled problem. Our current approach is to mimic what is done in staggered finite difference codes, as presented by Wood et al. (2014). We eliminate $\delta \theta^k_h$ at the equation-level, leaving a coupled set of equations exclusively for $\delta u^k_h$ and $\delta \rho^k_h$. However, unlike finite difference methods, the “strong” form of (5.46) no longer holds point-wise. As a result, we are introducing errors near topography.

Performing the elimination via $\delta \theta^k_h = -\frac{\Delta t}{2} \frac{\partial}{\partial z} \delta u^k_h \cdot \hat{k} - r^k_\theta$ and substituting in (5.44) produces the following mixed problem: find $\delta u^k_h \in \hat{W}^2_h$ and $\delta \rho^k_h \in \hat{W}^3_h$ such that

$$
A(w; \delta u^k_h) + \frac{\Delta t c_p}{2} G(w; \delta \rho^k_h) = -R^k_{u|\theta}, \tag{5.47}
$$

$$
\frac{\Delta t}{2} D(\phi; \delta u^k_h) + M_3(\phi; \delta \rho^k_h) = -R^k_{\rho|\phi}, \tag{5.48}
$$

for all $(w, \phi) \in \hat{W}^2_h \times \hat{W}^3_h$, where the finite element forms are defined as the expressions:

$$
A(w; \delta u^k_h) = M_2(w; \delta u^k_h) + \frac{\Delta t}{2} C(w; \delta u^k_h) + \frac{\Delta t^2 c_p}{4} M^2_2(w; \delta u^k_h), \tag{5.49}
$$

$$
M_2(w; \delta u^k_h) = \int_{T_h} w \cdot \delta u^k_h \, dx, \tag{5.50}
$$

$$
C(w; \delta u^k_h) = \int_{T_h} w \cdot \left( 2\Omega \times \delta u^k_h \right) \, dx, \tag{5.51}
$$

$$
M^2_2(w; \delta u^k_h) = \int_{T_h} \frac{\partial}{\partial z} \left( \frac{\partial}{\partial z} \delta u^k_h \cdot \hat{k} w \cdot \hat{k} \right) \Pi \, dx + \int_{T_h} \frac{\partial}{\partial z} \delta u^k_h \cdot \hat{k} \frac{\partial}{\partial z} \left( \delta \theta^k_h w \cdot \hat{k} \right) \, dx \\
- \int_{\partial T_h} \left[ \delta \theta^k_h \right] \left\{ \frac{\partial}{\partial z} \delta u^k_h \cdot \hat{k} \right\} dS, \tag{5.52}
$$

$$
G(w; \delta \rho^k_h) = -\int_{T_h} \frac{\partial}{\partial \rho} \frac{\partial}{\partial \rho} \delta \rho^k_h \nabla_h \cdot \left( \delta \theta^k_h \right) \, dx + \int_{\partial T_h} \left[ \delta \rho^k_h \right] \left\{ \frac{\partial}{\partial \rho} \delta \rho^k_h \right\} dS, \tag{5.53}
$$

$$
D(\phi; \delta u^k_h) = -\int_{T_h} \nabla_h \phi \cdot \delta u^k_h \rho \, dx + \int_{\partial T_h} \left[ \phi \delta u^k_h \right] \left\{ \delta \rho^k_h \right\} dS, \tag{5.54}
$$

$$
M_3(\phi; \delta \rho^k_h) = \int_{T_h} \phi \delta \rho^k_h \, dx. \tag{5.55}
$$
and the modified residual is
\[ R_{u,\theta}^k[w] = R_u^k[w] - \frac{\Delta t c_p}{2} \int_{T_h} \frac{\partial}{\partial z} \left( r^k_w \cdot \hat{k} \right) \Pi \, dx \]
\[ - \frac{\Delta t}{2} \int_{T_h} \frac{\partial \Pi}{\partial z} r^k_{\theta} \frac{\partial}{\partial z} \left( \hat{w} \cdot \hat{k} \right) \, dx \]
\[ + \frac{\Delta t c_p}{2} \int_{E_{vert}} \left[ \hat{w} \right] \left\{ \left\{ \frac{\partial \Pi}{\partial \theta} \right\} \right\} \, dS. \] (5.56)

In terms of linear algebra, this leads to a mixed system for the velocity and density coefficients, \( \delta U^k \) and \( \delta P^k \), of the form:
\[
\begin{bmatrix}
A & \frac{\Delta t c_p G}{2} \\
\frac{\Delta t C}{2} D & M_3
\end{bmatrix}
\begin{bmatrix}
\delta U^k \\
\delta P^k
\end{bmatrix}
= \begin{bmatrix}
R_{u,\theta} \\
R_\rho
\end{bmatrix},
\] (5.57)

where \( A = M_2 + \frac{\Delta t C}{2} + \frac{\Delta t^2 c_p M_2^3}{} \) is a velocity mass matrix augmented with both the Coriolis term \( C \) and vertical coupling in \( M_3^2 \) as a result of eliminating \( \delta \theta_k^h \). \( D \) and \( G \) are off-diagonal “div”/“grad” terms coupling velocity and density degrees of freedom, and \( M_3 \) is a mass matrix in \( W_h^3 \). Once (5.57) is solved, \( \delta \theta_k^h \) can be recovered by solving a mass matrix system in \( W_h^3 \). Some initial numerical studies were conducted by Natale, Shipton, and Cotter (2016) using this approach, though the Coriolis term was neglected in \( A \). Experiments were restricted to only two vertical slice models.

The significance of these errors introduced by the approximate elimination of \( \delta \theta_k^h \) are currently unknown, as initial numerical studies conducted by Natale, Shipton, and Cotter (2016) did not demonstrate any strange anomalies in the reconstructed temperature perturbation field. However, it may not be necessary to exactly treat \( \delta \theta_k^h \) since this procedure is nested in a Picard method. In operational settings, the Picard system is never solved to convergence. This approach can simply be viewed as a preconditioner for the true linearization. We employ a similar elimination procedure in Section 5.3, along with more sensitive experiments which include topography in Section 5.4. These demonstrate that the errors introduced in the linear solver do not largely impact the overall evolution of the temperature field. Further analysis on the effects of treating \( \delta \theta_k^h \) in this manner still requires further investigation.

As currently written, this system is not hybridizable; this is due to the inter-elemental coupling of both velocity test functions and prognostic variables appearing in the surface term:
\[ \int_{E_{vert}} \left[ \hat{w} \right] \left\{ \delta \Pi_k \right\} \, dS. \] (5.58)

This prevents direct hybridization without modifying the discretization. Instead, (5.57) must be solved iteratively using a suitable Krylov method and preconditioner.

### 5.2.4 An approximate Schur-complement preconditioner

As before, one could design a preconditioner starting from the inverse of the left-hand side operator in (5.57) using a Schur-complement factorization:
\[
\begin{bmatrix}
A & \frac{\Delta t c_p G}{2} \\
\frac{\Delta t C}{2} D & M_3
\end{bmatrix}^{-1} = \begin{bmatrix}
I & -\frac{\Delta t c_p A^{-1} G}{2} \\
0 & I
\end{bmatrix} \begin{bmatrix}
A^{-1} & 0 \\
0 & S^{-1}
\end{bmatrix} \begin{bmatrix}
I \\
-\frac{\Delta t}{2} D A^{-1}
\end{bmatrix},\] (5.59)
where $S = M_3 - \beta^2 c_p D A^{-1} G$, $\beta = \frac{\Delta t}{2}$, is the Schur-complement operator. The operator is globally dense, since it contains the dense inverse $A^{-1}$. A preconditioner $P$ can be constructed from (5.59) by replacing $S$ with an approximate Schur-complement $\hat{S} = M_3 - \beta^2 c_p D \hat{A}^{-1} G$, where $\hat{A} = \text{Diag}(A)$.

One can then approximate the inverse of $S$ by iteratively inverting $\hat{S}$ instead. In contrast to the original operator, $\hat{S}$ is sparse, but less is understood about this approach, as no formal analysis has been performed on such a system. Note that this approximation suffers from the same problem as in the gravity wave example from Section 4.5.3; it fails to take into account the Coriolis term of $2\Omega \times \delta u_k^h$ due to its contributions being located on off-diagonal positions of the matrix $A$.

Moreover, simplified models such as the linear gravity wave, only capture some of the characteristics of (5.57). The equations here are far more difficult to analyze and precondition. Black-box preconditioners using the Schur-complement factorization above have some success in two-dimensional vertical slice models. However, for full three-dimensional experiments, little success has been achieved as iterative methods appear to struggle in reaching convergence. To circumvent this, we develop an alternative discretization which is, in fact, hybridizable. The resulting sparse hybridized equation appears to be far more numerically amenable to standard iterative techniques for nonsymmetric elliptic equations and negates the need for an outer Krylov method to invert the block system.

5.3 A hybridizable method for the compressible equations

The main difficulty with the approach detailed in Section 5.2.4 is designing a robust solver. This was discussed by Mitchell and Müller (2016) within the context of tensor product multigrid methods (Börm and Hiptmair, 2001; Müller and Scheichl, 2014) for a linear compressible atmospheric model. It is a subject of ongoing research to develop a similar scheme for the equations considered in this section. Here, we present an alternative discretization resulting in a system where the techniques of Chapters 3 and 4 can be applied effectively.

The hybridization procedure we outline in this section reformulates the perturbation system (5.40)–(5.42) in such a way that the system is rendered block-sparse. Therefore the prognostic variables can be eliminated via element-wise static condensation to produce a new sparse system for unknowns defined only on the mesh skeleton. The recovery of the prognostic variables can be obtained locally by solving a sequence of linear systems in each cell of the mesh. We begin by revisiting the linearized momentum equation.

5.3.1 Discontinuous $H(\text{div})$ velocity fields

Velocity fields $w \in W_h^2$ belong to a subspace of $H(\text{div})$, characterized by the continuity $w \cdot n$ on $\mathcal{E}_h$. Following our discussion in Section 3.1.2, we define the “broken” velocity space as:

$$\mathring{W}_h^2 = \{ w \in [L^2(\Omega_h)]^n : w|_K \in W_h^2(K), \forall K \in T_h \}. \quad (5.60)$$
This space consists of vector fields locally constructed from basis functions in \( W_h^2 \) in each cell \( K \), but with normal components not necessarily continuous on \( E_h \). In light of this definition, we note that \( W_h^2 = \hat{W}_h^2 \cap \{ \mathbf{w} : [\mathbf{w}] = 0 \text{ on } E_h \} \) is an \( H(\text{div}) \)-subspace of \( \hat{W}_h^2 \).

As with the other models considered in Chapter 3, the hybridization of (5.44)–(5.46) begins with taking the linear perturbation \( \delta u_h^k \) and test functions \( \mathbf{w} \) in \( \hat{W}_h^2 \) rather than \( W_h^2 \). Following our previous convention, we denote the “broken” velocity perturbation as \( \delta u_h^k \in \hat{W}_h^2 \).

Multiplying (5.40) by \( \mathbf{w} \in \hat{W}_h^2 \) and integrating by parts in a single cell \( K \) produces:

\[
\int_{K} \mathbf{w} \cdot \delta \hat{u}_h^k + \frac{\Delta t_c}{2} \mathbf{w} \cdot \left( 2\mathbf{\Omega} \times \delta \hat{u}_h^k \right) \, dx
- \frac{\Delta t_c}{2} \int_{K} \frac{\partial}{\partial z} \left( \delta \phi_h^k \mathbf{w} \cdot \hat{k} \right) \, dI \, dx
- \frac{\Delta t_c}{2} \int_{K} \nabla \cdot (\bar{\theta} \mathbf{w}) \, \delta \Pi_h \, dx
+ \frac{\Delta t_c}{2} \int_{K} \left( \delta \phi_h^k \hat{k} \left( \mathbf{w} \cdot \hat{k} \right) \right) \cdot \mathbf{n} \delta \Pi \, dS
+ \frac{\Delta t_c}{2} \int_{K} (\bar{\theta} \mathbf{w}) \cdot \mathbf{n} \delta \Pi_h \, dS = -\int_{K} \mathbf{w} \cdot r^k \, dx, \tag{5.61}
\]

for all \( \mathbf{w} \in W_h^2 (K) \), where we have dropped the horizontal variations in \( \delta \phi_h^k \) as before. Assembling all the local contributions, we obtain the equation on \( T_h \):

\[
\int_{T_h} \mathbf{w} \cdot \delta \hat{u}_h^k + \frac{\Delta t_c}{2} \mathbf{w} \cdot \left( 2\mathbf{\Omega} \times \delta \hat{u}_h^k \right) \, dx
- \frac{\Delta t_c}{2} \int_{T_h} \frac{\partial}{\partial z} \left( \delta \phi_h^k \mathbf{w} \cdot \hat{k} \right) \, dI \, dx
- \frac{\Delta t_c}{2} \int_{T_h} \nabla_h \cdot (\bar{\theta} \mathbf{w}) \, \delta \Pi_h \, dx
+ \frac{\Delta t_c}{2} \int_{E_h} \left[ \delta \phi_h^k \hat{k} \left( \mathbf{w} \cdot \hat{k} \right) \right] \{ \delta \Pi \} \, dS
+ \frac{\Delta t_c}{2} \int_{E_h} (\bar{\theta} \mathbf{w}) \{ \delta \Pi_h \} \, dS = -\bar{R}_u^k [\mathbf{w}], \tag{5.62}
\]

for all \( \mathbf{w} \in \hat{W}_h^2 \). A couple changes in the weak momentum equation occurs as a result of testing in the space \( \hat{W}_h^2 \).

- Surface integrals on \( E_h^{\text{horiz.}} \) reappear since we are no longer guaranteed that \( [ \hat{k} \mathbf{w} \cdot \hat{k} ] = 0 \) on \( E_h^{\text{horiz.}} \). This was not the case previously, as our previous velocities were always continuous in their normal components. However, the surface terms on \( E_h^{\text{vert.}} \) still vanish due to the vertical continuity of \( \delta \phi_h^k \).

- Similarly, a surface integral appears on the entire mesh skeleton by the discontinuity of \( \mathbf{w} \cdot \mathbf{n} \) on \( E_h \). We use this term to introduce a new auxiliary variable on the skeleton.

### 5.3.2 Lagrange multipliers and the pressure trace

Since the original compatible finite element spatial discretization (5.26)–(5.28) constructs a velocity in \( W_h^2 \), we require that our new velocity perturbation \( \delta u_h^k \in \hat{W}_h^2 \) has continuous normal components. In other words, we want \( [ \delta u_h^k ] = 0 \) on \( E_h \). We accomplish this by imposing a jump condition on \( \delta u_h^k \cdot \mathbf{n} \). More specifically, we use
functions in an appropriately defined trace space $W^\text{tr}_h$ to enforce:

$$
\int_{E_h} \gamma \left[ \delta \hat{u}_h^k \right] \ dS = \int_{E_h \setminus \partial \Omega} \gamma \left[ \delta \hat{u}_h^k \right] \ dS + \int_{\partial \Omega} \gamma \delta \hat{u}_h^k \cdot n \ dS = 0, \quad \forall \gamma \in W^\text{tr}_h, \quad (5.63)
$$

where $W^\text{tr}_h$ is defined as the set:

$$
W^\text{tr}_h = \{ \gamma \in L^2(E_h) : \gamma|_e \in \mathcal{P}_k(e), \forall e \in E_h \}.
$$

Here, $\mathcal{P}_k(e)$ is a polynomial space of degree $\leq k$ on $e \in E_h$. The degree $k$ is determined by the degree of the polynomial space containing $w \cdot n|_e$, for all $w \in W^2_\Omega$. Requiring the trace unknowns to belong in the same polynomial spaces as the normal components of $w \cdot n$ is analogous to the consistency requirement of standard hybridizable methods from Section 3.1.2.

Equation (5.63) ensures we obtain a velocity perturbation whose jump of the normal components vanish on the mesh skeleton. Moreover, this equation also enforces the rigid lid condition on the top and bottom regions of $\Omega$. Meaning that all essential boundary conditions become natural conditions, enforced through the integral forms in the weak formulation. If we construct a velocity satisfying (5.63), then we have $\delta \hat{u}_h^k \in \hat{W}^2_h$ by Lemma 2 in Section 3.1.2.

In order to close the system, we introduce an auxiliary unknown which arises from integrating the pressure gradient term. In the original perturbation system (5.44)–(5.46), the pressure gradient term appears as:

$$
\int_{\Gamma_h} w \cdot (\hat{\theta} \nabla \delta \Pi_h) \ dx = - \int_{\Gamma_h} \nabla \cdot (\hat{\theta} w) \delta \Pi_h \ dx + \int_{E_h} \left[ \hat{\theta} w \right] \delta \Pi_h \ dS, \quad (5.65)
$$

where $w \in W^2_\Omega$. Because of (5.65), local reconstruction of $\delta u^k$ is impossible due to the dependence on the trial unknowns $\delta \theta_h^k$ and $\delta \rho_h^k$ in neighboring cells (via the facet average $\left\{ \delta \Pi_h \right\}$). To remedy this, we introduce a new independent unknown in $W^2_\Omega$ approximating the average contribution of the pressure perturbation on cell facets. By construction, the trace is a single-valued scalar field on $E_h$.

Integrating in a single cell $K$, we introduce $\lambda_h \in \hat{W}^\text{tr}_h(\partial K)$ appearing in the surface integral:

$$
\int_K w \cdot (\hat{\theta} \nabla \delta \Pi_h) \ dx = - \int_K \nabla \cdot (\hat{\theta} w) \delta \Pi_h \ dx + \int_{\partial k} (\hat{\theta} w) \cdot n \lambda_h \ dS, \quad (5.66)
$$

for all $w \in W^2_\Omega(K)$. After collecting all the cell-wise contributions, we have the full momentum equation containing three independent fields:

$$
\int_{\Gamma_h} w \cdot \delta \hat{u}_h^k + \frac{\Delta t}{2} w \cdot \left( 2\Omega \times \delta \hat{u}_h^k \right) \ dx
$$

$$
- \frac{\Delta t c_p}{2} \int_{\Gamma_h} \frac{\partial}{\partial z} \left( \delta \theta_h^k w \cdot \hat{k} \right) \Pi \ dx - \frac{\Delta t c_p}{2} \int_{\Gamma_h} \nabla \cdot (\hat{\theta} w) \delta \Pi_h \ dx
$$

$$
+ \frac{\Delta t c_p}{2} \int_{E_h \setminus \partial K} \left\{ \delta \theta_h^k (w \cdot \hat{k}) \right\} \delta \Pi_h \ dS
$$

$$
+ \frac{\Delta t c_p}{2} \int_{E_h} \hat{\theta} w \lambda_h \ dS = - \hat{R}_\mu^k[w], \quad (5.67)
$$

for all $w \in \hat{W}^2_h$, where $\hat{R}_\mu^k[w]$ denotes the linear residual tested with discontinuous
functions. We will proceed to eliminated $\delta \theta_h^k$ as in Section 5.2.3. The new unknown $\lambda_h$ is a global approximation to the average of $\delta \Pi_h$ on $E_h$. An immediate difference between the hybridizable methods in Chapter 3 and here is that $\lambda_h$ is approximating a different independent unknown; one may expect the hybridized variable to approximate a density-trace, but here we have reintroduced the Exner pressure into the linear equations.

After performing the elimination of $\delta \theta_h^k$, the hybridization of (5.44)–(5.46) is summarized as the following variational problem: find $\delta \hat{u}_h^k \in \tilde{W}_2$, $\delta \rho_h^k \in \tilde{W}_3$, and $\lambda_h \in \tilde{W}_h^{tr}$ such that

$$A_{\text{hybrid}}(w; \delta \hat{u}_h^k) + \frac{\Delta t c_F}{2} G_{\text{hybrid}}(w; \delta \rho_h^k) + \frac{\Delta t c_F}{2} K(w; \lambda_h) = - \hat{R}_u^k[w], \quad (5.68)$$

$$\frac{\Delta t}{2} D_{\text{hybrid}}(\phi; \delta \hat{u}_h^k) + M_3(\phi; \delta \rho_h^k) = - R_{\lambda}[\phi], \quad (5.69)$$

$$K(\delta \hat{u}_h^k; \gamma) = 0, \quad (5.70)$$

for all $(w, \phi, \gamma) \in \tilde{W}_h^2 \times \tilde{W}_h^3 \times W_h^{tr}$, where the finite element forms are give by

$$A_{\text{hybrid}}(w; \delta \hat{u}_h^k) = \tilde{M}_2(w; \delta \hat{u}_h^k) + \frac{\Delta t}{2} \tilde{C}(w; \delta \hat{u}_h^k) + \frac{\Delta t^2}{4} \tilde{M}_2(w; \delta \hat{u}_h^k), \quad (5.71)$$

$$\tilde{M}_2(w; \delta \hat{u}_h^k) = \int_{E_h} w \cdot \delta \hat{u}_h^k \, dx, \quad (5.72)$$

$$\tilde{C}(w; \delta \hat{u}_h^k) = \int_{E_h} w \cdot \left( 2 \Omega \times \delta \hat{u}_h^k \right) \, dx, \quad (5.73)$$

$$\tilde{M}_2(w; \delta \hat{u}_h^k) = \int_{E_h} \frac{\partial \Pi}{\partial z} \delta \hat{u}_h^k \cdot \hat{k} \frac{\partial}{\partial z} \left( \hat{\theta} w \cdot \hat{k} \right) \, dx$$

$$- \int_{E_{\text{horiz}}} \left[ \frac{\partial \hat{\theta}}{\partial z} \delta \hat{u}_h^k \cdot \hat{k} \left( \hat{\theta} w \cdot \hat{k} \right) \hat{k} \right] \{ \{ \Pi \} \} \, ds, \quad (5.74)$$

$$G_{\text{hybrid}}(w; \delta \rho_h^k) = - \int_{E_h} \frac{\partial \Pi}{\partial \hat{\rho}} \delta \rho_h^k \nabla_h \cdot (\hat{\theta} w) \, dx \quad (5.75)$$

$$D_{\text{hybrid}}(\phi; \delta \hat{u}_h^k) = - \int_{E_h} \nabla_h \phi \cdot \delta \hat{u}_h^k \rho \, dx + \int_{E_h} \left[ \phi \delta \hat{u}_h^k \right] \{ \{ \hat{\rho} \} \} \, dS, \quad (5.76)$$

$$M_3(\phi; \delta \rho_h^k) = \int_{E_h} \phi \delta \rho_h^k \, dx, \quad (5.77)$$

$$K(w; \lambda_h) = \int_{E_h} \hat{\theta} w \lambda_h \, dS, \quad (5.78)$$

and the modified residual is given by:

$$\hat{R}_u^k[w] = \hat{R}_u^k[w] - \frac{\Delta t c_F}{2} \int_{E_h} \frac{\partial}{\partial z} \left( r^k \hat{\theta} w \cdot \hat{k} \right) \Pi \, dx$$

$$- \frac{\Delta t}{2} \int_{E_h} \frac{\partial \Pi}{\partial z} r^k \frac{\partial}{\partial z} \left( \hat{\theta} w \cdot \hat{k} \right) \, dx$$

$$+ \frac{\Delta t c_F}{2} \int_{E_{\text{horiz}}} \left[ r^k \left( \hat{\theta} w \cdot \hat{k} \right) \hat{k} \right] \{ \{ \Pi \} \} \, dS. \quad (5.79)$$

Note that both $\{ \{ \Pi \} \}$ and $\{ \{ \hat{\rho} \} \}$ are averages of known fields. This allows us to treat the quantities as functions in $W_h^{tr}$ whose values on the facets are the averages of $\hat{\Pi}$ and $\hat{\rho}$, respectively.
Observe that, while we have dramatically increased the total number of unknowns, we have actually simplified the equations just by introducing \( \lambda_h \). Lower-order surface terms which were originally present in both \( A \) and \( G \) in (5.52) and (5.53) no longer appear. This is due to the fact that introducing \( \lambda_h \) as an independent unknown decouples surface terms with \( \delta \Pi_h \); they are now treated independently in the global system for \( \lambda_h \).

Since all prognostic variables are only coupled within each cell, we can apply element-wise static condensation to the system (5.68)–(5.70) to assemble a reduced problem for \( \lambda_h \) on the mesh skeleton. Once \( \lambda_h \) is determined, \( \delta \hat{u}_h^k \) and \( \delta \rho_h^k \) are reconstructed via solving elemental linear systems. The jump condition:

\[
K(\gamma; \delta \hat{u}_h^k) = 0, \quad \forall \gamma \in W_h^{tr}
\]  

ensures that our computed velocity perturbation is both \( H(\text{div}) \)-conforming and satisfies the slip-boundary conditions. Note also that scaling (5.80) by any non-zero coefficient does not change the result. Once both fields are determined, \( \delta \theta_h^k \) is recovered by solving a simple mass matrix system. We shall elaborate further in our summary of the complete solution procedure for solving (5.1)–(5.3).

**Remark 10.** The original spatial discretization in (5.26)–(5.28), along with the perturbation system in (5.44)–(5.46), still requires further analysis. Natale, Shipton, and Cotter (2016) proposed the discretization as an extension of the ideas of Cotter and Shipton (2012) to the full compressible equations (5.1)–(5.3). The scheme does conserve mass, but not energy, potential vorticity, or temperature.

As a consequence, the hybridizable formulation (5.68)–(5.70) inherits the same conservation properties for mass, but nothing more. Further analysis of the hybridizable method and the original discretizations are currently work in-progress.

### 5.3.3 Full solution procedure with hybridization

The full solution algorithm for solving the compressible Euler equations (2.2)–(2.5) will use the methods outlined in all preceding sections. The implementation of this method is detailed in the open-source project: Gusto (firedrakeproject.org/gusto/), which is a three-dimensional finite element dynamical core toolkit built around the Firedrake Project (Rathgeber et al., 2017). Algorithmically, the procedure is similar to how we described in Section 5.2. However, the nonlinear approach is executed using slightly different mechanics to achieve the same result. The formulation of the perturbation equations and the hybridization method remains unaffected.

Let \( q^n \) denote the prognostic state variables \( (u^n_h, \rho^n_h, \theta^n_h, \Pi^n_h) \) (\( \Pi^n_h \) is diagnosed from its definition in (5.4)). We use \( F(q^n) \) to describe the forcing operation which is detailed below. The “predicting” advection step evolves the state in time using the midpoint quantities \( q^{n-\frac{1}{2}} \), with \( u^{n-\frac{1}{2}} \) as the advecting velocity. We denote this operation by \( A_q(q^{n-\frac{1}{2}}; q^*) \), where \( q^* \) is an input state to be advected. The “correction” step first finds the residual \( R^k \), which are reduced iteratively in the Picard method by successively computing best approximations to the error: \( \Delta q = q^n - q^{n-1} \). The errors are approximated by solving the linearized system \( J \delta q^k = R^k \) in the \( k \)-th Picard iteration. The linear updates are used to update the field for the next time-step. At the end of a Picard cycle, we have the option to apply a diffusion scheme, which we denote as the operation \( D(q^n) \).
The main contribution of this chapter revolves around solving the linear system, so we refrain from going in-depth into the mechanics of both $F$ and $D$. We simply summarize here to establish context. Note that a parameter $\alpha$ is a time-stepping coefficient, which can be varied. In our case, we simply take $\alpha = \frac{1}{2}$. Following Wood et al. (2014), we perform a total of 4 Picard iterations per time-step. This was experimentally determined to be an optimal balance between the total number of required linear solves and the quality of computed solutions. The results we have obtained are in agreement with similar studies performed by Melvin et al. (2019).

The entire simulation process of the Gusto dynamical core can be categorized into two main stages: (1) the initialization stage; and (2) the evolution of the nonlinear equations. We shall quickly summarize the initialization routine first.

**Initialization of the dynamical core**

For many test cases, the background state of the model will be in hydrostatic balance. In terms of initializing the model, we need to compute an Exner pressure field $\bar{\Pi}$ given an initial temperature field $\bar{\theta}$ and a boundary condition for the pressure (such as a prescribed surface pressure). After determining $\bar{\Pi}$, a background density $\bar{\rho}$ can be determined by solving a variational problem using (5.4). Since $\bar{\rho}$ is determined by $\bar{\Pi}$, we shall only discuss how $\bar{\Pi}$ is obtained. For further details on this initialization stage, we refer the interested reader to Bendall et al. (2019).

Since large-scale atmospheric flows will always remain near a state of hydrostatic balance (Melvin et al., 2010; Wood et al., 2014), this balanced background state is used in the linearization for the Picard method. Therefore, it is critical that the basic state of hydrostatic balance is accurately represented in the numerical model. In Gusto, this initialization routine uses the hybridizable method for the hydrostatic equation (3.204)–(3.205), which was developed in Section 3.4.1. Since the equations are only coupled in vertical columns, the hybridizable system can be efficiently evaluated by inverted the trace system column-wise.

**Semi-implicit procedure**

Once the background state $(\bar{\Pi}, \bar{\theta}, \bar{\rho})$ is determined, the Jacobian is obtained via a partial linearization of (5.1)–(5.3) around this state, detailed in Section 5.2.3. We then employ the hybridizable method in Section 5.3 to solve the perturbation equations. The entire semi-implicit procedure is summarized as follows.

For each time-step $n$, we perform:

1. **Explicit forcing:** Compute the intermediate quantity $q^*$ via:

$$q^* \leftarrow q^{n-1} + (1 - \alpha) \Delta t \mathcal{F}(q^{n-1}). \quad (5.81)$$

In the case of a dry atmosphere, evaluating $\mathcal{F}(q^{n-1})$ simply involves computing a velocity $u^*_h \in W^2_h$ satisfying for all $w \in W^2_h$:

$$\int_{T_h} w \cdot u^*_h \, dx = \int_{T_h} c_p \nabla_h \cdot (\theta^{n-1}_h w) - w \cdot 2\Omega \times u^{n-1}_h \, dx - \int_{T_h} g w \cdot \hat{k} \, dx - c_p \int_{\hat{\Omega}_h} |\theta^{n-1}_h w| \|\bar{\Pi}^{n-1}_h\| \, dS. \quad (5.82)$$
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That is, \( u^\ast_h \) is balanced by all non-advective terms in equation (5.1).

2. Set: \( q^n_p = q^{n-1} \) and \( \Delta q = q^n_p - q^{n-1} \) (zero-initialization of \( \Delta q \)).

3. Picard cycle: For \( k = 1, \ldots, K \):
   
   (a) Intermediate quantity: Compute \( q^{n-\frac{1}{2}} = q^{n-1} + \alpha \Delta q \).
   (b) Advection: Advection the quantities forward in time to get the predictive fields:

   \[
   q^* \leftarrow A_u(q^{n-\frac{1}{2}}; q^*),
   \] (5.83)

   where the application of \( A_u(q^{n-\frac{1}{2}}; \cdot) \) is described in Sections 5.2.1 and 5.2.2 as solving the relevant linear variational problems.
   (c) Residuals: Evaluate \( R^k = q^* + \alpha \Delta t F(q^n_p) - q^n_p \).
   (d) Solve: Solve for the linear perturbations:

   \[
   \mathcal{J} \delta q^k = R^k. \] (5.84)

   This uses the hybridization method as formulated in (5.68)–(5.70) with reconstruction of \( \delta \theta^k_h \) following afterwards.
   (e) Update: \( q^n_p \leftarrow q^n_p + \delta q^k \).

4. Diffusion: \( q^n_p \leftarrow D(q^n_p) \). Here, diffusive terms are treated as physical parameterizations using an interior penalty method (Arnold, 1982). Only one example uses this, which is the test case by Straka et al. (1993).

5. Advance time-step: \( q^{n-1} = q^n_p \).

5.3.4 Static condensation procedure and iterative solver

With the “Gusto” algorithm summarized, we now return to our focus on the linear perturbation system. The solution method for computing \( \delta q^k \) is as follows. The system (5.68)–(5.70) has the form

\[
\begin{bmatrix}
A & \frac{\Delta t}{2} G & K^T \\
\frac{\Delta t}{2} D & M_3 & 0 \\
K & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta \hat{U}^k \\
\delta P^k \\
\Lambda
\end{bmatrix} =
\begin{bmatrix}
\hat{R}_{u,\theta} \\
R_p \\
0
\end{bmatrix},
\] (5.85)

where \( \delta \hat{U}^k \) and \( \delta P^k \) denote the coefficient vectors for \( \delta \hat{u}_h^k \) and \( \delta \rho_h^k \), and \( \Lambda \) is the vector for the Lagrange multipliers. Due to the elimination of inter-elemental coupling of \( \delta \hat{u}_h^k \), the \( 2 \times 2 \) block corresponding to the coupling of velocity and density can be inverted element-wise. This allows for the simultaneous elimination of \( \delta \hat{U}^k \) and \( \delta P^k \) in each cell, which produces the following system for \( \Lambda \):

\[
\begin{bmatrix}
K & 0 \\
\frac{\Delta t}{2} D & M_3
\end{bmatrix}^{-1}
\begin{bmatrix}
K^T \\
0
\end{bmatrix}
\Lambda =
\begin{bmatrix}
K & 0 \\
\frac{\Delta t}{2} D & M_3
\end{bmatrix}^{-1}
\begin{bmatrix}
\hat{R}_{u,\theta} \\
R_p
\end{bmatrix}.
\] (5.86)

Equation (5.86) can be assembled locally, using Firedrake’s static condensation interface described in Section 4.4.2.
Once $\Lambda$ is computed, the velocity and density perturbations are recovered by inverting the local systems in each cell:

$$
\begin{bmatrix}
A & \frac{\Delta t L}{2} G \\
\frac{\Delta t D}{2} & M_3
\end{bmatrix}
\begin{bmatrix}
\delta \hat{U}^k \\
\delta P^k
\end{bmatrix}
= \begin{bmatrix}
\hat{R}_{u, \beta} \\
R_p
\end{bmatrix} - \begin{bmatrix}
K^T \\
0
\end{bmatrix} \Lambda.
$$

(5.87)

The resulting velocity field is in $\hat{W}^2_h$, but we require it to be in $W^2_h$. Since the computed solution $\delta \hat{u}^k_h$ satisfies the jump condition (5.63), we can use the $H(\text{div})$-averaging operator described in Section 4.4.3; we define the velocity perturbation $\delta u^k_h \in W^2_h$ as the function:

$$
\delta u^k_h = \pi_{\text{avg}}(\delta \hat{u}^k_h).
$$

(5.88)

In our Firedrake implementation, we evaluate (5.88) by locally averaging the coefficient array: $\delta U^k \leftarrow \Pi_{\text{avg}} \delta \hat{U}^k$, where $\Pi_{\text{avg}}$ is defined from (4.87).

Once $\delta u^k_h$ is determined, we can reconstruct $\delta \theta^k_h$ by solving the linear finite element problem for $\delta \theta^k_h \in W^0_h$:

$$
\int_{T_h} \xi \delta \theta^k_h \, dx = - \int_{T_h} \xi r^k \, dx - \int_{T_h} \frac{\partial \bar{\theta}}{\partial z} \hat{k} \cdot \delta u^k_h \, dx
$$

(5.89)

for all $\xi \in W^0_h$. This is just a mass-matrix system and can be efficiently inverted column-wise.

Up until this point, we made no mention on solution approaches for (5.86). At this point, the system for $\Lambda$ requires extensive analysis to construct an effective preconditioner. While we have not yet conducted a rigorous analysis of the spectral properties for the condensed matrix in (5.86), we consider the following details to aid us in devising an effective linear solver:

- $\lambda^h$ is introduced in surface terms as an approximation to the pressure correction term $\delta \Pi$ on the mesh skeleton $\mathcal{E}_S$.

- Based on the work of Melvin et al. (2010), Wood et al. (2014), and Thomas et al. (2003), we know that in staggered finite difference models, the equation for $\delta \Pi$ is a non-symmetric Helmholtz-like elliptic operator.

- Multigrid methods are increasingly attractive for the elliptic equation due to their ability to resolve multi-scale phenomena and scalable performance on modern supercomputers (Müller and Scheichl, 2014; Mitchell and Müller, 2016; Dedner, Müller, and Scheichl, 2015).

- Due to the small aspect ratio of atmospheric domains, the multigrid procedure will need to use line-relaxation methods to efficiently solve the discrete system (Börm and Hiptmair, 2001; Buckeridge and Scheichl, 2010).

With this in mind, we proceed in a similar manner to our development of a robust solver for the linearized gravity wave system in Section 4.5.3. Following Elman, Ernst, and O’Leary (2001), we employ a Krylov-enhanced multigrid preconditioner for a nonsymmetric Krylov method (flexible GMRES or GCR).

Thus far, we have achieved great success in solving (5.86) using this approach. Furthermore, we show later in a three-dimensional example that standard multigrid methods for non-symmetric elliptic equations achieves $\Delta t$-independent convergence for the $\Lambda$ system. This strongly suggests that the operator in (5.86) at least behaves
like an elliptic operator. Formal analysis on the properties of the condensed trace system is a subject of on-going investigation. We therefore cannot make any conclusive statements on the spectral properties of left-hand side matrix in (5.86) at this time. To conclude this chapter, we provide results from standard test cases for atmospheric dynamical cores using our hybridization method.

5.4 Numerical results

Here, we present some standard test cases based on the test suite of Melvin et al. (2010) and Melvin et al. (2019). We start with some standard vertical slice examples, which are simulations of the full compressible equations in an (x, z)-slice geometry. We conclude with a three-dimensional example detailed in the Dynamical Core Model Intercomparison Project (DCMIP) suite (Ullrich et al., 2012). The implementation of all vertical slice examples uses a \((\text{RTC}_f, dQ_0)\) discretization and the Firedrake preconditioner “\text{firedrake.SCPC},” based on the Slate language detailed in Chapter 4. Due to the success of the hybridizable method in both vertical slice and three-dimensional modeling, the approach described in Section 5.3 is now a core component of the Gusto dynamical core toolkit. It has since been extended to handle discretizations of a moist atmosphere by Bendall et al. (2019).

For organization, Table 5.2 displays the model parameters used for all vertical slice models, along with relevant identifiers for context. Options configurations for the hybridization solver used in all vertical slice examples is presented in Listing 5.1. All numerical results are obtained using the new hybridization method.

<table>
<thead>
<tr>
<th>Test case</th>
<th>(\Delta x) (km)</th>
<th>(\Delta z) (m)</th>
<th>(\Delta t) (s)</th>
<th>Domain (\text{km} \times \text{km})</th>
<th>Background state</th>
<th>(T_{\text{surf}}) (K)</th>
<th>(U) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHGW</td>
<td>1</td>
<td>1000</td>
<td>6</td>
<td>(300 \times 10)</td>
<td>N=0.01s(^{-1})</td>
<td>300</td>
<td>20</td>
</tr>
<tr>
<td>NHMW</td>
<td>0.4</td>
<td>250</td>
<td>2.5</td>
<td>(144 \times 35)</td>
<td>N=0.01s(^{-1})</td>
<td>300</td>
<td>10</td>
</tr>
<tr>
<td>HMW</td>
<td>2</td>
<td>250</td>
<td>5</td>
<td>(240 \times 50)</td>
<td>Isothermal</td>
<td>250</td>
<td>20</td>
</tr>
<tr>
<td>DC</td>
<td>0.8</td>
<td>800</td>
<td>4</td>
<td>(51.2 \times 6.4)</td>
<td>Isentropic (T = T_{\text{surf}})</td>
<td>300</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>400</td>
<td>2</td>
<td>(\theta = T_{\text{surf}})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>200</td>
<td>1</td>
<td>(\theta = T_{\text{surf}})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>100</td>
<td>0.5</td>
<td>(\theta = T_{\text{surf}})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>50</td>
<td>0.25</td>
<td>(\theta = T_{\text{surf}})</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.4.1 Non-hydrostatic gravity waves in a periodic channel

The first example was studied by Skamarock and Klemp (1994) to investigate the accuracy of non-hydrostatic dynamics. This test examines the evolution of a potential temperature perturbation $\delta \theta$ in a constant mean flow superimposed on a background atmospheric state with constant buoyancy frequency $N = 0.01 \, \text{s}^{-1}$. This initial potential temperature perturbation radiates symmetrically to the left and right in a $300 \, \text{km} \times 10 \, \text{km}$ channel with periodic boundary conditions on the side walls.

The potential temperature perturbation is given by the expression

$$\delta \theta = \delta \theta_0 \frac{\sin \left( \frac{\pi z}{H} \right)}{1 + \left( \frac{x - \frac{L}{2}}{a} \right)^2}, \quad (5.90)$$

where $\delta \theta_0 = 0.01 \, \text{K}$, $H = 10 \, \text{km}$, $L = 300 \, \text{km}$, and $a = 5 \, \text{km}$. The simulation was run for a total of 3000 seconds. The evolution of potential temperature is illustrated in Figure 5.2. Our profile of $\delta \theta_h$ at $t = 3000$ seconds achieves maximal and minimal values of $2.86 \times 10^{-3} \, \text{K}$ and $-1.51 \times 10^{-3} \, \text{K}$ respectively, which compares well with previous studies of this same test, c.f. Melvin et al. (2010), Melvin et al. (2019), Choi et al. (2014), Bao, Klöfkorn, and Nair (2015), and Li et al. (2013).

5.4.2 Hydrostatic and non-hydrostatic mountain waves

We perform a qualitative comparison of results for hydrostatic and non-hydrostatic mountain waves over a witch-of-Agnesi profile given by

$$z_S(x) = \frac{h_m a^2}{(x - x_c)^2 + a^2}, \quad (5.91)$$

and an imposed mean-flow velocity in the background $U$ to galvanize the wave. For the non-hydrostatic flow regime, we take $a = 10 \, \text{km}$, $x_c = L/2$, where $L$ is the length of the domain, and $h_m = 1 \, \text{m}$. The mean-flow is set as $U = 20 \, \text{ms}^{-1}$. 
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Figure 5.2: Evolution of the potential temperature perturbation $\delta \theta_h$ for the non-hydrostatic gravity wave test in a periodic channel. Counters are shown in Figure 5.2B ranging from $[-1.5 \times 10^{-3}, 3.0 \times 10^{-3}]$ in intervals of $5 \times 10^{-4}$ K.

The background state is isothermal, with $T_{\text{surf.}} = 250$ K and initialized in a state of hydrostatic balance. Following Klemp, Dudhia, and Hassiotis (2008), we impose an absorbing condition in the upper-atmosphere in the form of a sponge layer. This condition takes the form

$$
\mu(z) = \begin{cases} 
0 & \text{if } z < z_c, \\
\bar{\mu} \sin^2 \left( \frac{\pi}{2} \frac{z - z_c}{H - z_c} \right) & \text{if } z \geq z_c,
\end{cases}
$$

where $z_c = 20$ km and $\bar{\mu} = 0.3/\Delta t$. The sponge function $\mu(z)$ is applied implicitly by scaling test functions in the vertical component of the velocity equation during implicit forcing. This prevents spurious waves from reflecting off the boundary lid.

For the non-hydrostatic configuration, $a$ is reduced to 1 km and the mean wind speed $U = 10$ ms$^{-1}$. The background state has constant buoyancy frequency $N = 0.01$ s$^{-1}$, and therefore has finite depth. As a result, the atmospheric lid is lowered to 35 km (compared to 50 km in the hydrostatic case) and we set $z_c = 10$ km. The sponge layer is adjusted by setting $\bar{\mu} = 0.15/\Delta t$.

For the hydrostatic test case, the model is run in a hydrostatic configuration and run up to $t = 15000$ s. The vertical velocity perturbation at the final time is shown in
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Figure 5.3A. Qualitatively, the field is comparable to previous tests, for example see Melvin et al. (2019), as well as the linear analytic solutions presented for comparison by Wood et al. (2014, Figure 4(d)). However, in some regions approximately above 4000 m in the vertical, the finite element solution exhibits peaks which are less than 0.0005 m/s in magnitude. It appears the numerical model is slightly underestimating the maximal magnitudes in the vertical velocity, a phenomena also observed by Giraldo and Restelli (2008) and Choi et al. (2014).

Similar phenomena was observed in the non-hydrostatic configuration. The model was run to a final time of 9000s. The resulting vertical velocity perturbation is shown in Figure 5.3B. Again, qualitatively the Gusto model agrees fairly well with the studies by Melvin et al. (2010) and Melvin et al. (2019). We observe that our model slightly underestimates the maximal contour plots for the magnitude of vertical velocity components (approximately $O(10^{-4})$).

To determine whether the slight underestimations in the vertical components of the fluid velocity is a direct result of hybridization, both test cases were re-run using the discretization of Natale, Shipton, and Cotter (2016) (not shown). The resulting fields were identical to that of the ones produced here. Therefore, we can rule out any potential errors caused via hybridization. This may indicate issues with the nonlinear method, advection schemes, and/or treatment of the potential temperature perturbation when eliminating under the presence of orography. These test cases, along with revisiting the core Gusto-algorithm, is a subject of on-going investigation.

5.4.3 Density current

The last vertical slice test we consider was first presented by Straka et al. (1993). This test consists of a cold bubble suspended in a motionless isentropic atmosphere with $\theta = T_{\text{surf.}} = 300$ K. The profile of the bubble is initialized via

\[
\delta \theta = \begin{cases} 
0 & \text{if } r > 1, \\
\frac{15}{2} (\cos (\pi r) + 1) & \text{if } r \leq 1,
\end{cases}
\]

where

\[
x = \frac{L}{2}, x_r = 4000 \text{ m}, z_c = 3000 \text{ m}, \text{ and } z_r = 2000 \text{ m}.
\]

The test case also features artificial diffusion using a dynamic viscosity $\nu = 75 \text{ m}^2 \text{s}^{-1}$ to ensure convergence of the numerical solution. Driven by its negative buoyancy, the bubble falls to the bottom of the domain and should spread symmetrically in the horizontal direction, developing Kelvin-Helmholtz rotors.

We run this test using various levels of resolution, listed in Table 5.2. The initial bubble, along with the potential temperature perturbation and velocity fields at the final simulation time of $t = 900 \text{ s}$ are shown in Figures 5.4 and 5.5 at the finest resolution $\Delta x = 50 \text{ m}$. The solution remains symmetric about the channel origin, indicating little to no phase errors in our numerical method.

Figures 5.6 and 5.7 display the potential temperature perturbation at the final simulation time across various resolutions. The front of the bubble forms at approximately 14637 m from the center, which is comparable to previous studies of this test
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(A) The vertical velocity perturbation at \( t = 15000 \)s for the hydrostatic test case.

(B) The vertical velocity perturbation at \( t = 9000 \)s for the non-hydrostatic test case.

FIGURE 5.3: The vertical velocity perturbation for the hydrostatic mountain wave test at \( t = 15000 \)s (Figure 5.3A) and the vertical velocity perturbation for the non-hydrostatic test case at \( t = 9000 \)s (Figure 5.3B). Contours in the hydrostatic vertical velocity range from \([-4 \times 10^{-3}, 4 \times 10^{-3}] \) m/s, with intervals of \( 5 \times 10^{-4} \) m/s centered around the 0 contour. For the non-hydrostatic case, contours range from \([-4.8 \times 10^{-3}, 4.8 \times 10^{-3}] \) in intervals of \( 6 \times 10^{-4} \) m/s

(Melvin et al., 2010; Melvin et al., 2019; Bao, Klöfkorn, and Nair, 2015; Li et al., 2013).

Moreover, our numerical converges relatively rapidly in terms of front formation, as well as developing all three Kelvin-Helmholtz rotors at a relatively coarse resolution of \( \Delta x = 200 \) m.

Table 5.3 shows the minimum and maximum values of the potential temperature perturbation \( \delta \theta_h \) after 900 seconds for all resolutions considered here. After \( \Delta x = 200 \) m, increasing the resolution dramatically reduces the overshoot in \( \delta \theta_{\max} \), which
analytically should be 0 K. Increasing the resolution further and comparing with Straka et al. (1993), we observe comparable results with other models considered in the study. All fine-scale structures are fully developed by $\Delta x = 100$ m.

Table 5.3: Maximum and minimum values of $\delta \theta_h$ after 900 seconds across various resolutions.

<table>
<thead>
<tr>
<th>Resolution (m)</th>
<th>$\delta \theta_{\text{min}}$ (K)</th>
<th>$\delta \theta_{\text{max}}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>-8.0464</td>
<td>0.8391</td>
</tr>
<tr>
<td>400</td>
<td>-10.1331</td>
<td>1.2621</td>
</tr>
<tr>
<td>200</td>
<td>-9.4668</td>
<td>0.6600</td>
</tr>
<tr>
<td>100</td>
<td>-8.9137</td>
<td>0.2686</td>
</tr>
<tr>
<td>50</td>
<td>-8.7686</td>
<td>0.0237</td>
</tr>
</tbody>
</table>

(A) The initial perturbation in the potential temperature.

(B) The potential temperature field at $t = 900$ s.

Figure 5.4: The temperature perturbation at $t = 0$ s (5.4A), and $t = 900$ s (5.4B). A solid line is plotted at $x = 25600$ m, the mid-point of the domain. The solution remains symmetric about the origin throughout the simulation ($\Delta x = 50$ m).
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**Figure 5.5:** The velocity field at $t = 900$ s with a solid line plotted at $x = 25600$ m ($\Delta x = 50$ m).

**Figure 5.6:** The potential temperature perturbation ($t = 900$ s) at the coarser resolutions: $\Delta x = 800$m and 400m. The vertical line denotes the front location at the finest resolution: $x = 40237$m (14637 m from the center). Contours range from $-9$ to $-1$ K in intervals of 1 K.
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Figure 5.7: The potential temperature perturbation ($t = 900$ s) at the finest resolutions: $\Delta x = 200$ m, 100 m, and 50 m. The vertical line denotes the front location at the finest resolution solution: $x = 40237$ m (14637 m from the center). Contours range from $-9$ to $-1$ K in intervals of 1 K.
5.4.4 Non-orographic gravity waves on a small planet

The final test case we consider is a full three-dimensional simulation of a gravity wave on a condensed planet. We run the model in a non-hydrostatic regime following test case 3.1 of the Dynamical Core Model Intercomparison Project (DCMIP) suite (Ullrich et al., 2012). The test consists of a balanced state in a solid body rotation with a mean-flow velocity $U = 20\text{ms}^{-1}$ on the equator. A localized potential temperature perturbation is added along the equator of the form:

$$\delta \theta = \frac{d^2}{d^2 + r^2} \sin \left( \frac{\pi z}{H} \right),$$

where $d = 5000\text{m}$ is the width parameter for the perturbation, $H = 10\text{km}$ is the height of the atmospheric lid. The “great circle distance” $r$ is defined via

$$r = \frac{R}{X} \arccos \left( \sin (\phi_c) \sin (\phi) + \cos (\phi_c) \cos (\phi) \cos (\lambda - \lambda_c) \right),$$

where $\phi_c = 0, \lambda_c = 2\pi/3$ is the latitudal and longitudinal center-point of the perturbation respectively, $R = 6371\text{km}$, and $X = 125$ is the planet-radius reduction factor.

The horizontal grid is a cubed sphere consisting of 6,144 quadrilateral cells extruded upwards uniformly with 64 layers, for a total of 393,216 cuboid cells. We construct the finite element complex in three-dimensions using the lowest-order complex presented in Section 2.4.4 for cuboid elements. The initial perturbation field, as well as the field at $t = 3000 \text{s}$ is presented in Figure 5.8. A time-step size of $\Delta t = 100 \text{s}$ was used. The numerical results are similar to those provide by other models, which are publicly available as part of workshop hosted by The 2012 Dynamical Core Model Intercomparison Project: https://www.earthsystemcog.org/projects/dcmip-2012/.

![Initial temperature perturbation](image1.png)

(A) Initial temperature perturbation.

![Evolution of the potential temperature at $t = 3000 \text{s}$](image2.png)

(B) Evolution of the potential temperature at $t = 3000 \text{s}$.

FIGURE 5.8: Plots of the potential temperature perturbation at $t = 0 \text{s}$ and $t = 3000 \text{s}$ for the non-orographic gravity wave test on a condensed planet.
TABLE 5.4: Vertical and horizontal spaces for the semi-implicit hybridizable system for the Euler equations, as well as total degree of freedom count (broken velocity, density, and Lagrange multipliers).

<table>
<thead>
<tr>
<th>Method</th>
<th>$V^0_h$</th>
<th>$V^1_h$</th>
<th>$U^0_h$</th>
<th>$U^1_h$</th>
<th>$U^2_h$</th>
<th>Hybrid. dofs</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT$_1$ (LO)</td>
<td>$P_1$</td>
<td>$dP_0$</td>
<td>$P_1$</td>
<td>RT$_1$</td>
<td>$dP_0$</td>
<td>2.8 M</td>
</tr>
<tr>
<td>RT$_2$ (NLO)</td>
<td>$P_2$</td>
<td>$dP_1$</td>
<td>$P_2$</td>
<td>RT$_2$</td>
<td>$dP_1$</td>
<td>13.1 M</td>
</tr>
<tr>
<td>BDFM$_2$ (NLO)</td>
<td>$P_2$</td>
<td>$dP_1$</td>
<td>$P_2 \oplus B_3$</td>
<td>BDFM$_2$</td>
<td>$dP_1$</td>
<td>13.7 M</td>
</tr>
</tbody>
</table>

Robustness against implicit Courant number

We now examine the iterative solver in a three-dimensional setting. Indeed, all the vertical slice examples from Sections 5.4.1–5.4.3 provided insight on our model reproducing relevant dynamics for select dynamical core tests, transitioning the model into three-dimensions requires solvers which are robust against parameters. Of particular interest is time-step size robustness in semi-implicit methods. In this section, we perform a stress-test on the hybridized equation for the Lagrange multipliers by increasing the horizontal implicit Courant number. For this experiment, the implicit Courant number $\nu$ is defined as

$$\nu = c_s \frac{\Delta t}{\Delta x}, \quad c_s = \sqrt{\frac{c_p T_0}{\gamma}}, \quad (5.97)$$

where $c_s$ is the speed of sound in an air-parcel and $\Delta x$ is the horizontal resolution. Here, $c_p$ is the specific heat capacity of a dry atmosphere at constant pressure, $T_0 = 300$ K is the isothermal atmospheric temperature, and $\gamma = (1 - \kappa)/\kappa$ with $\kappa = R_d/c_p$ denoting the ratio of the ideal gas constant $R_d$ and $c_p$.

Computational domain and discretization spaces. The computational domain is a spherical annulus $\Omega = S(R) \times [0, H]$, where $S(R)$ is the surface of a sphere with radius $R = 6731$ km and $H = 10$ km is the height of the atmosphere. A mesh $T_h$ of $\Omega$ is constructed by first generating a base mesh of $S(R)$ consisting of 4 refinements of an icosahedron. This produces a base mesh with 5,120 triangular cells. Then $T_h$ is obtained by vertically extruding the based mesh into 64 uniform levels, producing a mesh containing 327,680 triangular prism cells.

Using the one- and two-dimensional de-Rham complexes: $V^0_h \xrightarrow{\partial_z} V^1_h$ and $U^0_h \xrightarrow{\nabla} U^1_h \xrightarrow{\nabla} U^2_h$. We construct the three-dimensional complex: $W^0_h \xrightarrow{\nabla} W^1_h \xrightarrow{\nabla} W^2_h \xrightarrow{\nabla} W^3_h$ as before. Here, we consider three discretization methods: one lowest-order (LO) method and two next-to-lowest order (NLO) methods, constructed from the spaces in Table 5.4. Note that the finite element BDFM$_2$, while only mentioned briefly in Chapter 4, was shown to be a part of a compatible sequence by Cotter and Shipton (2012), with $U^0_h = P_2 \oplus B_3$, where $B_3$ is a cubic “bubble” function vanishing on cell edges. For our purposes, we only need the latter two spaces in the complex.

Experimental setup. We construct a setup with background fields as in the DCMIP test case 3.1 (scaled to a full sized Earth), but with advection turned off entirely. This is due to the fact that we will run over a parameter range the exceeds the critical
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advective CFL limit for our current choice set of advection equations. With no advection, we are simply testing the implicit solver. We invert the hybridizable system (5.85) onto a (seeded) randomly generated right-hand side, with entries sampled from a standard Gaussian distribution. We compute time-step sizes corresponding to increasing \( \nu \), as defined in (5.97). Note that typically atmospheric models run with time-steps such that \( \nu = \mathcal{O}(2 - 10) \). In our setup, we consider values of \( \nu \) up to 20.

Iterative solvers. We consider two solver strategies for inverting the Lagrange multiplier system. Both procedures are outlined here.

1. AMG(\( \mathcal{K}_{\text{gmres}}(k) \)): This preconditioning strategy follows exactly as in the linear gravity wave example in Section 4.5.3. The AMG method employed is PETSc’s implementation of smoothed aggregation multigrid (GAMG), using a Krylov-accelerated smoother based on line relaxation.

   - Line relaxation is the optimal choice for smoothing in small aspect ratio domains. As we have previously mentioned, the trace degrees of freedom are ordered column-wise (Bercea et al., 2016). We can therefore use PETSc’s implementation of block ILU as a line-ILU method (Shapira, 2008, §11.6). In other words, block ILU-based smoothing (Wesseling and Oosterlee, 2001; Stevenson, 1994; Wittum, 1989) behaves like a line relaxation method for the trace system.

   - ILU is used in conjunction with non-restarted GMRES due to the non-symmetry of the trace operator. Krylov-accelerated smoothing is more often used for both non-symmetric or indefinite systems, as discussed by Birken, Bull, and Jameson (2016) and Elman, Ernst, and O’Leary (2001).

   - We denote by \( \mathcal{K}_{\text{gmres}}(k) \) as \( k \) iterations of preconditioned GMRES using the block ILU method outlined above.

2. AMG(\( \mathcal{R}(k) \)): Our second strategy also uses a smoothed aggregation multigrid approach. However, instead of Krylov-based smoothing, we consider a more common approach in atmospheric modeling. We construct smoothers based on the Richardson iteration (Richardson, 1911).

   - The Richardson iteration is one of the simplest choices of classical iterative methods. For a matrix system \( S\Lambda = R \), the preconditioned Richardson iteration takes the form:

\[
\Lambda^{(i+1)} = (I - \omega P^{-1}S)\Lambda^{(i)} + \omega P^{-1}R, \quad i \geq 1,
\]

where \( \omega \) is a relaxation parameter and \( P \) is a preconditioner. The optimal choice of \( \omega \) is explored by Smolarkiewicz and Margolin (1994), but produces a parameter \( \omega = \omega_i \) that depends on the iterates \( \Lambda^{(i)} \).

   - Line relaxation based on Richardson iterations has been demonstrated to be highly effective for accelerating Krylov methods (like GCR) for non-symmetric elliptic operators (particularly for geophysical flows) (Smolarkiewicz and Margolin, 1994; Thomas et al., 2003). We therefore consider the Richardson method preconditioned with block ILU.
• $\mathcal{R}(k)$ denotes $k$ ILU-preconditioned Richardson iterations. In our implementation, we take $\omega = 0.8$ in (5.98). This was heuristically determined based on experimentation.

In this experiment, we use a flexible variant of GMRES on the trace system. Both AMG($\mathcal{K}_{gmres}(k)$) and AMG($\mathcal{R}(k)$) are used as preconditioners to accelerate the convergence of the Krylov method, which is set to terminate when the residual is reduced by a factor of $10^6$. We consider two values of $k$ for the AMG smoothers $\mathcal{K}_{gmres}(k)$ and $\mathcal{R}(k)$, $k = 3$ and $k = 5$. The rationale behind this decision is to specifically examine the effectiveness of each preconditioner given different varying levels of smoothing.

All computations were performed on a fully-loaded compute node of dual-socket Intel E5-2630v4 (Xeon) processors running at 2.2GHz, utilizing a total of 40 MPI processes ($2 \times 10$ cores with 2 threads per core). Figure 5.9 displays the results of this experiment for increasing $\nu$ and all choices of spatial discretizations in Table 5.4. For all cases, a steady increase in iterations throughout the Courant numbers $\nu = O(1 – 6)$ is observed. The solver plateaus in iteration count after $\nu = 6$, maintaining convergence behavior up to $\nu = 20$. This demonstrates good solver robustness with respect to $\Delta t$. This behavior is further improved by increasing the number of smoothing iterations.

While the spectral properties of the trace operator are not rigorously understood at this time, our results indicate that multigrid is a feasible preconditioning strategy. This warrants further investigation. In particular, the design of optimal smoothing strategies is critical for the success of multigrid. Our findings are promising and have provided some insight on the effectiveness of Krylov-accelerated smoothing and standard line relaxation methods.

When using Krylov-enhanced smoothers, we observe that the convergence of the outer Krylov method is more sporadic for AMG($\mathcal{K}_{gmres}(3)$). This is remedied by increasing the number of smoothing iterations ($\mathcal{K}_{gmres}(5)$), as variations in outer iterations remains far more controlled. This suggests that 3 GMRES-smoothing iterations doesn’t sufficiently produce a smooth enough error for the coarse-grid correction to handle effectively. This in turn requires the outer Krylov method to iterate further in order to control the reduction in the problem residual.

In contrast, the convergence behavior using Richardson smoothers in Figure 5.9B is far more controlled (compare with Figure 5.9A). Overall, AMG($\mathcal{R}(k)$) requires less outer iterations to reach convergence. This suggests that the Richardson smoothers are more effective for removing the high-frequency errors. Due to the simplicity of the Richardson method, this is perhaps a far more viable alternative over Krylov-based smoothing. It is worth noting that the results shown in Figure 5.9B depend on the choice of relaxation parameter $\omega$. For $\omega \approx 1$ and $\omega < 0.5$, the total number of outer Krylov iterations noticeably increased. It was heuristically determined by experimentation that $\omega \approx 0.8$ produced consistently better results in terms of solver convergence.

There is currently increased interest in geometric multigrid approaches (GMG) rather than purely algebraic methods. The approach by Gopalakrishnan and Tan (2009) is particularly interesting, as this involves coarsening the trace problem to a $P_1$ continuous Lagrange finite element space, where the GMG strategies of Müller and Scheichl (2014) can be applied. A more concentrated study on iterative methods and geometric multigrid techniques for the trace system (5.86) is currently being investigated.
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![Graph showing solver convergence for the trace system](image)

(A) Courant number parameter test for AMG($\mathcal{K}_{\text{gmres}(k)}$), $k = 3, 5$

(B) Courant number parameter test for AMG($\mathcal{R}(k)$), $k = 3, 5$

Figure 5.9: Number of Krylov iterations to invert the trace system versus horizontal Courant number for AMG($\mathcal{K}_{\text{gmres}(k)}$) (5.9A) and AMG($\mathcal{R}(k)$) (5.9B). Flexible GMRES is used as the outer solver for the trace system and terminates when the residual is reduced by a factor of $10^6$. 
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5.5 Chapter summary

In this chapter, we introduced a new hybridizable method for the linearized Euler equations obtained from a semi-implicit discretization, a common approach in operational dynamical cores. The formulation permits the local elimination of prognostic variables to produce a condensed equation for a new unknown on the mesh skeleton. Unlike the previous hybridizable methods described in Chapters 3 and 4, the formulation in Section 5.3 reintroduces the pressure correction term, which was previously not directly included as an independent unknown. Additionally, the hybridizable formulation actually simplifies the mixed system for the linear perturbations due to the introduction of the Lagrange multipliers, eliminating several lower-order surface terms coupling velocity and density unknowns in (5.47)–(5.48).

The software framework in Chapter 4 allows for the rapid implementation of this new hybridizable method. Due to the composable nature of the Slate-based static condensation interfaces, we are able to rapidly prototype various solver configurations to better understand the numerical properties of the condensed equation for the pressure trace. With that in mind, we remark here that this work has opened many different avenues of possible research. The UK Met Office is currently exploring the application of these new hybridization techniques for the equation sets considered in this chapter.

There are currently unanswered performance questions about this new hybridizable method, though much of the mechanical aspects of the algorithm (static condensation, local recovery) can be inferred from the results of Chapter 4. Ultimately, the question about scalable solution methods for the Lagrange multiplier systems must be investigated further. The extension of the hybridizable method in Section 5.3 to a moist atmosphere has been successfully done in Bendall et al. (2019).
6 Summary and outlook

6.1 Summary and conclusions

In this dissertation, we have studied the application of hybridization to the compatible finite element formulations of various equation sets relevant for geophysical flows. We summarize here our findings here.

We started in Chapter 2 by providing standard systems of PDEs which commonly arise in atmospheric (and occasionally ocean) applications. Emphasis was placed on familiarity with common definitions used in context. Next, a formal definition of the finite element was provided. From that definition, various element families corresponding to different classes of Sobolev spaces. From there, we connected the finite element families with the discrete de-Rham complexes in one-, two-, and three-dimensional settings. This led to a formal definition of a compatible finite element discretization; by selecting the appropriate sequence of spaces, deriving the finite element formulation produces the desired compatible method. We concluded the chapter with constructions of three-dimensional complexes using tensor product finite elements, a particularly useful construction for atmospheric-shaped domains.

In Chapter 3, we formally introduce the hybridization technique for a linear shallow water model. The purpose of this is to build up for the analysis of the hybridized variable $\lambda_h$. In Section 3.2, we analyzed the hybridizable formulation of the linear shallow water equations. The conclusions that we made were the following:

- The hybridization of the shallow water equations defines a well-posed discrete system;
- The local solvers defining the hybridizable method are well-posed;
- The solutions of the hybridizable method are also the solutions to the original compatible finite element discretization;
- The Lagrange multiplier $\lambda_h$ is the unique solution to a variational problem defined on the mesh skeleton;
- The prognostic variables can be expressed as local lifting operators which reconstructs the variables in each cell using data obtained from either $\lambda_h$ or right-hand side function. Mechanically, this is what the element-wise recovery encapsulates.

The fact that the eliminated variables can be recovered locally is due to the fact that the equations for the local solvers in Section 3.2.1 are well-posed. We then used the hybridizable method within a nonlinear method for the full shallow water equations and provided numerical results from standard test cases on the sphere. We then concluded by constructing new hybridizable formulations of the hydrostatic equation and a linear gravity wave system in Section 3.4.
Chapter 6. Summary and outlook

No mention of the implementation was given in Section 3.3, as the purpose of those numerical results were to provide verification within the context of well-documented test cases. In Chapter 4, we introduce a new domain-specific abstraction which enables all the hybridization procedures in this dissertation. The language, Slate, allows for the concise representation of the local linear algebra operations that is required of solving hybridizable systems. Using Firedrake and its strong composition with the PETSc solver library, we develop Slate-based preconditioner interfaces which allows for on-demand and runtime-configurable static condensation solvers. These preconditioners may be arbitrarily composed with existing preconditioners, and the linear system for the Lagrange multipliers has access to all internal and external solver libraries that PETSc provides. This facilitates rapid proto-typing of solver strategies for the trace system. In Section 4.4.4, we summarize preconditioning strategies for the Lagrange multiplier system using algebraic multigrid methods.

The performance of hybridization was examined in Section 4.5, using Slate-generated kernels for local linear algebra. We demonstrated that hybridizable methods greatly outperforms standard mixed methods in terms of time-to-solution. For the three-dimensional gravity wave experiment, we also showed that hybridization allows for a more parameter-robust solution approach. This is especially apparent when implicitly incorporating the Coriolis term.

Finally, Chapter 5 presents a new hybridizable formulation of the linearized perturbation system for the compressible Euler equations. The main difference compared with all previous hybridization methods is that the hybridizable Euler system reintroduced a separate independent unknown which is not the trace of any prognostic variable in the original mixed system. This already opens up many question regarding the nature of the Lagrange multipliers for that system. We presented standard vertical slice tests using the Gusto dynamical core with the new hybridizable solver. While there were some minor differences in the test case results when compared to ENGAME, the results were comparable to many other existing models using different numerics. A three-dimensional example was provided in Section 5.4.4, which included a parameter-robustness test for the hybridizable solver. Our initial findings suggest that the trace system can be efficiently solved using multigrid techniques.

6.2 Further work

There are many potential areas of future work concerning the work presented in this dissertation.

- **Spectral properties of the trace system**: The hybridization of the linearized shallow water equations in Section 3.2 provides a strong starting point for examining the discrete operator even further. It will therefore be interesting to extend these ideas to the hybridizable methods presented in Section 3.4. For each of these systems, a rigorous proof demonstrating the spectral equivalence of the trace operator with a known elliptic operator would be a powerful result. The idea that such an equivalence can be made is inspired by the findings of Gopalakrishnan (2003).

- **Optimization of dense linear algebra**: Slate as described in Chapter 4 is a continuously evolving piece of software, adapting based on research demands.
Slate-generated kernels can and should be improved. To exploit different architectures, such as accelerators (GPUs), batched or vectorized linear algebra should be incorporated in Slate’s compiler. In doing so, we can make good use of the batched linear algebra routines being developed in LAPACK/BLAS (Haidar et al., 2015; Abdelfattah et al., 2016).

- **Analysis of the hybridizable Euler system:** The hybridizable Euler system, while numerically stable, is relatively unknown in terms of the analysis. Currently, a characterization theorem akin to that of Section 3.2 is being developed for the hybridizable Euler system. This will require the following
  - Construction of the local solvers and their well-posedness;
  - A characterization theorem for \( \lambda_h \) that relates the prognostic variables (velocity and density) with the local solvers;
  - Analysis of the variational problem corresponding to \( \lambda_h \).

On the latter point, a couple ideas to consider are the following. Since \( \lambda_h \) is an approximation of the pressure-correction, \( \delta\Pi \) on the skeleton, then perhaps there is some level of spectral equivalence with the reduced trace operator and the non-symmetric Helmholtz operator for \( \delta\Pi \) in staggered finite-difference models (Wood et al., 2014; Thuburn, 2016). Moreover, a proof of the ellipticity of the trace operator would be a strong result for this case. It would further validate the behavior of multigrid preconditioning observed in Section 5.4.4.

- **Non-nested multigrid preconditioning:** It was shown for mixed formulations of elliptic equations that the hybridized variable \( \lambda_h \) could be solved by solving a corresponding \( P_1 \) continuous Galerkin system using a non-nest multigrid algorithm (Gopalakrishnan and Tan, 2009). The extension of this multigrid method for a shallow water system using an HDG method is detailed in a paper in preparation based on the work of Cockburn et al. (2013). A natural extension of this multigrid approach for the hybridization of compatible finite element discretizations is a topic of on-going interest.
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