A DOMAIN-SPECIFIC LANGUAGE FOR THE HYBRIDIZATION AND STATIC CONDENSATION OF FINITE ELEMENT METHODS

THOMAS H. GIBSON†, LAWRENCE MITCHELL‡, DAVID A. HAM†, AND COLIN J. COTTER†

Abstract. In this paper, we introduce a domain-specific language (DSL) for concisely expressing localized linear algebra on finite element tensors, and its integration within a code-generation framework. This DSL is general enough to facilitate the automatic generation of cell-local linear algebra kernels necessary for the implementation of static condensation methods and local solvers for a variety of problems. We demonstrate its use for the static condensation of continuous Galerkin problems, and systems arising from hybridizing a finite element discretization. Additionally, we demonstrate how this DSL can be used to implement local post-processing techniques to achieve superconvergent approximation to mixed problems. Finally, we show that these hybridization and static condensation procedures can act as effective preconditioners for mixed problems. We use the DSL in this paper to implement high-level preconditioning interfaces for the hybridization of mixed problems, as well generic static condensation. Our implementation builds on the solver composability of the PETSc library by providing reduced operators, which are obtained from locally assembled expressions, with the necessary context to specify full solver configurations on the resulting linear systems. We present some examples for model second-order elliptic problems, including a new hybridization preconditioner for the linearized system in a nonlinear method for a simplified atmospheric model.
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1. Introduction. The development of simulation software is becoming an increasingly important aspect of modern scientific computing. Such software requires a vast range of knowledge spanning several disciplines, ranging from abstract mathematics and computer science to software engineering and high-performance computing. Developing advanced finite element techniques are particularly complicated from both implementation and mathematical perspectives. Software projects developing automatic code-generation systems has become quite popular in recent years, as such systems help create a separation of concerns which focuses on a particular complexity independent from the rest. Examples of such projects include FreeFEM++ [31], Sundance [42], the FEniCS Project [39], Feel++ [45], and Firedrake [46].

The finite element method (FEM) is a mathematically robust framework for computing solutions of partial differential equations (PDEs), with a formulation that is highly amenable to code-generation techniques. The description of the weak formulation of the PDEs, together with the discrete spaces from which solution approximations are constructed, is sufficient to characterize the problem completely. Both the FEniCS and Firedrake projects employ the Unified Form Language (UFL) [1] to specify the finite element integral forms and discrete function spaces necessary to properly define the finite element problem. UFL is a highly expressive domain-specific language (DSL) embedded in Python which provides the information which
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finite element code-generation systems require. There are classes of finite element discretizations which admit discrete systems that can be solved more efficiently by directly manipulating local tensors. For example, the static condensation technique for the reduction of global finite element systems [29, 34] produces smaller globally-coupled linear systems by eliminating interior unknowns to arrive at an equation for the facet’s degrees of freedom only. Alternatively, hybridized finite element methods [3, 14, 18] introduce Lagrange multipliers enforcing certain continuity constraints on finite element functions. Static condensation can then be applied to the augmented system to produce a reduced equation for the multipliers. Methods of this type are often accompanied by local post-processing techniques that produce superconvergent approximations [10, 20, 21].

The main objective of this paper is to provide a high-level description of elemental linear algebra for code-generation systems. In doing so, we provide a means to enable rapid development of hybridization and static condensation techniques within an automatic code-generation framework. Our work is implemented in the Firedrake finite element framework and the PETSc solver library. Firedrake’s solver abstraction builds on the PETSc’s formalism for solving discrete systems, using the latter’s Python interface, petsc4py [24].

The rest of the paper is organized as follows. In section 2, we introduce our new DSL within the Firedrake software package [46] which allows concise expression of localized linear algebra operations on finite element tensors. We provide some contextual examples for static condensation and hybridization, including a discussion on post-processing. We then outline in section 3 how the Python interface with PETSc can be used in tandem with our DSL to automate the hybridization and static condensation of finite element systems as preconditioners. We demonstrate our implementations for manufactured test problems in section 4. Subsection 4.3 demonstrates the composability of our implementation of a hybridized mixed method as a preconditioner for the linearized system of a nonlinear method for the rotating shallow water equations. Conclusions follow in section 5.

1.1. Notation. Let $T_h$ denote a tesselation of $\Omega \subset \mathbb{R}^n$, the computational domain, consisting of polygonal elements $K$ associated with a mesh size parameter $h$, and $\partial T_h = \{ e \in \partial K : K \in T_h \}$ the set of facets of $T_h$. We denote the integral forms over $T_h$ and any facet set $\Gamma \subset \partial T_h$ by

\begin{align}
(u, v)_K &= \int_K u \cdot v \, dx, \\
\langle u, v \rangle_e &= \int_e u \cdot v \, ds, \\
(u, v)_{T_h} &= \sum_{K \in T_h} (u, v)_K, \\
\langle u, v \rangle_{\Gamma} &= \sum_{e \in \Gamma} \langle u, v \rangle_e,
\end{align}

where $\cdot$ should be interpreted as standard multiplication for scalar functions or a dot product for vector functions.

For any double-valued vector field $w$ on a facet $e \in \partial T_h$, we define the jump of its normal component across $e$ by

$$[w]_e = \begin{cases} w|_{e^+} \cdot n_{e^+} + w|_{e^-} \cdot n_{e^-}, & e \in \partial T_h \setminus \partial \Omega \equiv E^h \\
w|_{e^-} \cdot n_e, & e \in \partial T_h \cap \partial \Omega \equiv E_\partial^h \end{cases}$$

1.“Facets” here describes the topological entity of the mesh which is one less than the total space dimension. In two dimensions, these are edges, and in three dimensions the are polygonal faces of each cell of the mesh.
where + and − denote the positive and negative restrictions respectively. Whenever the facet domain is clear by the context, we omit the subscripts and will instead write \([w]\).

2. A language for linear algebra on local finite element tensors. We present an expressive language for dense linear algebra on the elemental matrix systems arising from finite element problems. The language, which we call Slate, inherits typical mathematical operations performed on matrices and vectors, hence the input syntax is comparable to high-level linear algebra software (e.g. MATLAB). The Slate language provides basic abstract building blocks which can be used by a specialized compiler for linear algebra to generate low-level code implementations.

Slate is designed around the Unified Form Language (UFL) [1, 39], a DSL embedded in Python which provides abstract representations of finite element forms. UFL expressions are interpreted by a form compiler, which translates UFL into compiled code for the local assembly of a form over the cells and facets of a mesh. The FEniCS project employs the FEniCS Form Compiler (FFC) [35, 40], while Firedrake uses the Two-Stage Form Compiler (TSFC) [33]. It is the job of the FEM framework to take the resulting code and assemble the local contributions of the finite element form over the mesh. These local data objects must then be inserted into global data structures before handing over to a linear solver. These operations are handled by the PyOP2 [47] and DOLFIN [41] frameworks in Firedrake and FEniCS respectively.

2.1. An overview of Slate. To clarify conventions and scope of Slate, we start by considering a general form. With \(T_h\), \(E_h^\circ\), and \(E_h^\partial\) denoting the sets of cells, interior facets, and exterior facets respectively, suppose we have a finite element form:

\[
(4) \quad a(c; v) = \sum_{K \in T_h} \int_K T^c(c; v) \, dx + \sum_{e \in E_h^\circ} \int_e T^f,^\circ(c; v) \, ds + \sum_{e \in E_h^\partial} \int_e T^f,^\partial(c; v) \, ds,
\]

where \(dx\) and \(ds\) denote appropriate integration measures. Equation (4) is uniquely determined by its lists (possibly of 0-length) of arbitrary coefficient functions \(c = (c_0, \ldots, c_p)\) in the associated finite element spaces, arguments \(v = (v_0, \ldots, v_q)\) describing any test or trial functions, and its integrand expressions for each integral type: \(T^c\), \(T^f,^\circ\), \(T^f,^\partial\). The form \(a(c; v)\) describes a finite element form globally over the entire problem domain. The contribution of (4) in each cell \(K\) of the mesh \(T_h\) is simply

\[
(5) \quad a(c; v)|_K = \int_K T^c(c; v) \, dx + \sum_{e \in \partial K \setminus \partial \Omega} \int_e T^f,^\circ(c; v) \, ds + \sum_{e \in \partial K \cap \partial \Omega} \int_e T^f,^\partial(c; v) \, ds.
\]

We call (5) the cell-local contribution of \(a(c; v)\). Equation (5) produces an element tensor which is mapped into a global data structure. However, one may want produce a new local tensor by algebraically manipulating different element tensors. This is precisely the job of our new DSL.

The Slate language consists of two primary abstractions for linear algebra: (1) terminal element tensors corresponding to multi-linear integral forms, or assembled data; and (2) expressions consisting of operations on terminal tensors or existing Slate expressions. A summary of Slate nodes are listed below:

- **Tensor**\([a(c; v)]\)
  - associates a form, expressed in UFL, with its local element tensor:

\[
(6) \quad A^K \leftarrow a(c; v)|_K, \quad \text{for all } K \in T_h.
\]
The number of arguments \( v \) determine the rank of Tensor, i.e. scalars, vectors, and matrices are produced from 0-forms, 1-forms, and 2-forms, respectively.

- **AssembledVector\((f)\)**
  where \( f \) is some finite element function. The result associates a function with its local coefficient vectors.

- **Block\((A^K, i)\)**
  where \( A^K \) is a Tensor corresponding to a mixed form and \( i \) are indices over the test and trial spaces associated with the mixed tensor. The result is a block of \( A^K \) corresponding to the indices \( i \). For example, if a matrix \( A \) corresponds to the bilinear form \( a : V \times W \rightarrow \mathbb{R} \), where \( V = V_0 \times \cdots \times V_n \) and \( W = W_0 \times \cdots \times W_m \) are product spaces consisting of finite element spaces \( \{V_i\}_{i=0}^n \), \( \{W_i\}_{i=0}^m \), then the cell-local tensors have the form:

\[
A^K = \begin{bmatrix}
A^K_{00} & A^K_{01} & \cdots & A^K_{0m} \\
A^K_{10} & A^K_{11} & \cdots & A^K_{1m} \\
\vdots & \vdots & \ddots & \vdots \\
A^K_{n0} & A^K_{n1} & \cdots & A^K_{nm}
\end{bmatrix}
\]

The associated submatrix of (7) with indices \( i = (p, q) \), \( p = \{p_1, \cdots, p_r\} \), \( q = \{q_1, \cdots, q_c\} \), is

\[
A^K_{pq} = \begin{bmatrix}
A^K_{p_1q_1} & \cdots & A^K_{p_1q_c} \\
\vdots & \ddots & \vdots \\
A^K_{p_rq_1} & \cdots & A^K_{p_rq_c}
\end{bmatrix}
\leftarrow \text{Block}\(A^K, (p, q))\),
\]

where \( p \subset \{1, \cdots, n\} \), \( q \subset \{1, \cdots, m\} \).

- **TensorOp\(\text{operands}\)**
  implements all unary and binary operations on Slate objects. These include the following:
  - **Binary operations:**
    - \( \text{Add}(A, B) \): The addition of two tensors of equal rank and shape;
    - \( \text{Mul}(A, B) \): Standard multiplication of two tensors of appropriate shape.
  - **Unary operations:**
    - \( \text{Negative}(A) \): The additive inverse of a local tensor;
    - \( \text{Transpose}(A) \): The transpose of a local tensor;
    - \( \text{Inverse}(A) \): The inverse of a local square tensor.

By construction, each Tensor is uniquely defined by its associated form, and performing any number of binary or unary operations on the Tensor objects produces a Slate expression. The composition of all the operations presented gives us the necessary algebraic framework needed for the class of problems presented in this paper.

Slate expressions are handled by a linear algebra compiler, which employs TSFC for local assembly and generates a dense linear algebra kernel to be iterated cell-wise. Our compiler generates C++ code, using the templated library Eigen [28] for dense linear algebra. During execution, the local computations in each cell are mapped.

---

As with UFL, Slate is capable of abstractly representing arbitrary rank tensors. However, only rank \( \leq 2 \) tensors are typically used in most finite element applications and therefore we currently only generate code for those ranks.
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into global data objects via appropriate indirection mappings. Figure 1 provides an illustration of the complete tool-chain.

![Diagram](image)

**Fig. 1.** The Slate language wraps forms, expressed in UFL, describing the finite element problem. The Slate expressions are handed over to a specialized linear algebra compiler, which produces TSFC kernels for local element assembly, and a single “macro” kernel which performs the dense linear algebra. The resulting kernels are passed to the PyOP2 interface, which wraps the Slate kernel in a mesh-iteration kernel. Parallel scheduling and code generation occurs after the PyOP2 layer.

### 2.2. Examples

We now present a few examples and discuss solution methods which require element-wise manipulations of finite element systems and their specification in Slate. We stress here that Slate is not limited to these model problems; rather these examples were chosen for clarity and to demonstrate key features of the Slate language. In section 3 and section 4, we discuss more intricate ways the Slate DSL is used in custom preconditioners for linear systems, including some numerical tests ranging from manufactured problems to a simplified atmospheric model.

#### 2.2.1. Static condensation of CG methods

As a first example, consider the positive-definite Helmholtz problem given by:

\[
\begin{align*}
-\nabla \cdot (\kappa \nabla p) + cp &= f \text{ in } \Omega, \\
p &= p_0 \text{ on } \partial \Omega_D, \\
-\kappa \nabla p \cdot n &= g \text{ on } \partial \Omega_N,
\end{align*}
\]

where \( \partial \Omega_D \cup \partial \Omega_N = \partial \Omega \) and \( \kappa, c : \Omega \to \mathbb{R}^+ \) are positive-valued coefficients. The \( H^1 \)-discretization is formed by tessellating \( \Omega \) into \( T_h \), multiplying by a test function and integrating by parts in the usual finite element way. The resulting weak formulation reads: find \( p_h \in V_h \) such that

\[
\begin{align*}
a(\kappa, c; \phi, p_h) \equiv (\nabla \phi, \kappa \nabla p_h)_{T_h} + (\phi, cp_h)_{T_h} &= (\phi, f)_{T_h} - (\phi, g)_{\partial \Omega_N} \\& \equiv F(f, g; \phi)
\end{align*}
\]

for all \( \phi \in V_{h,0} \), where \( V_h \) is a continuous piecewise polynomial space incorporating the condition \( p_h = p_0 \) on \( \partial \Omega_D \), and \( V_{h,0} \) is a continuous piecewise polynomial space whose functions have zero trace on \( \partial \Omega_D \). With \( P \) denoting the vector degrees of
freedom, solving (12) requires the solution of the symmetric system of the form:

\[ AP = F. \]

The static condensation technique of Guyan and Irons [29, 34] reduces the size of the global matrix \( A \) by partitioning the problem into separate systems for the degrees of freedom interior to each element, and the degrees of freedom associated with elemental boundaries. This produces a system of the form:

\[
\begin{bmatrix}
A_{00} & A_{0\partial} \\
A_{\partial0} & A_{\partial\partial}
\end{bmatrix}
\begin{bmatrix}
P_0 \\
P_\partial
\end{bmatrix}
= \begin{bmatrix}
F_0 \\
F_\partial
\end{bmatrix},
\]

where the subscripts 0 and \( \partial \) denote elemental interior and boundary coupling respectively. The interior unknowns are then condensed out of (14) via a Schur complement, leaving a smaller globally-coupled system for the interface unknowns:

\[
(A_{\partial\partial} - A_{\partial0}A_{0\partial}^{-1}A_{00}) P_\partial = F_\partial - A_{\partial0}A_{0\partial}^{-1}F_0.
\]

The matrix \( A_{00} \) has block-diagonal structure by our choice of degrees of freedom. Therefore the system in (15) can be assembled by performing element-wise operations on the local finite element matrices and vectors. Once \( P_\partial \) is determined, \( P_0 \) can be recovered by solving the system:

\[
A_{00} P_0 = (F_0 - A_{0\partial}P_\partial).
\]

By the same argument as before, (16) can be evaluated by solving a sequence of local systems in each element of \( T_h \).

There are a number of ways to obtain the partitioned matrix system in (14). The most natural way using UFL is to construct the appropriate finite element basis functions by introducing the spaces:

\[
V_0^h = \{ \phi \in V_h : \phi|_K \in V_h(K), \phi|_{\partial K} = 0, \forall K \in T_h \}, \quad (17)
\]

\[
V_\partial^h = \{ \phi \in V_h : \phi|_K \in V_h(K), \phi|_{\partial K} = 0 \implies \phi|_K = 0, \forall K \in T_h \}, \quad (18)
\]

where \( V_0^h \) and \( V_\partial^h \) are function spaces corresponding to functions in \( V_h \) restricted to element interiors and boundaries respectively. Note that the space \( V_0^h \) must now enforce the boundary condition in (10). We can now rewrite the problem in (12) as the following: find \((p_0^h, p_\partial^h) \in V_0^h \times V_\partial^h\) such that

\[
\tilde{a}(\kappa, \phi; (\phi^0, \phi^\partial), (p_0^h, p_\partial^h)) = \tilde{F}(f, g; \phi^0, \phi^\partial)
\]

holds for all test functions \((\phi^0, \phi^\partial) \in V_0^h \times V_\partial^h\), where

\[
\tilde{a}(\kappa, c; (\phi^0, \phi^\partial), (p_0^h, p_\partial^h)) \equiv \begin{cases} 
a(\kappa, c; \phi^0, p_0^h) + a(\kappa, c; \phi^\partial, p_\partial^h), 
a(\kappa, c; \phi^\partial, p_0^h) + a(\kappa, c; \phi^\partial, p_\partial^h), 
\end{cases}
\]

\[
\tilde{F}(f, g; \phi^0, \phi^\partial) \equiv \begin{cases} 
F(f, g; \phi^0), 
F(f, g; \phi^\partial).
\end{cases}
\]

See Listing 5 in Appendix A.1 for a UFL formulation of (19).

Listing 1 here displays abridged code using Slate to form the system in (15). The syntax of Slate is designed to enable one to naturally and concisely express the
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Listing 1

\[
\begin{align*}
A &= \text{Tensor}(a) \\
F &= \text{Tensor}(F) \\
S &= A.\operatorname{block}(1, 1) - A.\operatorname{block}(1, 0) \cdot A.\operatorname{block}(0, 0).\operatorname{inv} \cdot A.\operatorname{block}(0, 1) \\
E &= F.\operatorname{block}(1,) - A.\operatorname{block}(1, 0) \cdot A.\operatorname{block}(0, 0).\operatorname{inv} \cdot F.\operatorname{block}(0,) \\
\text{pd} &= \text{Function}(Vd) \quad \# \text{Function to store the result: } P_0 \\
\text{Smat} &= \text{assemble}(S, \text{bcs=[...])} \quad \# \text{Assemble and solve: } SP_0 = E \\
\text{Evec} &= \text{assemble}(E) \\
\text{slove(}\text{Smat}, \text{pd, Evec) }
\end{align*}
\]

Slate expressions (highlighted in orange) for the Schur complement system in (15), as well as the local reconstruction of the interior unknowns described by (16). Here, the finite element forms \(a\) and \(F\) in lines 1 and 2 are previously defined UFL expressions for (20), (21) respectively. In this example, the argument field index for the interior element space is denoted by 0, and 1 for the facet element space.

desired algebraic expressions. Calling \texttt{block} on the Slate tensors associated with the UFL forms produces the corresponding blocks of the partitioned matrix and vector (lines 3–4). Equation (15) is the only system which requires a global solve (line 8).

Strong boundary conditions should be provided during the Schur complement operator assembly (line 6). Line 12 displays the Slate expression for locally assembling the interior degrees of freedom by directly inverting the local matrices of \(A_{00}\) onto the relevant right-hand side.

2.2.2. Hybridized mixed methods. Here we demonstrate the use of Slate to facilitate the implementation of hybridized finite element methods. We use the mixed formulation of the second-order system (9)–(11) as our example:

\[
\begin{align*}
\mu u + \nabla p &= 0 \quad \text{in } \Omega, \\
\nabla \cdot u + cp &= f \quad \text{in } \Omega, \\
\quad p &= p_0 \quad \text{on } \partial\Omega_D, \\
\quad u \cdot n &= g \quad \text{on } \partial\Omega_N,
\end{align*}
\]

where \(\mu = \kappa^{-1}\) and \(u = -\kappa \nabla p\). Traditional mixed methods seek a solution \((u_h, p_h)\) in the finite dimensional spaces

\[
\begin{align*}
U_h &= \{w \in H(\text{div}; \Omega) : w|_K \in U(K), \forall K \in T_h, w \cdot n = g \text{ on } \partial\Omega_N\}, \\
V_h &= \{\phi \in L^2(\Omega) : \phi|_K \in V(K), \forall K \in T_h\}
\end{align*}
\]

respectively. The space \(U_h\) consists of \(H(\text{div})\)-conforming piecewise vector polynomials, where choices of \(U(K)\) typically include the Raviart-Thomas (RT), Brezzi-Douglas-Marini (BDM), or Brezzi-Douglas-Fortin-Marini (BDFM) elements [12, 13, 43, 48]. The implementation of \(H(\text{div})\) finite element spaces within a code-generation framework is discussed in [49].

The mixed finite element formulation of (22)–(25) reads as follows: find \((u_h, p_h) \in U_h \times V_h\) satisfying

\[
\begin{align*}
(w, \mu u_h)|_{T_h} - (\nabla \cdot w, p_h)|_{T_h} &= - (w \cdot n, p_h)|_{\partial\Omega_D} \\
(\phi, \nabla \cdot u_h)|_{T_h} + (\phi, cp_h)|_{T_h} &= (\phi, f)|_{T_h}
\end{align*}
\]
for all \((w, \phi) \in U_{h,0} \times V_h\), where \(U_{h,0}\) is the space of functions in \(U_h\) whose normal components vanish on \(\partial \Omega_N\). With \(U\) and \(P\) denoting the vector of degrees of freedom for \(u_h\) and \(p_h\) respectively, computing the solution of (28)–(29) requires solving the saddle point system:

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
U \\
P
\end{bmatrix} =
\begin{bmatrix}
G \\
F
\end{bmatrix}.
\]

Methods to efficiently invert such systems include \(H(\text{div})\)-multigrid [4] (requiring complex overlapping-Schwarz smoothers), global Schur complement factorizations (which require an approximation to the inverse of the elliptic Schur complement operator), or auxiliary space multigrid [32]. Here, we focus on a solution method using hybridization [3, 9, 11, 12, 14].

For the hybridized mixed method, the discrete solution spaces are \(V_h\) for \(p_h\) and \(\hat{U}_h\) for \(u_h\), where

\[
\hat{U}_h = \{ w \in [L^2(\Omega)]^n : w|_K \in U(K), \forall K \in T_h \}.
\]

The vector finite element space \(\hat{U}_h\) is a subspace of \([L^2(\Omega)]^n\) consisting of local \(H(\text{div})\) functions, but normal components are no longer continuous on \(\partial T_h\). Lagrange multipliers are introduced as an auxiliary trace variable in the function space:

\[
M_h = \{ \gamma \in L^2(\partial T_h) : \gamma|_e \in M(e), \forall e \in \partial T_h \},
\]

where \(M(e)\) denotes a polynomial space defined on each facet \(e\).

Deriving the hybridized mixed system is accomplished by standard integration by parts over each element \(K\). The trace function \(\lambda_h\) is introduced in surface integrals approximating \(p_h\) on elemental boundaries. An additional constraint equation is added to close the system. The hybridized mixed formulation reads: find \((u_h, p_h, \lambda_h) \in U_h \times V_h \times M_h\) such that

\[
a(\mu, c; (w, \phi), (u_h, p_h)) + b(w, \lambda_h) = F(p_0, f; w, \phi) \tag{33}
\]

\[
b(u_h, \gamma) = G(g; \gamma), \tag{34}
\]

for all \((w, v, \gamma) \in \hat{U}_h \times V_h \times M_{h,0}\), where \(M_{h,0}\) denotes the space of traces vanishing on \(\partial \Omega_D\), and the finite element forms are defined as:

\[
a(\mu, c; (w, \phi), (u_h, p_h)) = \begin{cases}
(w, \mu u_h)|_{T_h} - (\nabla \cdot w, p_h)|_{T_h} \\
(\phi, \nabla \cdot u_h)|_{T_h} + (\phi, cu_h)|_{T_h}
\end{cases} \tag{35}
\]

\[
b(u_h, \gamma) = (\gamma, [u_h]|_{\partial T_h \setminus \partial \Omega_D}) \tag{36}
\]

\[
F(p_0, f; w, \phi) = -([w], p_0)|_{\partial \Omega_D} \tag{37}
\]

\[
G(g; \gamma) = (\gamma, g)|_{\partial \Omega_N}. \tag{38}
\]

We refer the reader to Listing 6 in Appendix A.2 for an example of how one may formulate (35)–(38) in UFL.

Arising from the hybridized-mixed formulation, we have the augmented system of linear equations with the general form:

\[
\begin{bmatrix}
A & B^T \\
B & 0
\end{bmatrix}
\begin{bmatrix}
X \\
\Lambda
\end{bmatrix} =
\begin{bmatrix}
F \\
G
\end{bmatrix}, \tag{39}
\]
where $X = [U \quad P]^T$ and $\Lambda$ are the vectors of degrees of freedom for the flux, scalar, and trace unknowns. Equation (39) defines a $3 \times 3$ block system which is block-sparse by our choices of $U_h$, $V_h$, and $M_h$. If the space of Lagrange multipliers $M_h$ is chosen appropriately, then the solution $U$ in (39), albeit sought a priori in a discontinuous space, will coincide with its $H(\text{div})$-conforming counterpart in (30) via:

\begin{equation}
\label{eq:40}
b(u_h, \gamma) = G(g; \gamma), \quad \text{for all } \gamma \in M_{h,0}.
\end{equation}

Equation (40) enforces both continuity of the normal components of $u_h$ across elemental boundaries, as well as the Neumann condition on $\partial \Omega_N$. As a result, the formulations in (33)–(34) and (28)–(29) are mathematically equivalent [3].

The hybridized problem has a number of immediate advantages:

1. By our choice of function spaces, the operator:

\begin{equation}
\label{eq:41}
A = \begin{bmatrix} A_{00} & A_{01} \\ A_{10} & A_{11} \end{bmatrix}
\end{equation}

is block-sparse. As a result, we can simultaneously eliminate $U$ and $P$ by performing element-wise static condensation to (39), producing a significantly smaller problem for $\Lambda$ only:

\begin{equation}
\label{eq:42}
SA = E,
\end{equation}

where $S$ and $E$ are given by

\begin{equation}
\label{eq:43}
S = BA^{-1}B^T
\end{equation}

\begin{equation}
\label{eq:44}
E = BA^{-1}F - G.
\end{equation}

2. The matrix $S$ is sparse, symmetric, and positive-definite [18]. Furthermore, $S$ is a discrete elliptic operator and therefore we can solve (42) using standard algebraic multigrid (AMG) preconditioning for elliptic problems [27].

3. Once $\Lambda$ is computed, both $U$ and $P$ can be recovered locally. Using (41) and noting that the matrix $B$ is of the form $B = [K \quad 0]$, we can derive elemental systems for $U$ and $P$:

\begin{equation}
\label{eq:45}
A_{00}U = (G - A_{01}P - K^T\Lambda),
\end{equation}

\begin{equation}
\label{eq:46}
(A_{11} - A_{10}A_{00}^{-1}A_{01})P = (F - A_{10}A_{00}^{-1}(G + K^T\Lambda)).
\end{equation}

An expression for the Schur complement can be formed by expanding out the block matrix products and inverse:

\begin{equation}
\label{eq:47}
S = \begin{bmatrix} K & 0 \\ A_{10} & A_{11} \end{bmatrix}^{-1} \begin{bmatrix} A_{00} & A_{01} \\ 0 & 0 \end{bmatrix}^T.
\end{equation}

However, it can be quite cumbersome in general to write out (47) in terms of individual matrices. Instead, Slate can operate directly on the defined block matrices. See Listing 2 for the corresponding Slate code for the static condensation of (39) and local recovery in (45)–(46).

### 2.2.3. Hybridized discontinuous Galerkin methods

The hybridized discontinuous Galerkin (HDG) method is a natural extension of its mixed counterpart. The unification of hybridized methods is discussed in [18], and the HDG method was
studied numerically in [20, 21, 37]. Here, we follow [18, 20] and present a specific HDG method, namely the LDG-H method for (28)–(29).

The LDG-H method seeks flux and scalar approximations in the spaces \( U_h = [V_h]^n \) and \( V_h \), respectively, with \( V_h \) being the space of discontinuous polynomials.

Next, we introduce the numerical fluxes:

\[
\hat{u}_h = u_h + \tau (p_h - \hat{p}_h) \mathbf{n}, \quad \hat{p}_h = \lambda_h,
\]

where \( \lambda_h \in M_h \) is a function approximating the trace of \( p \) on \( \partial T_h \) and \( \tau \) is a positive function that may vary on each facet \( e \in \partial T_h \).

The full LDG-H formulation is obtain via integrating by parts, which produces the following problem: find \((u_h, p_h, \lambda_h) \in U_h \times V_h \times M_h\) such that

\[
\begin{align}
(w, \mu u_h)_{T_h} - (\nabla \cdot w, p_h)_{T_h} + (\|w\|, \lambda_h)_{\partial T_h} &= 0, \\
- (\nabla \phi, u_h)_{T_h} + \left\langle \phi, [\hat{u}_h] \right\rangle_{\partial T_h} + (\phi, c p_h)_{T_h} &= (\phi, f)_{T_h}, \\
\langle \gamma, [\hat{u}_h] \rangle_{\partial T_h \setminus \partial \Omega_D} &= \langle \gamma, g \rangle_{\partial \Omega_N}, \\
\langle \gamma, \lambda_h \rangle_{\partial T_h \setminus \partial \Omega_D} &= \langle \gamma, p_0 \rangle_{\partial \Omega_D},
\end{align}
\]

for all \((w, \phi, \gamma) \in U_h \times V_h \times M_h\). Equation (51) enforces continuity of the numerical flux \( \hat{u} \) on the mesh skeleton, and (52) weakly applies the Dirichlet condition. Note that the choice of \( \tau \) has a significant influence on the theoretical convergence rates in the computed solutions, as discussed in [20]. We elaborate further and numerically demonstrate the effects of \( \tau \) in subsection 4.2. See Appendix A.3 for a UFL formulation of (49)–(52).
The LDG-H system has more degrees of freedom than its hybridized mixed counterpart, but its matrix-form exhibits the same useful properties as (39). The matrix system arising from (49)–(52) has the general form:

\[
\begin{bmatrix}
A & B & K \\
C & D & L \\
M & N & Q
\end{bmatrix}
\begin{bmatrix}
U \\
P \\
\Lambda
\end{bmatrix}
= 
\begin{bmatrix}
G \\
F \\
H
\end{bmatrix}.
\]

By our function spaces, the upper-left 2×2 block has block-sparse structure and we may eliminate \(U\) and \(P\) element-wise to obtain a reduced system for \(\Lambda\):

\[
SA = E,
\]

where

\[
S = Q - \begin{bmatrix} M & N \end{bmatrix} \begin{bmatrix} A & B \\ C & D \end{bmatrix}^{-1} \begin{bmatrix} K \\ L \end{bmatrix},
\]

\[
E = H - \begin{bmatrix} M & N \end{bmatrix} \begin{bmatrix} A & B \\ C & D \end{bmatrix}^{-1} \begin{bmatrix} G \\ F \end{bmatrix}.
\]

Equation (54) shares the same properties as the Schur complement system of (42) for hybridized mixed method.

```
# Element tensors defining the local 3-by-3 block system
R = Tensor(a)
Z = Tensor(L)

# Extracting blocks of R and Z to form the reduced system
Q = R.block((2, 2))
H = Z.block((2,))
S = Q - R.block((2, (0, 1))) * R.block(((0, 1), (0, 1))).inv * R.block(((0, 1), 2))
E = H - R.block((2, (0, 1))) * R.block(((0, 1), (0, 1))).inv * Z.block(((0, 1),))

lambdah = Function(M)  # Function to store the result: Λ
Smat = assemble(S, bcs=[...])  # Assemble and solve: SA = E
Evec = assemble(E)
solve(Smat, lambdah, Evec)
```

Listing 3 displays the Slate code for assembling Schur complement system in (54). Providing the appropriate argument indices via the `block` method on Slate tensors extracts the corresponding mixed blocks in equations (55) and (56). Note that it is indeed possible to rewrite the Slate expressions purely in terms of the individual blocks of (53). However, this is quite cumbersome and the expressions are far more intelligible when written in this way.

As before, we may reconstruct \(U\) and \(P\) locally once \(\Lambda\) is computed. This can be accomplished in two stages, first computing \(P\) locally by solving:

\[
(D - CA^{-1}B)P = G - CA^{-1}F - (L - CA^{-1}K)\Lambda,
\]

followed by:

\[
AU = F - BP - KA.
\]
See Listing 4 for the Slate expressions corresponding to equations (57) and (58). The local systems are constructed from the individual blocks of the system in (54), following similarly from the hybridized mixed method.

```python
A = R.block((0, 0))  # Individual blocks for the local solves
B = R.block((0, 1))
C = R.block((1, 0))
D = R.block((1, 1))
K = R.block((0, 2))
L = R.block((1, 2))
F = Z.block((0,))
G = Z.block((1,))

Sd = D - C * A.inv * B  # Intermediate expressions
Sl = L - C * A.inv * K
Lv = AssembledVector(lambdah)  # Coefficient vector for Λ
ph = Function(V)  # Function to store the result: P
uh = Function(U)  # Function to store the result: U

assemble(Sd.inv * (G - C * A.inv * F - Sl * Lv), ph)
assemble(A.inv * (F - B * AssembledVector(ph) - K * Lv), uh)
```

**Listing 4**

Slate code for locally reconstructing the scalar and flux unknowns of the LDG-H method.

### 2.2.4. Local post-processing

Local post-processing techniques for the construction of superconvergent approximations were discussed within the context of mixed methods in [3, 10, 52], and discontinuous Galerkin methods in [20, 21]. Here, we present two post-processing techniques for producing local solutions of higher approximation order. The Slate code follows naturally from previous discussions in subsection 2.2.2 and subsection 2.2.3, using the standard set of operations on local tensors. Listings and further discussion on these techniques can be found in Appendix B.

**Post-processing of the scalar solution.** There are number of post-processing techniques for enhancing the accuracy of the scalar approximation of the hybridized mixed method and its DG variant. We present a modified version of the procedure presented by Stenberg in [52], and highlighted within the context of hybridizing eigenproblems in [19].

Let $P_k(K)$ denote a polynomial space of degree $\leq k$ on an element $K \in T_h$. Then for a given pair of computed solutions $u_h, p_h$ of the hybridized methods, we define the post-processed scalar $p_h^\ast \in P_{k+1}(K)$ as the unique solution of the local problem:

\begin{align}
(\nabla w, \nabla p_h^\ast)_K &= - (\nabla w, \kappa^{-1} u_h)_K,
(\ast, p_h^\ast)_K &= (\ast, p_h)_K, \quad \text{all } (\ast, v) \in P_{k+1}^1(K) \times P_{k+1}(K), \quad 0 \leq l \leq k.
\end{align}

for all $(w, v) \in P_{k+1}^1(K) \times P_{l}(K)$. Here, the space $P_{k+1}^1(K)$ denotes the $L^2$-orthogonal complement of $P_{l}(K)$. This post-processing method directly uses the definition of the flux $u_h = \kappa \nabla p_h$ to construct the local problem above. In practice, the space $P_{k+1}^1(K)$ may be constructed using an orthogonal hierarchical basis, and solving (59)-(60) amounts to inverting a local symmetric positive definite system.

At the time of this work, neither FEniCS nor Firedrake supports the construction of such a finite element basis. However, we can use a standard Lagrange multiplier
method (for example, see [38, §4.7]) to enforce the orthogonality constraint. The local problem then becomes the mixed system: find \((p_h^k, \psi) \in \mathcal{P}_{k+1}(K) \times \mathcal{P}_l(K)\) such that
\[
(\nabla w, \nabla p_h^k)_K + (w, \psi)_K = -(\nabla w, \kappa^{-1} u_h)_K,
\]
for all \((w, \phi) \in \mathcal{P}_{k+1}(K) \times \mathcal{P}_l(K)\) with \(0 \leq l \leq k\). The local problems (61)–(62) and (59)–(60) are equivalent, with the Lagrange multiplier \(\psi\) enforcing orthogonality of test functions in \(\mathcal{P}_{k+1}(K)\) with functions in \(\mathcal{P}_l(K)\).

It has been shown that the post-processing method above produces a new approximation which superconverges at a rate of \(k+2\) for the hybridized mixed methods [3, 19, 52]. For the LDG-H method, similar results are proven when \(\tau = \mathcal{O}(1)\) and \(\tau = \mathcal{O}(h)\), but only \(k+1\) convergence is achieved when \(\tau = \mathcal{O}(1/h)\) [20, 21]. We demonstrate this numerically in section 4.

Post-processing of the flux. For the post-processing of the flux for the LDG-H method, we use the numerical trace \(\hat{u}_h\) from (48). The technique we outline here follows from [21], and produces a new flux with better conservation properties.

Let \(\mathcal{T}_h\) be a mesh consisting of simplices. On each element \(K \in \mathcal{T}_h\), we define a new function \(u_h^*\) to be the unique element of the local Raviart-Thomas space \([\mathcal{P}_k(K)]^n + x\mathcal{P}_k(K)\) satisfying
\[
(r, u_h^*)_K = (r, u_h)_K,
\]
for all \((r, \mu) \in [\mathcal{P}_{k-1}(K)]^n \times \mathcal{P}_k(e), e \in \partial K\). This local problem produces a new flux \(u_h^*\) with the following properties:

1. \(u_h^*\) converges at the same rate as \(u_h\) for all choices of \(\tau\) producing a solvable system for (49)–(51). However,
2. \(u_h^* \in H(\text{div}; \Omega)\). That is,
\[
[u_h^*]_e = 0 \text{ for all } e \in \mathcal{E}_h^o.
\]
3. Furthermore, the divergence of \(u_h^*\) converges at a rate of \(k+1\).

We demonstrate the rates of convergence of the post-processed flux for varying choices of \(\tau\) in section 4.

3. Static condensation is a preconditioner. The solver abstraction of Firedrake follows the PETSc formalism for solving and preconditioning linear systems. PETSc [6, 7] is a fully-featured library for solving and preconditioning linear systems. PETSc provides access to a large range of its own and third party implementations of solver algorithms. For example, PETSc provides access to direct solvers like LU, with the possibility of utilizing external packages like MUMPS [2], or UMFPACK [25]. PETSc also provides many robust block preconditioners via the fieldsplit option [15] for mixed problems. Together with the Python interface with PETSc via petsc4py [24], composing solvers in Firedrake becomes a straightforward process.

Following PETSc’s abstraction for preconditioning linear systems, one can think of (left) preconditioning the matrix equation in residual form:
\[
r = r(A, b) \equiv b - Ax = 0
\]
by an operator \(P\) (which may not necessarily be linear) as a transformation into an equivalent system of the form
\[
Pr = P(b - Ax) = 0.
\]
Given a current iterate $x_i$, the residual at the $i$-th iteration is simply the expression $r_i \equiv b - Ax_i$. $P$ acts on the residual to produce an approximation to the error $\epsilon_i \equiv x - x_i$. The solver converges if

$$\|r_m\|_2 = \|Pr_m(A, b)\|_2 \leq \max(\epsilon_{rtol}\|b\|_2, \epsilon_{atol}),$$

where the norms are measured in the standard vector 2-norm. In the case that $P$ is an application of an exact inverse, the residual is converted into an exact (up to numerical round-off) residual. In this way, direct methods are expressed in PETSc’s Krylov method interface by specifying “preconditioner only” as a `ksp_type` (e.g. `-ksp_type preonly -pc_type lu`) [6].

We denote the application of particular Krylov method for the linear system (66) as $K_x(r(A, b))$. Upon preconditioning the system via $P$ as in (67), we write

$$K_x(P r(A, b)).$$

If (69) is solved directly via the application of $A^{-1}$, then $Pr(A, b) = A^{-1}b - Ix$, where $I$ is the identity matrix. So, we have that $K_x(P r(A, b)) = K_x(r(I, A^{-1}b))$ produces the exact solution of (66) in a single iteration of $K$.

### 3.1. Interfacing with PETSc via custom preconditioners.

The implementation of preconditioners for these systems requires manipulation not of assembled matrices, but rather their symbolic representation. To do this, we use the preconditioning infrastructure developed in [36], which gives preconditioners written in Python access to the symbolic problem description. We manipulate this appropriately and provide operators assembled from Slate expressions to PETSc for further algebraic preconditioning. Using this technique, we have developed a static condensation solver for continuous Galerkin methods, a hybridized mixed context for $H(div) \times L^2$ mixed problems, and a generic static condensation interface for hybridized systems (both hybridized mixed and HDG methods). The advantage of writing even the latter as a preconditioner is the ability to switch out the solution scheme for the system, even when nested inside a larger set of coupled equations.

#### 3.1.1. A static condensation preconditioner.

The Firedrake preconditioner SCCG is a generic static condensation interface whose `setUp` method takes an $H^1$ problem, and uses the Slate DSL to write and form the condensed system for the facet degrees of freedom. The preconditioning operator $P$ here is the inverse of the Schur-complement factorization of the left-hand side operator in (14):

$$P = \begin{bmatrix} I & A_{00}^{-1} & A_{00}^{-1} \\ 0 & I & 0 \\ A_{00}^{-1} & 0 & S^{-1} \\ \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & I \\ \end{bmatrix},$$

where $S$ is the Schur-complement left-hand side of (15).

Normally when using the `fieldsplit` options together with a Schur complement preconditioner in PETSc, two Krylov solvers are needed to invert both $S$ and the upper-left block $A_{00}$. However, only $S$ requires an iterative method; the matrix $A_{00}$ has block-diagonal structure and therefore recovery of the interior unknowns is performed element-wise using a Slate description of the local problem (see (16)).

The incoming co-vector $b$ is defined on the $H^1$ finite element space, and is partitioned into interior ($b_0$) and facet ($b_\partial$) sections. The right-hand side for the reduced system is assembled pointwise via:

$$\bar{b} = b_\partial - A_{00}^{-1}b_0,$$
where $A_{00}^{-1}b_0$ is assembled locally using Slate. This preconditioner requires a single global solver for the facet unknowns $x_0$:

$$K_{x_0}(P_I r(S, \tilde{b}))$$

where $P_I$ is another preconditioning operator for the system associated with $S$.

This static condensation procedure composes naturally with PETSc in that additional solver specifications and preconditioning for (72) is completely configurable through standard PETSc options. Once both the interior and facet solutions are solved for, the results are placed back into an $H^1$ residual function $(x_0, x_0) \rightarrow x$. The residual of the problem is checked to verify convergence of the solver.

### 3.1.2. Preconditioning mixed methods via hybridization.

The preconditioner $HybridizationPC$ takes an $H(div) \times L^2$ system and forms the hybridized problem by manipulating the UFL objects representing the discretized PDE. This includes replacing argument spaces with their discontinuous counterparts, introducing test functions on an appropriate trace space, and providing operators assembled from Slate expressions. This is an alternative to using standard fieldsplit options.

More precisely, let $Ax = b$, $x \leftarrow (x_U, x_P)$, where $x_U$ and $x_P$ are the flux and scalar unknowns respectively, be the mixed saddle point problem. Then this preconditioner replaces $Ax = b$ with the augmented system:

$$\begin{bmatrix} \tilde{A} & B^T \\ B & 0 \end{bmatrix} \begin{bmatrix} \tilde{x} \\ x_\lambda \end{bmatrix} = \begin{bmatrix} \tilde{b} \\ b_\lambda \end{bmatrix}$$

where $\tilde{b} \leftarrow (\tilde{b}_U, b_P)$, $\tilde{b}_U, b_P$ are the right-hand sides for the flux and scalar equations respectively, and $\tilde{\cdot}$ indicates modified matrices and co-vectors with discontinuous functions. Here, $B$ is an off-diagonal block matrix containing the contributions of the multipliers, and $\tilde{x} \leftarrow (\tilde{x}_U, x_P)$ are the new discontinuous unknowns.

The preconditioning operator for (73) has the form:

$$\tilde{P} = \begin{bmatrix} I & \tilde{A}^{-1}B^T \\ 0 & I \end{bmatrix} \begin{bmatrix} \tilde{A}^{-1} & 0 \\ 0 & S^{-1} \end{bmatrix} \begin{bmatrix} I & 0 \\ B\tilde{A}^{-1} & I \end{bmatrix},$$

where $S$ is the Schur complement matrix $S = -B\tilde{A}^{-1}B^T$. Note that (74) is actually a $3 \times 3$ block factorization, with the two fields for the flux and scalar unknowns associated with the block $\tilde{A}$. The only globally coupled system that needs an iterative solver is the reduced problem for the Lagrange multipliers:

$$K_{x_\lambda}(P_I r(S, E)),$$

where $E$ is the reduced right-hand size of the hybridized mixed system. Once $x_\lambda$ is computed, the flux and scalar fields are reconstructed element-wise via solving the local problems in (45) and (46).

Since the flux is constructed in a discontinuous space $\hat{U}_h$, we must project the computed solution into $U_h \subset H(div)$. This can be done cheaply via local facet averaging. The resulting solution is then $x \leftarrow (\Pi_{div}\hat{x}_U, x_P)$, where $x_P, \Pi_{div}\hat{x}_U$ are the scalar and projected flux solutions respectively. This ensures the residual for the original mixed is properly evaluated to test for convergence.

We note here that assembly of the right-hand side $E$ in (75) requires special attention. The situation we are given is that we have $b_U = b_U(w)$ for $w \in U_h$, but require $\tilde{b}_U(\hat{w})$ for $\hat{w} \in \hat{U}_h$. For consistency, we also require for any $w \in U_h$ that

$$\tilde{b}_U(w) = b_U(w).$$
We can construct such a \( \widetilde{b}_U \) satisfying (76) using the local definition:

\[
\widetilde{b}_U(\hat{\psi}_i) = \frac{b_U(\hat{\psi}_i)}{N_i}, \quad \hat{\psi}_i \in \hat{U}_h,
\]

where \( N_i \) is the number of cells that the degree of freedom corresponding to the basis function \( \psi_i \in U_h \) touches. For \( H(\text{div}) \)-elements, \( N_i = 2 \) for facet nodes, and 1 otherwise. By construction of space \( \hat{U}_h \), we have for \( \hat{\psi}_i \in \hat{U}_h \):

\[
\psi_i = \begin{cases} 
\hat{\psi}_i^+ + \hat{\psi}_i^- & \text{associated with a facet node}, \\
\hat{\psi}_i & \text{associated with an interior node},
\end{cases}
\]

where \( \hat{\psi}_i, \hat{\psi}_i^\pm \in \hat{U}_h \), and \( \hat{\psi}_i^\pm \) are functions corresponding to the positive and negative restrictions associated with the \( i \)-th facet node.\(^3\) Using (77) and (78), we can verify that our construction of \( \widetilde{b}_U \) satisfies (76).

3.1.3. A static condensation interface for hybridization. It may be the case that one formulates the hybridized system of three fields directly and wishes to only solve the problem via a Schur complement method. In this case, we created a static condensation interface \texttt{HybridSCPC} which takes a hybridized linear system \( Ax = b \), where \( A \) and \( b \) have the general block form described in (53), and forms the Schur complement system for the trace variables using operators generated from Slate expressions. As before, a single global solve is required for the trace unknowns, and local reconstructions are performed to retrieve the discontinuous flux and scalar solutions.

4. Numerical results. We now present results utilizing the Slate DSL and our custom Firedrake preconditioners for a set of test problems. All numerical studies conducted in this paper were performed on a 32-core workstation, with each core being a Intel E5-2450v2 (Xeon) CPU at 2.5GHz. Solver configurations for the test problems in this section are provided in Appendix E.

4.1. A three-dimensional positive-definite Helmholtz equation. We consider solving a positive definite Helmholtz equation in three dimensions on a regular unit-cube mesh consisting of tetrahedral elements. We solve a simple pure-Neumann problem:

\[
-\nabla \cdot \nabla p + p = f \text{ in } \Omega = [0, 1]^3, \quad \nabla p \cdot n = g \text{ on } \partial \Omega,
\]

where \( f \) and \( g \) are chosen such that the analytic solution is simply the trigonometric function \( p(x, y) = \cos(3\pi x) \cos(3\pi y) \cos(3\pi z) \). We solve (79) using our static condensation preconditioner in subsection 3.1.1.

We perform a convergence study using Lagrange elements of degree 4, 5, 6, and 7 on refined tetrahedral meshes. The meshes are divided into 2\(^r\) cells in all spatial directions. The elliptic problem on the facet nodes is inverted using conjugate gradients, preconditioned with using hypre’s boomerAMG algebraic multigrid method (AMG) [5]. To ensure an accurate result, we specify a relative tolerance of \(10^{-13}\). Figure 2 shows the convergence of the \( L^2 \) error as the mesh is refined.

\( \text{3These are the two “broken” parts of } \hat{\psi}_i \text{ on a particular facet connecting two elements. That is, for two adjacent cells, a basis function in } U_h, \text{ for a particular facet node can be decomposed into two basis functions in } \hat{U}_h \text{ defined on their respective sides of the facet.} \)
Currently, we compute local inverses directly without exploiting the use of factorization methods, like QR or LU with pivoting. Therefore, it is likely that our implementation is introducing small errors during operator assembly. To investigate this, we measure the reduction in the problem residual after a single application of our static condensation preconditioner. While reductions slowly decrease as the resolutions increase, we observe significant reductions overall (the residual is reduced down to $10^{-12}$ for all degrees at the highest resolution). Isolated calculations can be found in Appendix C.1.

We remark here that the setup cost of this preconditioner is quite high, since it requires the assembly of dense inverses of high-degree element tensors. In three-dimensions especially, the overall algorithmic intensity grows rapidly, and how we compute local matrix inverses has a significant impact. This suggests a future direction for optimizations in Firedrake. A more thorough performance analysis is needed to draw further conclusions on when using static condensation is advantageous for problems of this type. See [44] for a more comprehensive study.

4.2. Hybridized methods for the Poisson equation. We seek a solution to the Dirichlet problem for the Poisson equation as a first-order system:

\[
\begin{align*}
\mathbf{u} + \nabla p &= 0 \text{ in } \Omega = [0,1]^2, \\
\nabla \cdot \mathbf{u} &= f \text{ in } \Omega, \\
p &= p_0 \text{ on } \partial \Omega,
\end{align*}
\]

where $f$ and $p_0$ are chosen so that the analytic solution is the sinusoid $p(x,y) = \sin(\pi x)\sin(\pi y)$ and its negative gradient. We solve this problem by hybridizing the mixed formulation of (80), and employ our static condensation preconditioner in 3.1.3. The trace variables are obtained with a direct method: LU with MUMPS providing the factorization algorithms [2].

The standard error estimates for the RT and BDM mixed methods are well-known [3, 12, 16, 26, 48]. To verify our implementation of the hybridized-mixed preconditioner, we run a convergence study using the setup above. Additionally, we compute post-processed scalar solutions using the method described in (61)–(62).
Figure 3 displays the convergence rates for the hybridized RT method. We repeat the same study for the BDM method on simplices and RT method on quadrilaterals, which can be found in Appendix C.2.

We repeat this same study for the LDG-H method with varying choices of \( \tau \) in order to examine how \( \tau \) influences the convergence rates. The expected theoretical rates for the LDG-H method given a particular order of \( \tau \) is discussed in [20]. In all our experiments, we use the post-processing methods described in subsection 2.2.4 to produce approximations \( \mathbf{p}^* \) and \( \mathbf{u}^* \). We consider three cases: \( \tau = 1 \), \( \tau = \frac{1}{h} \), and \( \tau = h \). The convergence rates for each LDG-H method for approximation degrees 1, 2, and 3 are summarized in Appendix C.3.

For \( \tau = 1 \) and \( \tau = h \), we expect the post-processed scalar \( \mathbf{p}^* \) to superconverge at a rate of \( k + 2 \) for \( k \geq 1 \). This superconvergence is lost when \( \tau = \frac{1}{h} \). No matter the choice of \( \tau \), the post-processed flux \( \mathbf{u}^* \) converges at the same rate as \( \mathbf{u}_h \). Furthermore, the errors in the post-processed flux are actually smaller than \( \mathbf{u}_h \), indicating a slight increase in accuracy while maintaining the convergence order of the flux. Similar behavior was observed in [21]. We isolate the cases for \( \tau = h \) and \( \tau = \frac{1}{h} \) and display the convergence rates in Figure 4.

4.3. A nonlinear method for the shallow water equations. A primary motivator for our interest in hybridized methods revolves around developing efficient solvers for problems in geophysical flows. In this last section, we present some results integrating the shallow water equations on the sphere using Test Case 5 (the mountain test case) from [53]. We use the framework of compatible finite elements [22, 23].

4.3.1. Semi-implicit solver. We start with the vector-invariant rotating nonlinear shallow water system defined on a two-dimensional spherical surface \( \Omega \) embed-
Fig. 4. Error convergence rates for the LDG-H method with \( \tau = h \) and \( \tau = \frac{1}{h} \). This illustrates the sensitivity of this discretization subject to appropriate choices of stabilization parameter \( \tau \). We see no change in the convergence rates between the scalar and post-processed scalar solutions when \( \tau = \frac{1}{h} \). Superconvergence is achieved when taking \( \tau = h \). The post-processed flux rates in both cases match the rates of the unprocessed flux.

\[
\begin{align*}
\text{(81)} & \quad \frac{\partial \mathbf{u}}{\partial t} + (\nabla \cdot \mathbf{u} + f) \mathbf{u} + \nabla \left( g (D + b) + \frac{1}{2} |\mathbf{u}|^2 \right) = 0, \\
\text{(82)} & \quad \frac{\partial D}{\partial t} + \nabla \cdot (\mathbf{u}D) = 0,
\end{align*}
\]

where \( \mathbf{u} \) is the fluid velocity, \( D \) is the depth field, \( f \) is the Coriolis parameter, \( g \) is the acceleration due to gravity, \( b \) is the bottom topography, and \( (\cdot) \equiv \mathbf{k} \times \cdot \), with \( \mathbf{k} \) being the unit normal to the surface \( \Omega \). For some tessellation, \( T_h \), our semi-discrete mixed method for (81)--(82) seeks approximations \( (\mathbf{u}_h, D_h) \in \mathbf{U}_h \times V_h \subset \mathbf{H}(\text{div}) \times L^2 \) in \( \mathbb{R}^3 \).
satisfying:

\[
\begin{align*}
(w, \frac{\partial \mathbf{u}_h}{\partial t})_{T_h} & - (\nabla \cdot (w \cdot \mathbf{u}_h^±), \mathbf{u}_h^±)_{T_h} + (w, f \mathbf{u}_h^±)_{T_h} \\
& + \langle \left[ n^- w \cdot \mathbf{u}_h^± \right], \mathbf{u}_h^± \rangle_{\partial T_h} \\
& - \left( \nabla \cdot w, g (D_h + b) + \frac{1}{2} |\mathbf{u}_h|^2 \right)_{T_h} = 0,
\end{align*}
\]

for all \((w, \phi) \in \mathbf{U}_h \times \mathbf{V}_h\), where \(\hat{\cdot}\) indicates that the value of the function should be taken from the upwind side of each facet.

The timestepping scheme follows a prediction-correction/Picard iteration semi-implicit approach, where predictive values of the relevant fields are determined at each time-step, and corrective updates are generated by solving the linear system (linearized about a state of rest) for \((\Delta \mathbf{u}_h, \Delta D_h) \in \mathbf{U}_h \times \mathbf{V}_h\), given by

\[
\begin{align*}
(w, \Delta \mathbf{u}_h)_{T_h} + \frac{\Delta t}{2} (w, f \Delta \mathbf{u}_h^±)_{T_h} \\
& - \frac{\Delta t}{2} (\nabla \cdot w, g \Delta D_h)_{T_h} = -R_u [u_h^{n+1}, D_h^{n+1}; w],
\end{align*}
\]

\[
\begin{align*}
(\phi, \Delta D_h)_{T_h} + \frac{H \Delta t}{2} (\phi, \nabla \cdot \Delta \mathbf{u}_h)_{T_h} = -R_D [u_h^{n+1}, D_h^{n+1}; \phi],
\end{align*}
\]

for all \((w, \phi) \in \mathbf{U}_h \times \mathbf{V}_h\), where \(H\) is the mean layer depth, and \(R_u\) and \(R_D\) are residual linear forms that vanish when \(u_h^{n+1}\) and \(D_h^{n+1}\) are solutions to the implicit midpoint rule time discretisation of the semi-discrete equations. The solution \((\Delta \mathbf{u}_h, \Delta D_h)\) is then used to update the iterative values of \(u_h^{n+1}\) and \(D_h^{n+1}\) according to \((u_h^{n+1}, D_h^{n+1}) \leftrightarrow (u_h^{n+1} + \Delta \mathbf{u}_h, D_h^{n+1} + \Delta D_h)\), having initially chosen \((u_h^{n+1}, D_h^{n+1}) = (u_h^n, D_h^n)\). For the interested reader, Appendix D outlines the procedure in more detail.

For each Picard iteration, solving the implicit linear system requires the solution of the indefinite saddle-point system:

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{U} \\
\Delta D
\end{bmatrix}
= \begin{bmatrix}
R_u \\
R_D
\end{bmatrix}.
\]

In staggered finite difference models, the standard approach for solving (87) is to neglect the Coriolis term and eliminate the velocity unknowns \(\Delta \mathbf{U}\) to obtain a discrete elliptic problem for which smoothers like Richardson or relaxation methods are convergent. This is more problematic in the compatible finite element framework, since \(A\) is not diagonal. Instead, we use the preconditioner described in subsection 3.1.2 to form the hybridized problem and eliminate both \(\Delta \mathbf{U}\) and \(\Delta D\) locally.

### 4.3.2. Atmospheric flow over a mountain (Williamson, test case 5)

We use the finite element spaces \(BDM_2 \times DG_1\), on an octahedral sphere mesh of radius \(R_\odot = 6.37122 \times 10^8\) m. The test case is initialized with depth and velocity fields in geostrophic balance:

\[
D(x; 0) = D_0 - \left( R_\odot \Omega u_0 + \frac{v_0^2}{2} \right) \frac{z^2}{g R_\odot^2}, \quad \mathbf{u}(x; 0) = \frac{u_0}{R_\odot} \left\{ -y \quad x \quad 0 \right\}^T,
\]
where $\Omega = 7.292 \times 10^{-5}\text{s}^{-1}$ is the angular rotation rate of the Earth, $u_0 = 20\text{ms}^{-1}$ is the maximum amplitude of the zonal wind, and $D_0 = 5960\text{m}$. An isolated mountain is placed with its center at latitude $\frac{\pi}{6}$ and longitude $-\frac{\pi}{2}$, given by the expression:

$$b = 2000\text{m} \left(1 - \frac{r}{R_0}\right),$$

where $R_0 = \frac{\pi}{9}$ and $r^2 = \min[R_0^2, (x_{\text{lat}} - \frac{\pi}{2})^2 + (x_{\text{lon}} + \frac{\pi}{2})^2]$.

We run for a fixed number of time-steps, and compare the simulation time using two difference solver configurations for the implicit linear system. First, we use an approximated Schur complement preconditioner for GMRES of the form:

$$\begin{bmatrix}
I & 0 \\
CA^{-1} & I
\end{bmatrix}
\begin{bmatrix}
A^{-1} & 0 \\
0 & \hat{S}^{-1}
\end{bmatrix}
\begin{bmatrix}
I & -A^{-1}B \\
0 & I
\end{bmatrix},$$

where $\hat{S} = D - C\hat{A}^{-1}B$, and $\hat{A} = \text{diag}(A)$ is a diagonal approximation to the velocity mass matrix. The approximate Schur complement $\hat{S}$ is inverted using conjugate gradients preconditioned with PETSc’s smoothed aggregation multigrid (GAMG). The solver for $\hat{S}$ is configured to reduce the preconditioned residual norm by a factor of $10^8$. $A^{-1}$ is computed approximately using a single application of incomplete LU.

<table>
<thead>
<tr>
<th>Simulation stage</th>
<th>Hybridization</th>
<th>Approx. Schur</th>
<th>Speedup factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>3.463e+02</td>
<td>1.623e+03</td>
<td>4.687</td>
</tr>
<tr>
<td>% total</td>
<td>35.6 %</td>
<td>7.7 %</td>
<td></td>
</tr>
<tr>
<td>Linear solver</td>
<td>2.0588e+02</td>
<td>1.4812e+03</td>
<td>7.194</td>
</tr>
<tr>
<td>% total</td>
<td>59.4 %</td>
<td>91.3 %</td>
<td></td>
</tr>
</tbody>
</table>

Next, we use a “preonly” application of our hybridization preconditioner. We use GAMG-preconditioned conjugate gradients with a relative residual tolerance of $10^{-8}$ to invert the Lagrange multiplier system. Table 1 displays the timings for our profiling run using the two configurations mentioned above. We expect the overall simulation time to be dominated by the linear solve for the correction updates. When using hybridization, we observe a significant reduction in time spent during the implicit solve stage compared to the preconditioned GMRES approach, as well as overall simulation time.

We present more specific timings in Table 2. In particular, we examine the overall time spent during setup and application of each preconditioner. For both preconditioners, the times spent during setup are comparable. However, the application of hybridization is nearly an order of magnitude faster. This is primarily because we reduce the number of required “outer” iterations to zero. Hybridization is performing an exact Schur complement factorization of the original problem. We also measure the reductions in the true-residual of the linear system (87). Our hybridized method reduces the residual down by a factor of $10^8$ on average, which coincides with the specified relative tolerance for the Krylov method on the trace system.
Table 2

Setup, application, and solve times for both solver configurations. These are cumulative times in each stage of the two preconditioners throughout the entire profile run. We display the average iteration count (rounded to nearest the integer) for both the outer GMRES and the inner CG+GAMG Krylov solves. The solve time for the preconditioned GMRES configuration consists of numerically inverting both $A$ and $S$ for each GMRES iteration. For the hybridization preconditioner, this time includes both inverting the Schur complement system for the trace solution, and element-wise reconstructions.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>PC setup</th>
<th>PC apply</th>
<th>Krylov solve</th>
<th>Outer its.</th>
<th>Inner its.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (s)</td>
<td>Time (s)</td>
<td>Time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybridization</td>
<td>8.6671e+01</td>
<td>1.7799e+02</td>
<td>1.9148e+02</td>
<td>None</td>
<td>5</td>
</tr>
<tr>
<td>Approx. Schur</td>
<td>5.8638e+01</td>
<td>1.4232e+03</td>
<td>1.4666e+03</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

5. Conclusions and future outlooks. We have presented Slate, and shown how this language can be used to create concise mathematical representations of localized linear algebra on the tensors corresponding to finite element forms. We have shown how this DSL can be used in tandem with UFL in Firedrake to implement solution approaches making use of static condensation, hybridization, and localized post-processing. In particular, this framework alleviates much of the difficulty in implementing such methods within intricate numerical code. In this way, Slate can be used to help enable the rapid development and exploration of new hybridization and static condensation techniques.

Our approach to preconditioner design revolves around its composable nature, in that these Slate-based implementations can be seamlessly incorporated into complicated solution schemes. In particular, there is current research in the design of dynamical cores for numerical weather prediction using implementations of hybridization and static condensation with Slate [8, 51]. The performance of such methods for geophysical flows is a subject of ongoing research. Slate is a developing project and continues to expand in its features, including extending compiler technology to generate code suitable for vectorization and implementation on different computer architectures.
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Appendix A. UFL listings. This section presents listings of UFL [1] formulations of the problems covered in subsection 2.2. The purpose here is to assist in comprehension and provide further context, in light of the examples using the Slate DSL, where UFL code has been omitted for brevity. We outline each method in the order in which they are presented.

A.1. Partitioned $H^1$-formulation. The first example covered starts with an $H^1$ weak formulation of an elliptic problem, as specified in (9)–(11): given an appropriate finite element space $V_h \subset H^1$, find $p_h \in V_h$ such that

\begin{equation}
    a(\kappa, c; p_h, \phi) = F(f, g; \phi), \text{ for all } v \in V_{h,0},
\end{equation}

(89)
where
\[ a(\kappa, \phi^0, \phi^0) = (\nabla_{\kappa} \phi, \nabla_{\kappa} \phi^0)_{T_h} + (\phi, c \phi^0)_{T_h} \]
\[ F(f, g; \phi) = (\phi, f)_{T_h} - (\phi, g)_{\partial \Omega_N}. \]

The static condensation technique for problems of this type is accomplished by partitioning the coefficient vector for \( p_h \) into coefficients for basis functions interior to each cell, and on the trace (or skeleton) of the mesh.

Since UFL strictly works from the weak formulation of PDEs, and code-generation systems like Firedrake [46] and FEniCS [39] work directly from UFL, we must perform the partitioning at this level. That is, we introduce finite element spaces which possess the right construction of basis functions for interior and boundary degrees of freedom respectively. We start by introducing the spaces \( V_h^0 \) and \( V_h^\partial \), as defined in (17) and (18) respectively. These are function spaces corresponding to functions in \( V_h \) restricted to element interiors (\( V_h^0 \)) and boundaries (\( V_h^\partial \)).

Note that we have the following decomposition \( V_h = V_h^0 \oplus V_h^\partial \). Then it follows that \( p_h \in V_h \) has the form \( p_h = p_h^0 + p_h^\partial \). We perform a similar splitting of test and trial functions of \( V_h \) to produce the rewritten form of (89) as a mixed system: find \((p_h^0, p_h^\partial) \in V_h^0 \times V_h^\partial \) such that
\[ \tilde{a}(\kappa, \phi^0, \phi^0) \equiv \tilde{F}(f, g; \phi^0, \phi^0) \]
holds for all test functions \((\phi^0, \phi^0) \in V_h^0 \times V_h^\partial \), where
\[ \tilde{a}(\kappa, \phi^0, \phi^0) \equiv \begin{cases} a(\kappa, \phi^0, p_h^\partial) + a(\kappa, \phi^0, p_h^\partial), & (92) \\ a(\kappa, \phi^0, p_h^0) + a(\kappa, \phi^0, p_h^0), & (93) \end{cases} \]
\[ \tilde{F}(f, g; \phi^0, \phi^0) \equiv \begin{cases} F(f, g; \phi^0), & (94) \end{cases} \]

Equation (92) is the starting point for statically condensing the resulting matrix system, as described in (14) of the manuscript. Using UFL, it is straightforward to express the forms in (92). Since the forms are linear in test and trial arguments, we can simplify the UFL code. See Listing 5 for a complete UFL description of the partitioned problem.

**A.2. Hybrid-mixed formulation.** To form the hybridized-mixed formulation of the first-order system:
\[ \mu \textbf{u} + \nabla p = 0 \quad \text{in} \Omega, \]
\[ \nabla \cdot \textbf{u} + cp = f \quad \text{in} \Omega, \]
\[ p = p_0 \quad \text{on} \partial \Omega_D, \]
\[ \textbf{u} \cdot \textbf{n} = g \quad \text{on} \partial \Omega_N, \]
we introduce the finite element spaces \( \tilde{U}_h, V_h, \) and \( M_h \), where \( V_h \) is the space of discontinuous piece-wise polynomials, and \( \tilde{U}_h, M_h \) are as defined in (31) and (32). With \( \textbf{u}_h, p_h \) and \( \lambda_h \) being approximations to \( \textbf{u}, p, \) and \( p|_{\partial T_h} \) respectively, the hybridized-mixed method reads: find \((\textbf{u}_h, p_h, \lambda_h) \in \tilde{U}_h \times V_h \times M_h \) such that
\[ (\textbf{w}, \mu \textbf{u}_h)_{T_h} - (\nabla \cdot \textbf{w}, p_h)_{T_h} + (\| \textbf{w} \|, \lambda_h)_{\partial T_h \setminus \partial \Omega_D} = - (\| \textbf{w} \|, p_0)_{\partial \Omega_D} \]
\[ (\phi, \nabla \cdot \textbf{u}_h)_{T_h} + (\phi, c p_h)_{T_h} = (\phi, f)_{T_h} \]
\[ (\gamma, [\textbf{u}_h])_{\partial T_h \setminus \partial \Omega_N} = (\gamma, g)_{\partial \Omega_N} \]
for all \((w, v, \gamma) \in \hat{U}_h \times V_h \times M_{h,0}\), where \(M_{h,0}\) denotes the space of traces vanishing on \(\partial \Omega_D\).

Expressing the relevant forms for (99)–(101) in UFL can be done by defining the expressions:

\begin{align}
    a(\mu, c; (w, \phi), (u_h, p_h)) &= \begin{pmatrix}
        (w, \mu u_h)_{T_h} - (\nabla \cdot w, p_h)_{T_h} \\
        (\phi, \nabla \cdot u_h)_{T_h} + (\phi, cu_h)_{T_h}
    \end{pmatrix} \\
    b(u_h, \gamma) &= \langle \gamma, [u_h] \rangle_{\partial T_h \setminus \partial \Omega_D} \\
    F(p_0, f; w, \phi) &= -\langle [w], p_0 \rangle_{\partial \Omega_D} \\
    G(\gamma; \gamma) &= \langle \gamma, g \rangle_{\partial \Omega_N}.
\end{align}

Here, we note that the facet integrals in (99) and (101) have elemental tensors which are simply the transposes of each other. We therefore need only write an expression for one of these to write the necessary Slate expressions, as discussed in subsection 2.2.2. Listing 6 summarizes how these forms can be expressed in UFL.

**A.3. LDG-H formulation.** The LDG-H method for solving the system (95)–(97) is formed by first introducing the numerical fluxes

\begin{align}
    \hat{u}_h &= u_h + \tau (p_h - \hat{p}_h) n, \\
    \hat{p}_h &= \lambda h \in M_h,
\end{align}

where \(n\) is the outward normal to elemental boundaries, and \(\tau\) is some positive-valued function that may vary on facets of the mesh. We note that the definitions in (106)–(107) are specific to the LDG-H method.
# Discontinuous RT, DG, and trace finite element spaces

\[ RT = \text{FiniteElement("RT", triangle, 1)} \]
\[ U = \text{FunctionSpace(mesh, BrokenElement(RT))} \]
\[ V = \text{FunctionSpace(mesh, FiniteElement("DG", triangle, 0))} \]
\[ M = \text{FunctionSpace(mesh, FiniteElement("Div Trace", triangle, 0))} \]
\[ W = U \times V \]

# Test/trial arguments and coefficients
\[ u, p = \text{TrialFunctions(W)} \]
\[ w, \phi = \text{TestFunctions(W)} \]
\[ gamma = \text{TestFunction(M)} \]
\[ n = \text{FacetNormal(mesh)} \]
\[ p0 = \text{Coefficient(V)} \]
\[ c = \text{Coefficient(V)} \]
\[ f = \text{Coefficient(V)} \]
\[ g = \text{Coefficient(V)} \]
\[ mu = \text{Coefficient(V)} \]

# Finite element forms
\[ a = \text{dot}(w, mu*u)*dx - \text{div}(w)*p*dx + \phi*\text{div}(u)*dx + \phi*c*p*dx \]
\[ b = \text{gamma}\cdot\text{jump}(u, n=n)*dS + \text{gamma}\cdot\text{dot}(u, n)*ds(2) \]
\[ F = \phi*p0*ds(1) \]
\[ G = \text{gamma}\cdot g*ds(2) \]

Listing 6

UFL code defining the relevant finite element forms for the hybridized mixed method. This example features the hybridized lowest order RT method. We arbitrarily label the Dirichlet boundary by an integer 1, and 2 for the Neumann portion using subdomain notation in UFL.

Using \( L^2 \)-finite element spaces for \( u \) and \( p \), the full LDG-H formulation reads: find \((u_h, p_h, \lambda_h) \in U_h \times V_h \times M_h \) such that

\begin{align}
\text{(108)} & \quad (w, \mu u_h)_{T_h} - (\nabla \cdot w, p_h)_{T_h} + (\mu \lambda_h)_{\partial T_h} = 0, \\
\text{(109)} & \quad - (\nabla \phi, u_h)_{T_h} + (\phi, [u_h])_{\partial T_h} + (\phi, c p_h)_{T_h} = (\phi, f)_{T_h} \\
\text{(110)} & \quad \langle \gamma, \lambda_h \rangle_{\partial T_h \setminus \partial \Omega_D} = \langle \gamma, p \rangle_{\partial \Omega_N}, \\
\text{(111)} & \quad \langle \gamma, \lambda_h \rangle_{\partial T_h \cap \partial \Omega_D} = \langle \gamma, p0 \rangle_{\partial \Omega_D},
\end{align}

for all \((w, \phi, \gamma) \in U_h \times V_h \times M_h \). Notice that all boundary conditions are applied naturally in the finite element forms. Writing (108)-(111) in UFL is shown in Listing 7.

Appendix B. Post-processing. Here we focus on how Slate can be used to define local systems arising from the post-processing techniques described in subsection 2.2.4. To establish our context, suppose we solved the following three-field hybridized finite element problem defined on a tessellation \( T_h \): find \((u_h, p_h, \lambda_h) \in U_h \times V_h \times M_h \) such that

\[ a(w, \phi, \gamma; u_h, p_h, \lambda_h) = L(w, \phi, \gamma) \]

for all \((w, \phi, \gamma) \in U_h \times V_h \times M_h \). We remain ambiguous whether this is a hybridized-mixed or an LDG-H formulation, described in subsection 2.2.2 and subsection 2.2.3 respectively, as most of our discussion applies to both cases. We will be specific when necessary. We also assume (112) arises within the context of mixed first-order systems. That is, \( u_h, p_h, \lambda_h \) are approximations to \( u = -\kappa \nabla p \), and \( p_{\mid \partial T_h} \) respectively.
# Equal-order discontinuous Galerkin spaces

element = FiniteElement("Discontinuous Lagrange", triangle, degree)

U = VectorFunctionSpace(mesh, element)

V = FunctionSpace(mesh, element)

M = FunctionSpace(mesh, FiniteElement("HDiv Trace", triangle, degree))

W = U * V * M

# Test/trial arguments and coefficients

u, p, lambdar = TrialFunctions(W)

w, phi, gamma = TestFunctions(W)

n = FacetNormal(mesh)

p0 = Coefficient(V)

c = Coefficient(V)

f = Coefficient(V)

g = Coefficient(V)

mu = Coefficient(V)

# LDG-H fluxes, stability parameter, and forms. Note that

tau = Constant(1)

phat = lambdar

uhat = u + tau*(p - phat)*n

a = dot(w, mu*u)*dx - div(w)*p*dx - dot(grad(phi), u)*dx + phi*c*p*dx +

2*avg(lambdar*dot(w, n))*dS + lambdar*dot(w, n)*ds +

2*avg(phi*dot(uhat, n))*dS + phi*dot(uhat, n)*ds +

2*avg(gamma*dot(uhat, n))*dS + gamma*dot(uhat, n)*ds(2) +

gamma*lambdar*ds(1))

L = phi*f*dx + gamma*g*ds(2) + gamma*p0*ds(1)

UFL code defining the LDG-H method in (49)–(51). The choice of function spaces are the
traditional discontinuous Lagrange spaces of equal order. While \( \tau \) in this listing is simply 1, it is
indeed possible to take \( \tau \) to be a function of the facet area.

B.1. Post-processing of \( p_h \). Post-processing techniques for the scalar solution \( p_h \) of (112) has been studied extensively, dating back to Stenberg in [52]. Several
post-processing methods have been constructed which yields a more accurate scalar
approximation, however we will simply focus on the method described in (59)–(60),
which was also featured in [19].

Assuming that \( V_h \) is constructed in the usual way, with elemental functions in
\( \mathcal{P}_{k}(K) \), \( K \in \mathcal{T}_h \), then (59)–(60) produces a new approximation \( p^*_h \) which is locally
\( \mathcal{P}_{k+1}(K) \). As discussed in subsection 2.2.4, we rewrite (59)–(60) using a Lagrange
multiplier method: find \((p^*_h, \psi) \in \mathcal{P}_{k+1}(K) \times \mathcal{P}_l(K) \) such that

\[
(\nabla w, \nabla p^*_h)_{K} + (w, \psi)_{K} = -(\nabla w, \kappa^{-1}u_h)_{K},
\]

\[
(\phi, p^*_h)_{K} = (\phi, p_h)_{K},
\]

for all \((w, \phi) \in \mathcal{P}_{k+1}(K) \times \mathcal{P}_l(K), 0 \leq l \leq k\).

Explicitly in terms of linear algebra, (113)–(114) produces the local system:

\[
\begin{bmatrix}
A & CT \\
C & 0
\end{bmatrix}
\begin{bmatrix}
P^* \\
\Psi
\end{bmatrix}
= \begin{bmatrix}
U \\
P
\end{bmatrix},
\]

where \( P^* \) and \( \Psi \) are the vectors of degrees of freedom for \( p^*_h \) and \( \psi \) respectively.
Since \( \psi \) only acts as a Lagrange multiplier to enforce an orthogonality constraint on
functions in \( \mathcal{P}_{k+1}(K) \) with \( P_l(K) \), we only need to return \( P^* \) once (115) is solved
in each element. This post-processing method works for both hybridized-mixed and HDG-type problems. We demonstrate this numerically in both subsection 4.2 and Appendix C.

Expressing (113)–(114) in UFL [1] requires slight modifications. UFL currently can only express finite element problems globally over the problem domain. However, this is not an issue. To ensure locality of the post-processing problem, we may simply use global discontinuous-Galerkin spaces and construct the relevant finite element forms in the usual way using standard UFL notation. Listing 8 displays the UFL code for expressing the system in (113)–(114), including the Slate tensors for solving the local systems. These are solved locally by directly inverting the operator in (115) onto the right-hand side.

```python
# Solve the hybridized problem for u_h, p_h, λ_h
U = FunctionSpace(mesh, ...)
V = FunctionSpace(mesh, ...)
M = FunctionSpace(mesh, ...)
W = U * V * M
a = ...
L = ...
w = Function(W)
solve(a == L, w, ...)

u_h, p_h, lambda_h = w.split()

# Define finite element spaces for the post-processing problem:
# l should be an integer with 0 ≤ l ≤ k,
# where k is the approximation degree of the scalar solution.
k = ...
l = ...
PP = FunctionSpace(mesh, "DG", k + 1)
Pl = FunctionSpace(mesh, "DG", l)
Wpp = PP * Pl

# Define elemental matrices/vectors for the local problems
pp, psi = TrialFunctions(Wpp)
w, phi = TestFunctions(Wpp)
a_pp = inner(grad(w), grad(pp))*dx + inner(w, psi)*dx +
    inner(phi, pp)*dx
L_pp = -inner(grad(w), mu*u_h)*dx +
    inner(phi, p_h)*dx
A = Tensor(a_pp)
b = Tensor(L_pp)
pstar = Function(PP) # Function to store the result of p⋆h
assemble((A.inv * b).block((0,)), pstar)
```

Listing 8

UFL and Slate code for writing out the scalar post-processing problem in (113)–(114). The resulting local systems are solved by directly inverting the full matrix onto the right-hand side, shown in line 33. We return only the block corresponding to the post-processed solution. Slate objects and syntax are highlighted in orange.

B.2. Post-processing of \( u_h \). We follow the discussion in subsection 2.2.4 concerning post-processing of the flux. We restrict our attention to a mesh \( T_h \) consisting of simplicial elements \( K \). Moreover, the method described here uses the numerical flux \( \hat{u}_h \) of the LDG-H method, defined as a function of \( u_h, p_h, \) and \( \lambda_h \). As a result, this discussion applies specifically to the LDG-H method, summarized in subsection 2.2.3.
The post-processing method described in (63)–(64) defines a new flux \( u^*_h \) which is locally a unique element of the Raviart-Thomas space: \( RT_k(K) = [P_k(K)]^\nu + xP_k(K) \). To summarize here, we wish to compute \( u^*_h \in RT_k(K) \) for all \( K \) such that

\[
(r, u^*_h)_K = (r, u_h)_K, \tag{116}
\]

\[
\langle \gamma, u^*_h \cdot n \rangle_e = \langle \gamma, \hat{u}_h \cdot n \rangle_e, \tag{117}
\]

for all \( (r, \gamma) \in [P_{k-1}(K)]^\nu \times P_k(e), e \in \partial K \). Equation (116)–(117) produces a locally square system of equations for the degrees of freedom for the new flux approximation:

\[
K U^* = R. \tag{118}
\]

The new flux \( u^*_h \), while it converges at the same rate as \( u_h \), possesses better conservation properties. Namely, \( u^*_h \in H(\text{div}; T_h) \) in the sense that its interior jump is zero:

\[
[u^*_h]_e = 0 \text{ for all } e \in \mathcal{E}^2_h. \tag{119}
\]

Furthermore, its divergence converges at a rate of \( k + 1 \). See Appendix C.2 and Appendix C.3 for our numerical study.

Similarly to the scalar post-processing method, its representation and implementation in UFL using Slate is achieved by writing a global discontinuous formulation of (116)–(117), using a discontinuous Raviart-Thomas space for the post-processed flux to ensure locality.

---

**Listing 9**

UFL and Slate code for writing out the flux post-processing problem in (116)–(117). The resulting local systems are solved by directly inverting the full matrix onto the right-hand side, shown in line 55.

We remark here, since Slate designed to be a general-purpose tool for local finite element systems, many more post-processing schemes are possible which are not covered in this paper. The methods presented in subsection 2.2.4 were simply chosen...
to complement our numerical results. There is ongoing work pertaining to the implementation and studying the effects of various methods for more general problems using Slate. We refer the reader to [3, 10, 19, 20, 21, 52] for an overview of some post-processing methods one could explore further in our framework, some of which are covered here.

Appendix C. Convergence studies. We use our previously defined notation in section 1, where $T_h$ denotes a tessellation of $\Omega$, and $E_h^o, E_h^\partial$ denotes the set of interior and exterior facets respectively.

C.1. $H^1$-Helmholtz. Here, we present more detailed numerical results to complement the discussion in subsection 4.1 for the three-dimension Helmholtz problem in (79). The $H^1$-formulation reads: find $p_h \in V_h$ such that

\begin{equation}
(\nabla \phi, \nabla p_h)_{T_h} + (\phi, p_h)_{T_h} = (\phi, f)_{T_h}
\end{equation}

for all $\phi \in V_h$.

The mesh $T_h$ of the unit cube $[0, 1]^3$ consists of tetrahedral cells, which is regularly refined during the convergence test. For each approximation degree $k = 4, 5, 6,$ and 7, we solve (120) using our static condensation preconditioner from subsection 3.1.1. The complete solver configuration is described in Appendix E.1.

Figure 2 is a visualization of Table 3, which confirms that our solution method, using our implementation of static condensation, is achieving the expected theoretical rates. However, a more telling indicator is how well our preconditioner is reducing the problem residual after application. Table 4 displays the reduction factor for the finest mesh ($r = 5$) consisting of 196608 tetrahedral cells.

As discussed in subsection 4.1, there are a number of possible directions for future optimizations. While we suspect small errors are being introduced during local operator assembly (as a result of inverting high-degree element tensors inefficiently), we still observe significant reductions in the problem residual. This suggests that we are indeed solving (120) sufficiently, but more importantly our preconditioner is performing an exact Schur complement factorization (subject to rounding errors).

C.2. Hybrid-mixed methods. In this section, we complement the results in subsection 4.2 by providing complete convergence studies for the hybridized variants of some mixed methods for the model Dirichlet problem:

\begin{equation}
\begin{aligned}
&u + \nabla p = 0 \text{ in } \Omega = [0, 1]^2, \\
&\nabla \cdot u = f \text{ in } \Omega, \\
&p = 0 \text{ on } \partial \Omega,
\end{aligned}
\end{equation}

where $f$ is chosen so that the analytic solution is simply $p(x, y) = \sin(\pi x)\sin(\pi y)$.

Recall that, for suitable finite element spaces such that the second Brezzi condition [30] is satisfied, the fully-discrete mixed formulation of the model Poisson problem reads as follows: find $(u_h, p_h) \in U_h \times V_h$ such that

\begin{equation}
(w, u_h)_{T_h} - (\nabla \cdot w, p_h)_{T_h} = 0,
\end{equation}

\begin{equation}
(\phi, \nabla \cdot u_h)_{T_h} = (\phi, f)_{T_h},
\end{equation}

for all $(w, \phi) \in U_h \times V_h$.

Equation (122)–(123) can be rewritten as a hybrid-mixed method by introducing the discontinuous variant of $U_h, \tilde{U}_h$, and an appropriate trace space $M_h$ such that functions in $M_h$ belong to the same polynomial space as $u_h \cdot n|_e$, for all $e \in \partial T_h$. The
Table 3

Convergence history for the $H^1$ method of the three-dimensional Helmholtz system using our static condensation preconditioner. For each approximation degree $k$, the mesh consists of regularly-refined tetrahedral cells. We approach the expected convergence rate of $k+1$ in the $L^2$-errors as we refine the mesh.

<table>
<thead>
<tr>
<th>$k$</th>
<th>mesh</th>
<th>$|p - p_h|_{L^2(\Omega)} \leq O(h^{k+1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.040e+00</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>5.410e-01</td>
<td>0.943</td>
</tr>
<tr>
<td>2</td>
<td>1.054e-02</td>
<td>5.681</td>
</tr>
<tr>
<td>3</td>
<td>3.847e-04</td>
<td>4.777</td>
</tr>
<tr>
<td>4</td>
<td>1.239e-05</td>
<td>4.957</td>
</tr>
<tr>
<td>5</td>
<td>3.958e-07</td>
<td>4.968</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4.413e+00</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>3.993e-01</td>
<td>3.476</td>
</tr>
<tr>
<td>2</td>
<td>2.436e-03</td>
<td>7.357</td>
</tr>
<tr>
<td>3</td>
<td>4.902e-05</td>
<td>5.635</td>
</tr>
<tr>
<td>4</td>
<td>8.544e-07</td>
<td>5.842</td>
</tr>
<tr>
<td>5</td>
<td>1.369e-08</td>
<td>5.963</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.676e+00</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>9.205e-02</td>
<td>4.186</td>
</tr>
<tr>
<td>2</td>
<td>6.178e-04</td>
<td>7.219</td>
</tr>
<tr>
<td>3</td>
<td>5.499e-06</td>
<td>6.812</td>
</tr>
<tr>
<td>4</td>
<td>4.262e-08</td>
<td>7.011</td>
</tr>
<tr>
<td>5</td>
<td>3.321e-10</td>
<td>7.004</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2.256e+00</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>1.042e-01</td>
<td>4.437</td>
</tr>
<tr>
<td>2</td>
<td>1.195e-04</td>
<td>9.768</td>
</tr>
<tr>
<td>3</td>
<td>5.260e-07</td>
<td>7.827</td>
</tr>
<tr>
<td>4</td>
<td>2.301e-09</td>
<td>7.837</td>
</tr>
<tr>
<td>5</td>
<td>9.331e-12</td>
<td>7.946</td>
</tr>
</tbody>
</table>

Table 4

Residual reductions (maximum over all mesh) for the three-dimensional Helmholtz problem subsection 4.1 using our static condensation preconditioner.

<table>
<thead>
<tr>
<th>Degree</th>
<th>Reductions (finest mesh):</th>
<th>$|b - Ax^*|_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.003e-12</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.92e-12</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.412e-12</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6.49e-12</td>
<td></td>
</tr>
</tbody>
</table>

resulting three-field hybridized problem reads: find $(u_h, p_h, \lambda_h) \in \mathring{U}_h \times V_h \times M_h$ such that

\begin{align}
(w, u_h)_{\mathcal{T}_h} - (\nabla \cdot w, p_h)_{\mathcal{T}_h} + [\|w\|, \lambda_h]_{E_h} = 0, \\
(\phi, \nabla \cdot u_h)_{\mathcal{T}_h} = (\phi, f)_{\mathcal{T}_h}, \\
\langle \gamma, [u_h] \rangle_{E_h} = 0,
\end{align}
for all \((w, \varphi, \gamma) \in \tilde{U}_h \times \tilde{V}_h \times M_{h,0}\), where \(M_{h,0}\) is the space of traces vanishing on \(\partial \Omega_D\).

For the Raviart-Thomas (RT) and Brezzi-Douglas-Marini (BDM) mixed methods for (122)–(123), the convergence rates are well-known. Its hybridized variants inherit these rates, as both formulations were shown to be equivalent problems \([3]\). Furthermore, post-processing methods using the computed fields can produce new approximations that converge at accelerated rates. While there are a number of post-processing methods available, we restrict our attention to the procedures described in Appendix B.

For our convergence study on simplicial elements, we use a uniform mesh of \([0, 1]^2\) with square sides of size \(2^{-r}\), which are then divided into two triangles per square cell. The expected theoretical rates for the hybridized RT method of order \(k\) are \(k + 1\) in the \(L^2\)-norm for both the scalar and flux approximations \([3, 48]\). With the post-processing method described in (113)–(114), we expect the new scalar approximation to superconverge at a rate of \(k + 2\), for all \(k \geq 0\).

Table 5 summarizes our findings for the RT-H method on triangular cells. We repeat the same study for the RT method on quadrilateral cells (RTCF-H) in Table 6, which should have the same convergence rates as the RT method on triangles. We can see from the tables that these convergence rates are achieved in full agreement with the theoretical rates.

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Convergence history for the hybridized Raviart-Thomas method of order (k) on simplices, for (k = 0, 1, 2, 3). The computed scalar and flux approximations are expected to converge at a rate of (k + 1). With post-processing of the scalar solution, we expect superconvergence at a rate of (k + 2).</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k)</td>
<td>(p - p_h|_2(\Omega) \leq \mathcal{O}(h^{k+1}))</td>
</tr>
<tr>
<td>mesh</td>
<td>(L^2)-error</td>
</tr>
<tr>
<td>0</td>
<td>1.207e-01</td>
</tr>
<tr>
<td></td>
<td>2.254e-01</td>
</tr>
<tr>
<td></td>
<td>3.264e-02</td>
</tr>
<tr>
<td></td>
<td>4.365e-02</td>
</tr>
<tr>
<td></td>
<td>5.466e-02</td>
</tr>
<tr>
<td>1</td>
<td>1.114e-02</td>
</tr>
<tr>
<td></td>
<td>2.159e-02</td>
</tr>
<tr>
<td></td>
<td>3.246e-02</td>
</tr>
<tr>
<td></td>
<td>4.365e-02</td>
</tr>
<tr>
<td></td>
<td>5.466e-02</td>
</tr>
<tr>
<td></td>
<td>6.566e-02</td>
</tr>
<tr>
<td></td>
<td>2.159e-03</td>
</tr>
<tr>
<td></td>
<td>4.365e-03</td>
</tr>
<tr>
<td></td>
<td>5.466e-03</td>
</tr>
<tr>
<td></td>
<td>6.566e-03</td>
</tr>
<tr>
<td></td>
<td>1.615e-02</td>
</tr>
<tr>
<td></td>
<td>2.159e-03</td>
</tr>
<tr>
<td></td>
<td>4.365e-03</td>
</tr>
<tr>
<td></td>
<td>5.466e-03</td>
</tr>
<tr>
<td></td>
<td>6.566e-03</td>
</tr>
<tr>
<td></td>
<td>1.615e-02</td>
</tr>
<tr>
<td></td>
<td>2.159e-03</td>
</tr>
<tr>
<td></td>
<td>4.365e-03</td>
</tr>
<tr>
<td></td>
<td>5.466e-03</td>
</tr>
<tr>
<td></td>
<td>6.566e-03</td>
</tr>
</tbody>
</table>
Table 6
Convergence history for the hybridized Raviart-Thomas method of order $k$ on quadrilateral cells, for $k = 0, 1, 2, 3$. We expect the same rates of convergence as the $H$-RT method on simplicies, detailed in Table 5.

<table>
<thead>
<tr>
<th>$k$</th>
<th>mesh</th>
<th>$r$</th>
<th>$L^2$-error rate</th>
<th>$L^2$-error rate</th>
<th>$L^2$-error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2.894e-01</td>
<td>1.054e+00</td>
<td>1.378e-01</td>
<td>1.999</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.568e-01</td>
<td>0.884</td>
<td>5.127e+00</td>
<td>1.378e-01</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.974e-02</td>
<td>1.999</td>
<td>6.298e+00</td>
<td>1.378e-01</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.003e-02</td>
<td>2.000</td>
<td>1.000</td>
<td>1.555e-04</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>6.203e-02</td>
<td>2.024e-01</td>
<td>1.054e+00</td>
<td>1.378e-01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.606e-02</td>
<td>1.949</td>
<td>5.098e-02</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.052e-03</td>
<td>1.997</td>
<td>7.973e-02</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.015e-03</td>
<td>1.995e-02</td>
<td>2.000</td>
<td>1.555e-04</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2.538e-04</td>
<td>1.995e-02</td>
<td>2.000</td>
<td>1.555e-04</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6.349e-05</td>
<td>2.000</td>
<td>1.000</td>
<td>1.555e-04</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>8.350e-03</td>
<td>2.667e-02</td>
<td>1.054e+00</td>
<td>1.378e-01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.070e-03</td>
<td>2.998</td>
<td>3.376e-02</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.346e-04</td>
<td>2.998</td>
<td>4.233e-02</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.685e-05</td>
<td>2.998</td>
<td>5.295e-02</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>2.107e-06</td>
<td>2.998</td>
<td>6.298e-02</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2.634e-07</td>
<td>2.998</td>
<td>1.000</td>
<td>1.555e-04</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>8.326e-04</td>
<td>2.638e-03</td>
<td>1.054e+00</td>
<td>1.378e-01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5.304e-05</td>
<td>3.972</td>
<td>1.670e-04</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.331e-06</td>
<td>3.998</td>
<td>1.047e-05</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.084e-07</td>
<td>3.998</td>
<td>6.550e-07</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.303e-08</td>
<td>4.000</td>
<td>4.994e-08</td>
<td>1.054e+00</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8.146e-10</td>
<td>4.000</td>
<td>2.559e-09</td>
<td>1.054e+00</td>
</tr>
</tbody>
</table>

Additionally, we run the same numerical study on the hybridized BDM discretization, starting with the lowest order method on simplices. Our findings for the BDM-H method are presented in Table 7. Again, for all $k$ we achieve the expected rates of convergence in the $L^2$-norm for the scalar and flux approximations, which are $k$ and $k+1$ respectively [14]. When using scalar post-processing, we also obtain accelerated rates of convergence in the post-processed scalar. A noticeable difference here is that the lowest-order method ($k = 1$) with scalar post-processing produces a new approximation converging at a rate of $k+1$, while subsequent orders of $k > 1$ produce new scalars converging at a rate of $k+2$. This is in full agreement with the theory, and this behavior is summarized in a more general context in [16] using $L^p$-error estimates.

C.3. LDG-H method. We now carry out numerical experiments to validate our implementation by verifying the theoretical properties of the LDG-H method for (121). In particular, we examine how select choices of stabilization parameter can influence the convergence rates of the computed solutions.

The LDG-H method seeks approximations $u_h$ and $p_h$ in the finite-dimensional discontinuous spaces $U_h = [V_h]^2$ and $V_h$ respectively, with $V_h$ being the space of discontinuous Lagrange polynomials. As discussed in subsection 2.2.3, we introduce...
The theoretical convergence rates for the LDG-H method vary depending on the choice of $\tau$. Therefore we run our numerical study as before, but take various choices of $\tau$. Table 8 summarizes the expected convergence rates for the LDG-H method with various orders of $\tau$, which is also discussed in more detail in [17, 20]. We consider three cases: $\tau = 1$ (Table 9), $\tau = h$ (Table 10), and $\tau = \frac{1}{h}$ (Table 11), where $h$ denotes the facet area. In all LDG-H experiments, we use both scalar and flux post-processing methods described in Appendix B to generate new approximations: $p_h^\star$ and $u_h^\star$.

### Table 7

Convergence history for the hybridized Brezzi-Douglas-Marini method of order $k$ on simplices, for $k = 1, 2, 3$. For all $k$, we expect the scalar and flux approximations to converge at a rate of $k$ and $k+1$, respectively. When using scalar post-processing, the lowest-order ($k = 1$) method achieves $k+1$ convergence in the new scalar. For orders $k > 1$, superconvergence in the post-processed scalar is achieved at a rate of $k + 2$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>mesh</th>
<th>$|p - p_h|_{L^2(\Omega)} \leq O(h)$</th>
<th>$|u - u_h|_{L^2(\Omega)} \leq O(h^k)$</th>
<th>$|p - p_h^\star|_{L^2(\Omega)} \leq O(h^k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>$2.578e-01$</td>
<td>$6.323e-01$</td>
<td>$1.160e-01$</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>$1.320e-01$</td>
<td>$9.666$</td>
<td>$3.274e-02$</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>$6.567e-02$</td>
<td>$1.007$</td>
<td>$4.776e-02$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.978$</td>
<td>$7.580e-04$</td>
<td>$1.999$</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>$7.386e-02$</td>
<td>$1.072e-01$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.950e-02$</td>
<td>$1.921$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.951e-03$</td>
<td>$1.978$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.243e-03$</td>
<td>$1.994$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$7.766e-05$</td>
<td>$2.000$</td>
<td>$2.871$</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>$1.629e-02$</td>
<td>$1.806e-02$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.164e-03$</td>
<td>$2.913$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4.313e-06$</td>
<td>$2.999$</td>
<td>$2.871$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.392e-07$</td>
<td>$3.000$</td>
<td>$2.871$</td>
</tr>
</tbody>
</table>

The numerical flux terms:

$\hat{u}_h = u_h + \tau (p_h - \hat{p}_h) n,$

$\hat{p}_h = \lambda h,$

where $\lambda_h \in M_h$ is a function approximating the trace of the scalar variable on $\partial T_h$ and $\tau > 0$ is a stabilization parameter that, in general, may vary on each facet $e \in \partial T_h$. The full LDG-H formulation reads: find $(u_h, p_h, \lambda_h) \in U_h \times V_h \times M_h$ such that

$(w, u_h)_{T_h} - (\nabla \cdot w, p_h)_{T_h} + \langle [w], \lambda_x \rangle_{\partial T_h} = 0,$

$-(\nabla \phi, u_h)_{T_h} + \langle \phi, [\hat{u}_h] \rangle_{\partial T_h} = \langle \phi, f \rangle_{T_h},$

$(\gamma, [\hat{u}_h])_{F_h} = 0,$

$(\gamma, \lambda_h)_{\partial T_h} = 0,$

for all $(w, \phi, \gamma) \in U_h \times V_h \times M_h$.
The expected theoretical convergence rates of the LDG-H method with a stability parameter $\tau$ of a particular order. Note that the orders of $\tau$ considered in this table correspond to the ones in our experiments. There may be other possible choices of $\tau$ which yield different rates of convergence.

<table>
<thead>
<tr>
<th>parameter</th>
<th>expected rates of convergence ($k \geq 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(1)$</td>
<td>$k + 1$</td>
</tr>
<tr>
<td>$O(h)$</td>
<td>$k + 1$</td>
</tr>
<tr>
<td>$O(h^{-1})$</td>
<td>$k + 1$</td>
</tr>
</tbody>
</table>

Convergence history for the LDG-H method with stabilization parameter $\tau = 1$ for degree $k = 1, 2, 3$.

| k | mesh | $|p - p_h|_{L^2(\Omega)} \leq O(h^{\eta_1})$ | $|u - u_h|_{L^2(\Omega)} \leq O(h^{\eta_2})$ | $|p - p_h|_{L^2(\Omega)} \leq O(h^{\eta_3})$ | $|u - u_h|_{L^2(\Omega)} \leq O(h^{\eta_4})$ |
|---|------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| 1 | 1.700e-03 | 1.74e-01 | 3.10e-02 | 2.35e-01 | 6.03e-02 | 1.965 |
| 2 | 4.825e-02 | 1.816 | 3.94e-03 | 2.974 | 6.03e-02 | 1.965 |
| 3 | 1.943e-02 | 1.980 | 4.84e-04 | 3.027 | 1.51e-02 | 1.993 |
| 4 | 7.959e-03 | 1.997 | 5.96e-05 | 3.023 | 3.79e-03 | 1.998 |
| 5 | 6.000e-04 | 1.997 | 2.000 | 3.014 | 9.42e-04 | 1.999 |
| 6 | 2.557e-04 | 1.997 | 2.000 | 3.007 | 2.37e-04 | 2.000 |

Convergence history for the LDG-H method with stabilization parameter $\tau = h$, where $h$ denotes the facet area, for degree $k = 1, 2, 3$.

| k | mesh | $|p - p_h|_{L^2(\Omega)} \leq O(h^{\eta_1})$ | $|u - u_h|_{L^2(\Omega)} \leq O(h^{\eta_2})$ | $|p - p_h|_{L^2(\Omega)} \leq O(h^{\eta_3})$ | $|u - u_h|_{L^2(\Omega)} \leq O(h^{\eta_4})$ |
|---|------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| 1 | 5.925e-02 | 3.76e-01 | 3.76e-01 | 2.71e-02 | 2.66e-02 | 1.999 |
| 2 | 8.392e-02 | 8.392e-02 | 8.392e-02 | 8.392e-02 | 8.392e-02 | 1.999 |
| 3 | 4.075e-02 | 4.075e-02 | 4.075e-02 | 4.075e-02 | 4.075e-02 | 1.999 |

Table 9

Table 10
Table 11
Convergence history for the LDG-H method with stabilization parameter $\tau = \frac{1}{h}$, where $h$ denotes the facet area, for degree $k = 1, 2, 3$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$r$</th>
<th>$L^2$-error</th>
<th>rate</th>
<th>$L^2$-error</th>
<th>rate</th>
<th>$L^2$-error</th>
<th>rate</th>
<th>$L^2$-error</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1.096e-01</td>
<td>3.920e-01</td>
<td>8.083e-03</td>
<td>2.255</td>
<td>9.16e-02</td>
<td>1.450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.339e-02</td>
<td>2.229</td>
<td>1.257e-01</td>
<td>1.410</td>
<td>1.967e-03</td>
<td>2.083</td>
<td>4.251e-02</td>
<td>1.177</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5.488e-03</td>
<td>2.091</td>
<td>4.730e-02</td>
<td>1.340</td>
<td>4.967e-03</td>
<td>2.082</td>
<td>4.251e-02</td>
<td>1.177</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.348e-03</td>
<td>2.026</td>
<td>2.113e-02</td>
<td>1.162</td>
<td>4.699e-04</td>
<td>2.021</td>
<td>2.050e-02</td>
<td>1.053</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.353e-04</td>
<td>2.007</td>
<td>1.022e-02</td>
<td>1.048</td>
<td>1.171e-04</td>
<td>2.005</td>
<td>1.015e-02</td>
<td>1.014</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8.374e-05</td>
<td>2.002</td>
<td>5.067e-03</td>
<td>1.013</td>
<td>2.924e-05</td>
<td>2.001</td>
<td>5.063e-03</td>
<td>1.004</td>
<td></td>
</tr>
</tbody>
</table>

We can see in Tables 9, 10, and 11 that these orders are achieved fairly well. It is also interesting to note that, while the post-processed flux $u_h^*$ maintains the rate of convergence of $u_h$, the error in $u_h^*$ is slightly smaller than that of $u_h$. Similar behavior was observed in [21] on a different manufactured problem. While scalar post-processing does not yield superconvergence in $p_h^*$ when $\tau = \frac{1}{h}$, the errors in $p_h^*$ are smaller than that of $p_h$. For a visualization of the effects scalar post-processing has, Figure 5 displays the computed scalar-fields ($\tau = 1$) with and without post-processing. We can see the obvious smoothing effect post-processing has on $p_h$.

![(a) Scalar solution. (b) Post-processed scalar solution.](image-url)
Appendix D. Nonlinear shallow water solver. In this section, we provide some supplementary information about the nonlinear shallow water solver described in Section 4.3.

The starting point is the implicit midpoint rule discretisation of Equations (81–82), where we seek \( (\mathbf{u}_h^{n+1}, D_h^{n+1}) \in U_h \times V_h \) such that

\[
\begin{align*}
(\mathbf{w}, \mathbf{u}_h^{n+1} - \mathbf{u}_h^n)_{\Delta t} & - \Delta t \left( \nabla \cdot \left( \mathbf{w} \cdot \mathbf{u}_h^{n+1} \right), \mathbf{v}_h^{n+1} \right)_{\Delta t} + \Delta t \left( \mathbf{w} \cdot \mathbf{f}_h^{n+1}, \mathbf{v}_h^{n+1} \right)_{\Delta t} \\
& + \Delta t \left( \left[ \nabla \cdot \mathbf{u}_h^{n+1} \right], \mathbf{v}_h^{n+1} \right)_{\partial T_h} \\
& - \Delta t \left( \nabla \cdot \mathbf{w}, g(D_h^{n+1} + b) + \frac{1}{2} |\mathbf{u}_h^n|^2 \right)_{\Delta t} = 0,
\end{align*}
\]

for all \( (\mathbf{w}, \phi) \in U_h \times V_h \), where \( \mathbf{u}_h^{n+1} = (\mathbf{u}_h^{n+1} + \mathbf{u}_h^n)/2 \) and \( D_h^{n+1} = (D_h^{n+1} + D_h^n)/2 \).

To make a more practical approach, we replace the solution of this problem by a fixed (4, say) number of iterations of a Picard iteration of the form (85–86), where we now describe the construction of the residual functionals \( R_u \) and \( R_D \). One approach would be to simply define these functionals from (133–134), but this leads to a small critical timestep for stability of the scheme. To make the numerical scheme more stable, we define residuals as follows.

For \( R_u \), we first solve for \( \mathbf{v}_h \in U_h \) such that

\[
(\mathbf{w}, \mathbf{v}_h - \mathbf{u}_h^n)_{\Delta t} - \Delta t \left( \nabla \cdot \left( \mathbf{w} \cdot \mathbf{u}_h^{n+1} \right), \mathbf{v}_h^{n+1} \right)_{\Delta t} + \Delta t \left( \mathbf{w} \cdot \mathbf{f}_h^{n+1}, \mathbf{v}_h^{n+1} \right)_{\Delta t} \\
+ \Delta t \left( \left[ \nabla \cdot \mathbf{u}_h^{n+1} \right], \mathbf{v}_h^{n+1} \right)_{\partial T_h} \\
- \Delta t \left( \nabla \cdot \mathbf{w}, g(D_h^{n+1} + b) + \frac{1}{2} |\mathbf{u}_h^n|^2 \right)_{\Delta t} = 0,
\]

for all \( \mathbf{w} \in U_h \), where \( \mathbf{v}_h^{n+1} = (\mathbf{v}_h + \mathbf{u}_h^n)/2 \). This is a linear variational problem. Then,

\[
R_u[\mathbf{u}_h^{n+1}, D_h^{n+1}; \mathbf{w}] = (\mathbf{w}, \mathbf{v}_h - \mathbf{u}_h^{n+1})_{\Delta t}.
\]

Similarly, for \( R_D \) we first solve for \( E_h \in V_h \) such that

\[
(\phi, E_h - D_h^n)_{\Delta t} - \Delta t \left( \nabla \phi, \mathbf{u}_h^{n+1} \right)_{\Delta t} + \Delta t \left( [\phi \mathbf{u}_h^{n+1}], \mathbf{E}_h^{n+1} \right)_{\partial T_h} = 0,
\]

for all \( \phi \in V_h \), where \( \mathbf{E}_h^{n+1} = (E_h + D_h^n)/2 \). This is also a linear problem. Then,

\[
R_D[\mathbf{u}_h^{n+1}, D_h^{n+1}; \phi] = (\phi, E_h - D_h^{n+1})_{\Delta t}.
\]

The complete scheme is detailed in Algorithm 1.

D.1. Preconditioning via hybridization. Solving the implicit linear system in line 8 of Algorithm 1 requires the solution of the indefinite saddle-point system:

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
\Delta U \\
\Delta D
\end{bmatrix} = \begin{bmatrix}
R_u \\
R_D
\end{bmatrix}.
\]

In traditional staggered finite difference methods, a typical procedure is to eliminate the velocity increments from (139) to arrive at a discrete elliptic system. However,
Algorithm 1 Nonlinear procedure for the rotating shallow water system using a semi-implicit time-integration scheme. Lines 7–11 define the Picard cycle, in which successive linear systems are solved for corrective updates.

1: $t_n = 0$
2: $u^n_h \leftarrow u^0$ \{Velocity initial condition\}
3: $D^n_h \leftarrow D^0$ \{Depth initial condition\}
4: while $t_n < t_{\text{max}}$ do
5:  $u^{n+1}_h \leftarrow u^n_h$
6:  $D^{n+1}_h \leftarrow D^n_h$
7:  for $i = 1, \cdots, k$ do
8:    Solve for $(\Delta \hat{u}^n_h, \Delta D^n_h) \in \hat{U}_h \times V_h$ such that:
9:      \[
10:      (w, \Delta \hat{u}^n_h)_{T_h} + \frac{\Delta t}{2} (w, f \Delta \hat{u}^n_h)_{T_h} \\
11:      - \frac{\Delta t}{2} (\nabla \cdot w, g \Delta D^n_h)_{T_h} = -R_u[u^{n+1}_h, D^{n+1}_h; w],
12:      (\phi, \Delta D^n_h)_{T_h} + \frac{\Delta t}{2} \langle \phi, H \nabla \cdot \Delta \hat{u}^n_h \rangle_{\partial T_h} = -R_D[u^{n+1}_h, D^{n+1}_h; \phi],
13:    \]
14:    for all $(w, \phi) \in U_h \times V_h$ \{Linearized system for corrective updates\}
15:  end for
16:  $u^{n+1}_h \leftarrow u^{n+1}_h + \Delta u^n_h$
17:  $D^{n+1}_h \leftarrow D^{n+1}_h + \Delta D^n_h$
18:  $t_n \leftarrow t_n + \Delta t$
19: end while

this is problematic when using compatible finite elements, as the matrix $A$ is not block-diagonal.

Our approach here is to precondition (139) by replacing the original mixed system with its hybrid-mixed equivalent form. Upon hybridizing the mixed system, we have the equivalent problem: find $(\Delta \hat{u}_h, \Delta D_h, \lambda_h) \in \hat{U}_h \times V_h \times M_h$ such that

\[
(w, \Delta \hat{u}_h)_{T_h} + \frac{\Delta t}{2} (w, f \Delta \hat{u}^n_h)_{T_h} \\
- \frac{\Delta t}{2} (\nabla \cdot w, g \Delta D_h)_{T_h} = -R_u[u^{n+1}_h, D^{n+1}_h; w],
\]

\[
(\phi, \Delta D_h)_{T_h} + \frac{\Delta t}{2} (\phi, H \nabla \cdot \Delta \hat{u}_h)_{\partial T_h} = -R_D[u^{n+1}_h, D^{n+1}_h; \phi],
\]

\[
\langle \gamma, [\Delta \hat{u}_h] \rangle_{\partial T_h} = 0,
\]

for all $(w, \phi, \gamma) \in \hat{U}_h \times V_h \times M_h$. Note that the space $M_h$ is chosen such that these trace functions when restricted to a facet $e \in \partial T_h$ are from the same polynomial space as $\Delta u_h \cdot n$ restricted to that same facet. Additionally, it can be shown that $\lambda_h$ is an approximation to $\Delta t g \Delta D/2$, which can be exploited to show that the resulting linear system for $\lambda_h$ can be solved using multigrid techniques [27].

The resulting three-field problem for (140)–(142) has the matrix form:

\[
\begin{bmatrix}
\hat{A} & C^T \\
C & 0
\end{bmatrix}
\begin{bmatrix}
\Delta X \\
\Lambda
\end{bmatrix}
= \begin{bmatrix}
\hat{R} \Delta X \\
0
\end{bmatrix}
\]
where \( \tilde{A} \) is the discontinuous operator corresponding to the left-hand side matrix in (139), \( \Delta X = \{ \Delta \tilde{U}, \Delta D \}^T \), and \( R_{\Delta X} = \{ \tilde{R}_u, R_D \}^T \) are the problem residuals. An explanation on how this procedure is implemented can be found in the main manuscript (see subsection 3.1.2). This discussion includes details on how the resulting computed solutions for (143), primarily the velocity, is projected back into the original \( H(\text{div}) \)-conforming space. This concludes the summary of our nonlinear procedure for solving (81)–(82) in the Williamson test case 5. Details about the test case itself and the results comparing our solver configurations for the implicit linear system (139) are discussed in subsection 4.3. The solver configurations used in the comparisons are displayed in Appendix E.3.

Appendix E. Full solver parameters.

E.1. Elliptic Helmholtz: static condensation. Here we use the static condensation precondtioner as described in subsection 3.1.1. All local solves and static condensation operations are performed by evaluating the corresponding Slate expressions. For the inner-most \( \text{ksp} \), we numerically invert the Schur complement operator in the interface problem using the conjugate gradient method preconditioned with hypre’s boomerAMG algebraic multigrid implementation. We select more aggressive coarsening techniques, using a method proposed by Ruge and Steuben in [50].

Listing 10

Solver configuration for static condensation

```
- ksp_type preonly
- mat_type matfree
- pc_type python
- pc_python_type scpc .SCCG
- static_condensation_ksp_type cg
- static_condensation_ksp_rtol 1.0e-13
- static_condensation_pc_type hypre
- static_condensation_pc_hypre_type boomeramg
- static_condensation_pc_hypre_boomeramg_no_CF True
- static_condensation_pc_hypre_boomeramg_coarsen_type HMS
- static_condensation_pc_hypre_boomeramg_interp_type ext+i
- static_condensation_pc_hypre_boomeramg_P_max 4
- static_condensation_pc_hypre_boomeramg_agg_nl 1
```

E.2. Hybridized Mixed and LDG-H Poisson: static condensation. The three-field systems of the hybridized mixed and LDG-H methods is condensed to a system for the trace using the implementation described in 3.1.3. The reduced Schur complement is inverted using an LU-factorization, with MUMPS providing the factorization algorithm [2].

Listing 11

Solver configuration for static condensation of hybridized problems

```
- ksp_type preonly
- mat_type matfree
- pc_type python
- pc_python_type scpc .SCHybrid
- hybrid_sc_ksp_type preonly
- hybrid_sc_pc_type lu
```
E.3. Linear solver: hybridization and static condensation.

**E.3.1. Approximate Schur complement.** For the performance comparison of the implicit solve in subsection 4.3, we solve the linearized system using GMRES. A full Schur complement factorization with a diagonally lumped velocity mass matrix (-selfp) is used to precondite the system. The upper-left matrix block is inverted approximately using block-jacobi-ILU. For the approximate Schur complement, we use the conjugate gradient method preconditioned with geometric-agglomerated algebraic multigrid (GAMG). We set a maximum of two Chebyshev iterations, preconditioned with block-Jacobi-ILU, for each multigrid level.

**Listing 12**

Solver configuration for approximate Schur complement approach

```plaintext
-ksp_type gmres
-pc_type fieldsplit
-pc_fieldsplit_type schur
-pc_fieldsplit_schur_fact_type FULL
-pc_fieldsplit_schur_precondition selfp
-pc_fieldsplit_0_ksp_type preonly
-pc_fieldsplit_0_pc_type bjacobi
-pc_fieldsplit_0_sub_pc_type ilu
-pc_fieldsplit_1_ksp_type cg
-pc_fieldsplit_1_ksp_rtol 1.0e-8
-pc_fieldsplit_1_pc_type gamg
-pc_fieldsplit_1_mg_levels_ksp_type chebyshev
-pc_fieldsplit_1_mg_levels_ksp_max_it 2
-pc_fieldsplit_1_mg_levels_pc_type bjacobi
-pc_fieldsplit_1_mg_levels_sub_pc_type ilu
```

**E.3.2. Hybridization and static condensation.** The preconditioner in subsection 3.1.2 transforms the mixed system into its hybridized form by introducing Lagrange multipliers and replacing form arguments with discontinuous functions. Once the hybridized flux is reconstructed, the result is projected back into the $H(\text{div})$ finite element space via local facet averaging.

**Listing 13**

Solver configuration for hybridization preconditioner

```plaintext
-ksp_type preonly
-mat_type matfree
-pc_type python
-pc_python_type scpc_HybridizationPC
-hybridization_ksp_type cg
-hybridization_ksp_rtol 1.0e-8
-hybridization_pc_type gamg
-hybridization_mg_levels_ksp_type chebyshev
-hybridization_mg_levels_ksp_max_it 2
-hybridization_mg_levels_pc_type bjacobi
-hybridization_mg_levels_sub_pc_type ilu
```
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