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Abstract—A distributed multi-agent system consisting of homogeneous agents is considered in this paper. Distributed differential games and their solutions in terms of Nash equilibria are defined for such systems, both in a linear-quadratic setting and in a general, nonlinear setting. As with standard differential games, obtaining exact solutions for nonlinear distributed differential games requires solving coupled partial differential equations, closed-form solutions for which are not readily available in general. A systematic method for constructing approximate solutions for a nonlinear distributed differential game with two players is provided. The method requires solving algebraic equations only and is illustrated on a numerical example.

I. INTRODUCTION

A system consisting of several individual "subsystems", such as a team of autonomous robots or a elements of a smart grid, form what is known as a multi-agent system. Such systems have gained much interest in various fields of engineering over the last decade (see, for instance, [1] and references therein) and have a variety of applications, with examples including mobile sensor networks, monitoring, power systems and space exploration [1]–[5]. From a control theoretic perspective, designing control laws for multi-agent systems may be challenging - in particular when the communication between agents is limited [6], [7]. In many practical situations inter-agent communication is limited and call for distributed control laws.

Different approaches for designing distributed control laws are available in the literature, often in the context of multi-agent systems and interconnected systems (see, for example, [8], [9]). For a general overview on distributed control see [10] and references therein. Several methods available in the literature make use of the framework provided by game theory to design distributed control laws. See, for instance, [11]–[13]. In [14]–[16] distributed differential games are considered in the context of multi-agent system coordination. In [17], [18] the multi-agent collision avoidance problem is considered (in a centralised setting) and solved by posing the problem as a nonlinear differential game. Formation flying is considered in [19]. Therein it is shown that under certain circumstances the proposed control laws are distributed.

In this paper the problem of designing distributed controllers for a multi-agent system consisting of several homogeneous agents is considered in a game theoretic framework. The contributions of this paper are twofold: considering homogeneous multi-agent systems $N$-player distributed differential games and their solutions are defined and constructive approximate solutions for a distributed two-player nonlinear differential game are provided.

The remainder of the paper is organised as follows. In Section II some preliminaries, mainly related to graph theory which is used to represent the information available to each agent, are provided. Distributed differential games for multi-agent systems and their solutions are then considered in Section III. A systematic method for constructing approximate solutions for the two-player, nonlinear distributed differential game is then provided in Section IV. The method presented therein draws its inspiration from [20] wherein approximate solutions for (centralised) nonlinear differential games are provided. Similar ideas have been developed for constructing approximate solutions for optimal control problems [21]–[23]. The results presented in this paper are then illustrated on a numerical example before some concluding remarks and directions for future research are given in Sections V and VI, respectively.

Notation: $\mathbb{R}$ denotes the set of real numbers. The norm of a vector $v$ weighted by a matrix $M = M^T > 0$ is denoted by $\|v\|_M$. The $n \times n$ identity matrix is denoted by $I_n$ and the zero matrix is denoted by $0$. The kronecker product between a matrix $M_1$ and a matrix $M_2$ is denoted by $M_1 \otimes M_2$. Given a set $S$, its cardinality is denoted by $|S|$ and $\sum_{j \in S} y_j$ is used to denote the summation of all $y_j$ such that $j \in S$.

II. PRELIMINARIES

A system consisting of $N$ homogenous agents is considered herein. Each agent is associated with a state $x_i(t) \in \mathbb{R}^n$, where the subscript $i, i = 1, \ldots, N$, indicates a particular agent. The communication between the agents is described by a directed graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$. The set of $N$ nodes $\mathcal{V} = \{1, \ldots, N\}$ is such that a given node corresponds to the agent with the same index $i, i = 1, \ldots, N$. The so-called edge set $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ is such that an edge $(i, j)$ indicates that there is (directed) communication from agent $i$ to agent $j$ and agent $i$ is said to be a neighbour of agent $j$. The set $N_i$ denotes

1Agents are said to be homogeneous if they can be described by the same dynamic model.
all neighbours of agent \(i\) and \(|N_i|\) is the number of neighbours of agent \(i\) has. Note that since we consider directed graphs \((i, j) \in \mathcal{E}\) does not imply \((j, i) \in \mathcal{E}\). Moreover, although we assume that each agent has knowledge about its own state, to simplify the notation, we require that \((i, i) \notin \mathcal{E}\).

The global state \(x(t) = (x_1^\top, \ldots, x_N^\top)^\top\) describes the multi-agent system as a whole and, based on the communication topology each agent builds its own local state which contains its own state and the states of all neighbouring agents. The local state is denoted by \(\hat{x}_i = (x_i, x_{N_i})\), where \(x_{N_i}\) denotes the vector containing the states of all agents \(j \in N_i\), such that the \(k\)-th element of \(x_{N_i}\) corresponds to the \(k\)-th element of \(N_i\), for \(k = 1, \ldots, |N_i|\). Each of the local states can be written in terms of the global state as

\[
\hat{x}_i = N_i x,
\]

where the matrix \(N_i \in \mathbb{R}^{|N_i| \times Nn}\) reflects the communication topology dictated by the graph \(\mathcal{G}\). In the remainder of the paper it is assumed that each agent has knowledge of its own state and if \((i, j) \in \mathcal{E}\) agent \(j\) has access to the local state and the control input of agent \(i\).

### III. Distributed Differential Games and Their Exact Solutions

Consider a multi-agent system consisting of \(N\) homogeneous agents with communication topology described by a directed graph \(\mathcal{G}\). It is assumed that each agent \(i\), for \(i = 1, \ldots, N\), has access to the states \(x_j\) and the control strategies \(u_j\) for all \(j \in N_i\). We consider the problem in which each agent seeks to minimise its own individual cost functional based solely on the information available from its neighbours. This leads to a distributed differential game.

Consider the case in which each agent is described by the dynamics

\[
\dot{x}_i = f(x_i) + g(x_i)u_i,
\]

where \(u_i \in \mathbb{R}^m\) is a control input and \(f(x_i)\) and \(g(x_i)\) are smooth mappings, for \(i = 1, \ldots, N\).

**Assumption 1:** The origin of the system (2) is an equilibrium, i.e., \(f(0) = 0\).

It follows from Assumption 1 that there exists a matrix-valued mapping \(F(x_i)\) such that \(f(x_i) = F(x_i)x_i\).

The global system is then described by the dynamics

\[
\dot{x} = f_{gl}(x) + \sum_{i=1}^{N} g_i(x)u_i,
\]

where \(f_{gl}(x) = [f(x_1)^\top, \ldots, f_N(x_N)^\top]^\top\) and \(g_i(x) = [g(x_1)^\top, 0, \ldots, 0]^\top, \ldots, g_N(x) = [0, \ldots, 0, g(x_N)^\top]^\top\).

Let \(u_{N_i}\) denote the set of feedback strategies corresponding to each neighbour of agent \(i\) and let \(u_{N_i}\) denote the set of feedback strategies of each agent which is not a neighbour of agent \(i\). Each agent seeks to minimise individual cost functionals of the form

\[
J_i(\hat{x}_i, u_i, u_{N_i}) = \frac{1}{2} \int_0^\infty q_i(\hat{x}_i) + u_i^\top u_i \, dt,
\]

where \(q_i(\hat{x}_i) \geq 0\), for all \(\hat{x}_i \neq 0\), and \(q_i(0) = 0\) is a running cost, which is a function of the local state of agent \(i\), and the second term is a penalty on the control effort, for \(i = 1, \ldots, N\).

The local dynamics observed by an agent \(i\) can be written in the form

\[
\dot{x}_i = f_i(\hat{x}_i) + g_{ii}(\hat{x}_i)u_i + \sum_{j \in N_i} g_{ij}(\hat{x}_i)u_j,
\]

where \(f_i(\hat{x}_i) = N_if_{gl}(x)\), which by Assumption 1 can be written as \(f_i(\hat{x}_i) = F_i(\hat{x}_i)\hat{x}_i\),

\[
g_{ii} = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & g(x_i) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix}^\top \in \mathbb{R}^{n(|N_i|+1) \times m},
\]

and the functions \(g_{ij}(\hat{x}_i) \in \mathbb{R}^{n(|N_i|+1) \times m}\), for \(i = 1, \ldots, N\) and for all \(j \in N_i\), are of the form \(g_{ij}(x) = [0, \gamma_{i1}, \ldots, \gamma_{ij}^\top|N_i]|\), where \(\gamma_{ik} = g(x_j)\) when \(j\) corresponds to the \(k\)-th element of \(N_i\) and \(\gamma_{ik} = 0\) otherwise.

We define the distributed differential game as follows.

**Problem 1:** Consider the multi-agent system with \(N\) agents, each satisfying the dynamics (2), and consider the case in which each agent seeks to minimise its cost functional (4), \(i = 1, \ldots, N\). The inter-agent communication is described by the graph \(\mathcal{G}\). Determine a set of admissible\(^2\) strategies \((u^*_1, \ldots, u^*_N)\) satisfying the inequalities

\[
J_i(\hat{x}_i, u^*_i, u^*_{N_i}) \leq J_i(\hat{x}_i, u_i, u^*_{N_i}),
\]

for all admissible sets of strategies \((u_i, u^*_{N_i}, u^*_{N_i})\), for \(i = 1, \ldots, N\).

Solutions for Problem 1 are considered separately for the linear quadratic case and the general, nonlinear case in the remainder of this section.

#### A. Linear Quadratic Problem

Consider the case in which each agent is described by the linear dynamics, i.e.,

\[
\dot{x}_i = Ax_i + Bu_i,
\]

\(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}\), for \(i = 1, \ldots, N\). Moreover, suppose the running costs \(q_i(\hat{x}_i)\) in (4) are quadratic, i.e.,

\[
q_i(\hat{x}_i) = \hat{x}_i^\top Q_i \hat{x}_i,
\]

with \(Q_i \geq 0\), for \(i = 1, \ldots, N\). In this setting the global system is characterised by the linear dynamics

\[
\dot{x} = A \otimes I_{nN}x + \sum_{i=1}^{N} B_i u_i,
\]

\(^{2}\)A set of strategies \((u_1, \ldots, u_N)\) is said to be admissible if it renders the closed loop system (3) (locally) asymptotically stable.
where \( B_i = [B_i^T, \ldots, 0, \ldots, 0]^T, \ldots, B_N = [0, \ldots, 0, B_N^T]^T \). The local state observed by an agent \( i \) is the linear equivalent of (5), namely
\[
\dot{x}_i = A_i \dot{x}_i + B_{ii} u_i + \sum_{j \in N_i} B_{ij} u_j, \quad \text{where} \quad A_i = A \otimes I_{|N_i|+1},
\]
\[
B_{ii} = [B_i^T \ 0 \ldots 0]^T \text{ and similarly to in the nonlinear setting, } B_{ij} = [0, \ldots, B_{ij}^T]^T, \text{ where } \gamma_{ik} = B \text{ when } j \text{ corresponds to the } k-\text{th element of } N_i \text{ and } \gamma_{ik} = 0 \text{ otherwise.}
\]

**Assumption 2:** The graph \( G \) and the running costs (8) are such that \( \sum_{i=1}^N N_i Q_i N_i > 0 \).

In the following statement, as is commonly done in the context of linear quadratic differential games (see, for example [20], [24]), we consider linear feedback strategies as solutions for Problem 1 when the agent dynamics are linear and the running costs are quadratic in the local states.

**Proposition 1:** Consider the (homogeneous) multi-agent system described by the directed graph \( G \) with the agent dynamics given by (7), for \( i = 1, \ldots, N \). Consider Problem 1 with the running costs (8), for \( i = 1, \ldots, N \), and suppose Assumption 2 is satisfied. Suppose we can find matrices \( P_i = P_i^\top \geq 0 \), for \( i = 1, \ldots, N \), such that \( \sum_{i=1}^N N_i P_i N_i > 0 \) satisfying
\[
\dot{x}_i = Q_i x_i - \sum_{j \in N_i} A_{ij} P_j \dot{x}_j - \sum_{j \in N_i} \gamma_{ij} P_i \dot{x}_j + \sum_{j \in N_i} \gamma_{ij} P_i A_j \dot{x}_j
\]
\[
- \sum_{j \in N_i} \gamma_{ij} P_i B_{ij} B_{ij}^\top P_j \dot{x}_j = 0,
\]
for \( i = 1, \ldots, N \), and for all \( \dot{x}_i \) and \( \dot{x}_j \). Then the set of feedback strategies
\[
u_i^* = -B_i^\top P_i \dot{x}_i,
\]
for \( i = 1, \ldots, N \), is a solution of Problem 1.

**Remark 1:** If the agents have knowledge of the graph topology, i.e. the matrices \( N_i, \ i = 1, \ldots, N \), are known to each agent, the equations (10), \( i = 1, \ldots, N \), in Proposition 1 can be replaced by the coupled algebraic Riccati-like equations
\[
N_i^\top Q_i N_i - N_i^\top P_i B_{i} B_{i}^\top P_i N_i + N_i^\top P_i A_i N_i
\]
\[
+ N_i^\top A_i^\top P_i N_i - \sum_{j \in N_i} N_i^\top P_i B_{ij} B_{ij}^\top P_j N_j
\]
\[
- \sum_{j \in N_i} N_i^\top P_j B_{ij} B_{ij}^\top P_i N_i = 0.
\]

**B. Nonlinear Problem**

Consider now the general nonlinear case in which the dynamics of each agent is given by (2) and the running cost in (4) is a general, nonlinear function. As in the case of standard differential games [25]-[27], obtaining a solution to Problem 1 requires solving a system of PDEs.

**Assumption 3:** The running costs \( q_i(\dot{x}_i) \) are such that \( q_i(x) = \sum_{i=1}^N q_i(\dot{x}_i) > 0 \) for all \( x \neq 0 \).

**Proposition 2:** Consider the multi-agent system described by the directed graph \( G \) with the agent dynamics given by (2), for \( i = 1, \ldots, N \). Consider Problem 1 and suppose Assumption 3 is satisfied. Suppose we can find a solution to the coupled Hamilton-Jacobi-Isaacs (HJI) partial differential equations (PDEs)
\[
\frac{\partial V_i}{\partial \dot{x}_i} f_i(\dot{x}_i) - \frac{1}{2} \frac{\partial V_i}{\partial \dot{x}_i} g_i(\dot{x}_i) g_i(\dot{x}_i)^\top + \frac{1}{2} q_i(\dot{x}_i)
\]
\[
- \sum_{j \in N_i} \frac{\partial V_i}{\partial \dot{x}_i} g_{ij}(\dot{x}_i) g_{jj}(\dot{x}_j)^\top \frac{\partial V_j}{\partial \dot{x}_j} = 0,
\]
such that \( V_i(\dot{x}_i) \geq 0 \) and \( V_i(0) = 0 \), for \( i = 1, \ldots, N \), and \( \sum_{i=1}^N V_i(\dot{x}_i) > 0 \) for all \( x \neq 0 \). Then the set of feedback strategies
\[
u_i^* = -g_i(\dot{x}_i) \frac{\partial V_i}{\partial \dot{x}_i},
\]
for \( i = 1, \ldots, N \), is a solution of Problem 1.

**Remark 2:** The existence of solutions of (10) and (12), \( i = 1, \ldots, N \), arising in linear quadratic distributed differential games, and of (13), \( i = 1, \ldots, N \), arising in nonlinear distributed differential games, depends on the communication topology described by the graph \( G \).

**IV. APPROXIMATE SOLUTION OF THE 2-PLAYER NONLINEAR DISTRIBUTED DIFFERENTIAL GAME**

The solution of general nonlinear differential games without communication constraints, i.e. when all players share the same knowledge of the global system, is characterised by HJI PDEs (see, for instance [25]). Similarly, the solution of Problem 1 requires solving the system of the \( N \) coupled HJI PDEs (13), \( i = 1, \ldots, N \), as established in Proposition 2. Closed-form solutions to the PDEs (13), \( i = 1, \ldots, N \), are not readily available in general. Thus, it may be of interest to determine approximate solutions for Problem 1.

In [20] constructive methods for obtaining approximate solutions for nonlinear differential games without communication constraints are provided, i.e. the methods proposed therein are inherently centralised. In this section the results therein are further developed to solve a distributed differential game with two players.

A two-player distributed differential game characterised by the dynamics (2), the cost functionals (4), for \( i = 1, 2 \), and the graph \( G \), with nodes \( V = \{1,2\} \) and edge set \( E = \{(1,2)\} \) is considered. In this scenario agent 1 has knowledge of its own state \( x_1 \), whereas agent 2 has knowledge of the global state \( x = (x_1^\top, x_2^\top)^\top \). In particular, \( \dot{x}_1 = x_1 = \begin{bmatrix} I_n & 0 \end{bmatrix} x_1 \)
\[
\dot{x}_2 = \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} x_2, \quad g_{11} = g(x_1), \quad g_{21} = \begin{bmatrix} g(x_2) & 0 \end{bmatrix}^\top
\]
and \( g_{12} = \begin{bmatrix} 0 & g(x_1) \end{bmatrix}^\top \). The HJI PDEs (13) associated
with this problem are
\begin{align*}
\frac{\partial V_1}{\partial \hat{x}_1} f_1(\hat{x}_1) &- \frac{1}{2} \frac{\partial V_1}{\partial \hat{x}_1} g_{11}(\hat{x}_1) g_{11}(\hat{x}_1)^T \\
&+ \frac{1}{2} g_1(\hat{x}_1) = 0, \\
\frac{\partial V_2}{\partial \hat{x}_2} f_2(\hat{x}_2) &- \frac{1}{2} \frac{\partial V_2}{\partial \hat{x}_2} g_{22}(\hat{x}_2) g_{22}(\hat{x}_2)^T \\
&+ \frac{1}{2} g_2(\hat{x}_2) = 0,
\end{align*}
(15)
and provided a solution $V_1(\hat{x}_1)$ and $V_2(\hat{x}_2)$ can be found, the solution to Problem 1 are the feedback strategies (14), $i = 1, 2$.

Notions similar to those introduced in [20] are used to systematically construct distributed control strategies which solve the distributed differential game defined in Problem 1 approximately for the case in which there are two players with the communication topology described by $G$. Similarly to what is seen in [20], [21] the method utilises the notion of a so-called algebraic $P$ solution. The systematic method for constructing approximate solutions to Problem 1 merely requires solving a system of algebraic matrix equations (in place of the PDEs (15)) and requires that the following conditions are satisfied.

**Assumption 4:** The multi-agent system satisfies the following conditions. Each agent $i$, for $i = 1, 2$, has access to
i) its own local state $\hat{x}_i$;
ii) the control strategies $u_{j\in N_i}$;
iii) the graph $G$.

**Assumption 5:** The running costs in (4) are of the form $g_i(\hat{x}_i) = \hat{x}_i Q_i(\hat{x}_i) \hat{x}_i$, for $i = 1, 2$.

Let $Q_i = Q_i(0)$, for $i = 1, \ldots, N$. For forward reference the following notation, which is related to the linearisation of the local state dynamics, is introduced at this stage $A_i = \frac{\partial f_i(\hat{x}_i)}{\partial \hat{x}_i} |_{\hat{x}_i = 0} = F_i(0)$, $B_{ii} = g_{ii}(0)$ and $B_{ij} = g_{ij}(0)$, for $i = 1, 2$ and for all $j \in N_i$.

**Remark 3:** Assumption 5 is such that the running costs $g_i(\hat{x}_i)$, for $i = 1, \ldots, N$, are at least locally quadratic. Assumptions 3 and 5 imply that $\sum_{i=1}^{N} N_i Q_i N_i > 0$.

**A. Algebraic $P$ Solution**

Consider the (homogeneous) system with 2 agents described by the agent dynamics (2) and the graph $G$. Consider the cost functionals (4) and the distributed differential game in Problem 1. The algebraic $P$ solution for (15) is defined as follows.

**Definition 1:** Let $\Sigma_1 : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}$ and $\Sigma_2 : \mathbb{R}^n \rightarrow \mathbb{R}^{2n \times 2n}$, with $\Sigma_1(0) \geq 0$ and $\Sigma_2(0) \geq 0$, denote two matrix-valued functions. Let $\Sigma_1(\hat{x}_1)$ and $\Sigma_2(\hat{x}_2)$ be such that $\Sigma_1(\hat{x}_1) = \Sigma_1(\hat{x}_1)^T > 0$ for all $\hat{x}_1 \in \mathbb{R}^n \setminus \{0\}$ and $\Sigma_2(\hat{x}_2) = \Sigma_2(\hat{x}_2)^T > 0$, for all $\hat{x}_2 \in \mathbb{R}^2n \setminus \{0\}$.

The $C^1$ matrix-valued functions $P_1 : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}$ and $P_2 : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2n \times 2n}$, such that $P_i(x) = P_i(x)^T$, $i = 1, 2$, are said to be $\chi$-algebraic $P$ solutions\(^3\) of (15), provided the following conditions hold.

(i) For all\(^4\) $x \in \chi \subset \mathbb{R}^{n}$, and for $i = 1, \ldots, N$
\begin{align*}
N_1^T P_1(\hat{x}_1) F_1(\hat{x}_1) N_1 + N_1^T F_1(\hat{x}_1) P_1(\hat{x}_1) N_1 \\
- N_1^T P_1(\hat{x}_1) g_{11}(\hat{x}_1) g_{11}(\hat{x}_1) P_1(\hat{x}_1) N_1 \\
+ N_1^T Q_1(\hat{x}_1) N_1 + N_1^T Q_1(\hat{x}_1) N_1 = 0,
\end{align*}
(16)
\begin{align*}
N_2^T P_2(\hat{x}_2) F_2(\hat{x}_2) N_2 + N_2^T F_2(\hat{x}_2) P_2(\hat{x}_2) N_2 \\
- N_2^T P_2(\hat{x}_2) g_{22}(\hat{x}_2) g_{22}(\hat{x}_2) P_2(\hat{x}_2) N_2 \\
- N_2^T P_2(\hat{x}_2) g_{21}(\hat{x}_2) g_{11}(\hat{x}_1) P_1(\hat{x}_1) N_1 \\
N_1^T P_1(\hat{x}_1) g_{11}(\hat{x}_1) g_{21}(\hat{x}_2) P_2(\hat{x}_2) N_2 \\
+ N_2^T Q_2(\hat{x}_2) N_2 + N_2^T Q_2(\hat{x}_2) N_2 = 0.
\end{align*}
(17)
(ii) $P_i(0) = \hat{P}_i$, such that $(N_i^T \hat{P}_i N_i + P_0) > 0$, with $\hat{P}_i$ and $P_2$ solutions of the coupled Riccati-like equations
\begin{align*}
N_1^T Q_1 N_1 - N_1^T \hat{P}_1 B_{11} B_{11}^T \hat{P}_1 N_1 + N_1^T \Sigma_1 N_1 \\
+ N_1^T \hat{P}_1 A_{11} N_1 + N_1^T A_{11}^T \hat{P}_1 N_1 = 0,
\end{align*}
(18)
\begin{align*}
N_2^T Q_2 N_2 - N_2^T \hat{P}_2 B_{22} B_{22}^T \hat{P}_2 N_2 \\
+ N_2^T A_{22}^T \hat{P}_2 N_2 + N_2^T \hat{P}_2 A_{22} N_2 \\
+ N_1^T \Sigma_2 N_2 - N_2^T P_2 B_{21} B_{11}^T \hat{P}_1 N_1 \\
- N_1^T \hat{P}_1 B_{11} B_{21}^T \hat{P}_2 N_2 = 0.
\end{align*}

If $x \in \mathbb{R}^{2n}$, i.e. $\chi = \mathbb{R}^{2n}$, then $P_i$, $i = 1, 2$, are said to be an algebraic $P$ solution.

In what follows we assume the existence\(^5\) of algebraic $P$ matrix solutions, i.e. we assume $\chi = \mathbb{R}^{n}$.

**B. Approximate Solution to Distributed, Nonlinear Differential Games**

In this section the notion of algebraic $P$ solutions is used to systematically construct approximate solutions for Problem 1.

In what follows, we introduce a dynamic extension with state $\xi(t) = (\xi_1^T, \xi_2^T) \in \mathbb{R}^{nN}$, with $\xi_i(t) \in \mathbb{R}^{n}$, for $i = 1, 2$. The dynamic extension is utilised to design dynamic feedback strategies of the form
\begin{align*}
u_1 & = \beta_1(\hat{x}_1, \xi_1, \xi_{N_1}), \\
u_2 & = \beta_2(\hat{x}_2, \xi_2, \xi_{N_2}),
\end{align*}
(19)
where $\tau(0, 0) = 0$, $\beta(0, 0) = 0$, $\tau$, $\beta_i$ are smooth mappings, for $i = 1, 2$, and $\xi_{N_i}$ denotes the vector containing the components $\xi_j$ such that $j \in N_i$.

\(^3\)Provided the set $\chi$ contains the origin.

\(^4\)Since $\hat{x}_i \subset \mathbb{R}^{2n}$, for $i = 1, 2$, the algebraic $P$ solution is defined on the space in which the global state $x$ evolves.

\(^5\)The existence of such as solution depends partly on the graph $G$. 
only and agent 2 has access to $\xi_1$ and $\xi_2$, i.e. $\xi_{N_2} = \emptyset$ and $\xi_{N_2} = \xi_1$. Let $\xi_1 = \xi_1$ and $\xi_2 = (\xi_2, \xi_2^T)$. Note that the dynamic extension $\xi$ "mimics" the structure of the global state $x$ in terms of which components are available to each of the individual agents.

**Problem 2**: Consider a multi-agent system with 2 agents, each satisfying the dynamics (2), and consider the case in which each agent seeks to minimise its cost functional (4), $i = 1, 2$. The inter-agent communication is described by the graph $\mathcal{G}$ with $\mathcal{V} = \{1, 2\}$, $\mathcal{E} = \{(1, 2)\}$. Determine a set of admissible dynamic feedback strategies $(S_1, S_2)$, where the strategy $S_i$, $i = 1, 2$, is a dynamical system described by (19) and non-negative functions $c_1(\hat{x}_1, \xi_1)$ and $c_2(\hat{x}_2, \xi_2)$ such that for any admissible set of strategies $(u_1, u_2, \tau)$, with $u_i \neq \beta_i$, $i = 1, 2$,

$$\begin{align*}
J_1((\hat{x}_1(0), \hat{\xi}_1(0)), \beta_1) &\leq J_1((\hat{x}_1(0), \hat{\xi}_1(0), u_1)) , \\
J_2((\hat{x}_2(0), \hat{\xi}_2(0)), \beta_2, \beta_1) &\leq J_2((\hat{x}_2(0), \hat{\xi}_2(0), u_2, \beta_1)),
\end{align*}$$

where the extended cost functionals $J_i$, $i = 1, 2$, are defined as

$$J_i((\hat{x}_i(0), \hat{\xi}_i(0), u_i, u_{N_i}) \triangleq \frac{1}{2} \int_0^\infty \left( q_i(\hat{x}_i(t)) \\
+ \|u_i(t)\|^2 + c_i(\hat{x}_i(t), \hat{\xi}_i(t)) \right) dt.$$ 

**Remark 4**: The solution of Problem 2 constitutes an approximate solution, in terms of an $c_o$-Nash equilibrium solution, of Problem 1 (see [20] for details).

Let $P_i(\hat{x}_i)$, $i = 1, 2$, denote an algebraic $\tilde{P}$ solution for (15) and consider the extended value functions

$$\begin{align*}
V_1(\hat{x}_1, \xi_1) &= \frac{1}{2} \hat{x}_1^T P_1(\xi_1) \hat{x}_1 + \frac{1}{2} \|\hat{x}_1 - \hat{\xi}_1\|^2 R_1 , \\
V_2(\hat{x}_2, \xi) &= \frac{1}{2} \hat{x}_2^T P_2(\xi_2) \hat{x}_2 + \frac{1}{2} \|\hat{x}_2 - \hat{\xi}_2\|^2 R_2,
\end{align*}$$

where $R_i = R_i^T > 0$, for $i = 1, 2$. Let $\Phi(\hat{x}_i, \hat{\xi}_i)$ denote a matrix-valued mapping such that $P_i(\hat{x}_i) \hat{x}_i - P_i(\hat{\xi}_i) \hat{\xi}_i = \Phi(\hat{x}_i, \hat{\xi}_i)$ and let $\Psi(\hat{x}_i, \hat{\xi}_i)$ denote that Jacobian matrix of $\frac{1}{2} P_i(\hat{\xi}_i) \hat{x}_i$ with respect to $\hat{\xi}_i$, for $i = 1, 2$.

Moreover, note that $f_2$ can be written as the block matrix $\Psi_2 = \begin{bmatrix} \Psi_{22} & \Psi_{21} \\
\Psi_{12} & \Psi_{11} \end{bmatrix}$.

**Theorem 1**: Consider Problem 2 and suppose Assumptions 1, 3, 4 and 5 are satisfied. Let $P_i$, $i = 1, 2$, be an algebraic $\tilde{P}$ solution of (15), with $\Sigma_i > 0$, for $i = 1, 2$. Suppose $\Psi_2$ is such that $\Psi_{12} = 0$ and let $R_2 = \text{blockdiag}(R_{22}, R_{12}) = R_2^T$ and $R_1 = R_1^T$ be such that

$$\begin{align*}
R_1(R_1 + R_{12}) + (R_1 + R_{12}) R_1 > 0 , \\
R_2(R_2 + N_1^T R_1 N_1 + (N_2 N_2^T R_1 N_1) R_2 ) > 0 .
\end{align*}$$

Then there exists constants $\tilde{k} > 0$ and a set $\Omega \subseteq \mathbb{R}^{2n} \times \mathbb{R}^{2n}$ such that the functions (21), solve the system of inequalities

$$\begin{align*}
\mathcal{H}_J &\triangleq \frac{\partial V_2}{\partial \xi_2} f_2(\hat{x}_2) - \frac{1}{2} \frac{\partial V_2}{\partial \xi_1} g_{11}(\hat{x}_1) g_{11}(\hat{x}_1)^T \\
+ \frac{1}{2} g_{11}(\hat{x}_1) + \frac{\partial V_1}{\partial \xi_1} \beta_2 \\
\frac{\partial V_1}{\partial \xi_1} \beta_2 &\leq 0 ,
\end{align*}$$

with

$$\mathcal{H}_J \triangleq \frac{\partial V_2}{\partial \xi_2} f_2(\hat{x}_2) - \frac{1}{2} \frac{\partial V_2}{\partial \xi_1} g_{11}(\hat{x}_1) g_{11}(\hat{x}_1)^T + \frac{1}{2} g_{11}(\hat{x}_1) \frac{\partial V_1}{\partial \xi_1} \beta_2 \leq 0 ,$$

$$\begin{align*}
\mathcal{H}_J &\triangleq \frac{\partial V_2}{\partial \xi_2} f_2(\hat{x}_2) - \frac{1}{2} \frac{\partial V_2}{\partial \xi_1} g_{11}(\hat{x}_1) g_{11}(\hat{x}_1)^T + \frac{1}{2} g_{11}(\hat{x}_1) \frac{\partial V_1}{\partial \xi_1} \beta_2 \leq 0 ,
\end{align*}$$
with $\alpha_1 > \sqrt{\alpha_1}$, $\alpha_{22} > \sqrt{\alpha_2}$ and $\alpha_{21} > 0$, constitutes an algebraic $P$ solution (satisfying $\Psi_{12} = 0$) for the PDEs (15) which characterise the solution of the distributed differential game. Applying the result of Theorem 1, the dynamic control strategies (25) are applied with the parameters selected as $k = 10$, $R_1 = 0.1I_2$, $R_2 = 0.1I_4$, $\alpha_1 = 10$, $\alpha_{22} = 2$, $\alpha_{21} = 2$ and $\xi(0) = \begin{bmatrix} 0 & 0 & 0 & -340 \end{bmatrix}^T$. The initial and target positions of the two agents are such that the agents should switch positions with $p_1(0) = [0, 0]^T = t_2$ and $p_2(0) = [5, 5]^T = t_1$. The trajectories of agent 1 (dashed line) and agent 2 (solid line) are shown in Figure V. The simulation demonstrates that collision is avoided in the distributed setting considered herein by agent 2 maneuvering around agent 1.

VI. CONCLUSION

A system of agents, each seeking to minimise its own individual cost function subject to limited communication is considered in this paper. The available communication topology is described by a directed graph and the problem is defined as a distributed differential game. Exact solutions for the linear quadratic case and for the nonlinear case are classified. A method for constructing approximate solutions of the distributed differential game with two agents is then proposed and illustrated on a numerical example. Directions for further research include extending this method to distributed games with $N > 2$ players. It is also of interest to consider the influence of the communication topology on the existence of solutions for the game.
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