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Abstract. Perturbation problems for operators with embedded eigenvalues are generally challenging since the embedded eigenvalues cannot be separated from the rest of the spectrum. In this paper we study a perturbation problem for embedded eigenvalues for a magnetic Schrödinger operator, when the underlying domain is a cylinder. The magnetic potential is $C^2$ with an algebraic decay rate as the unbounded variable of the cylinder tends to $\pm\infty$. In particular, no analyticity of the magnetic potential is assumed. We also assume that the embedded eigenvalue of the unperturbed problem is not the square of an integer, thus avoiding the thresholds of the continuous spectrum of the unperturbed operator. We show that the set of nearby potentials, for which a simple embedded eigenvalue persists, forms a smooth manifold of finite codimension.

1. Introduction

Embedded eigenvalues occur in many applications arising in physics. In quantum mechanics, for instance, eigenvalues of the energy operator correspond to energy bound states that can be attained by the underlying physical system (see [24]). When such an operator is perturbed, an embedded eigenvalue typically disappears from the continuous spectrum, while turning into a resonance [2, 5, 6, 8, 9, 21, 22, 23, 25]. On the other hand, in this paper we are interested in studying the structure of the set of perturbations which do not remove an embedded eigenvalue. An abstract setting for a problem of this type is given in [1], and other problems concerning persistence of embedded eigenvalues have been studied in e.g. [10, 13, 18, 13]. The current paper builds on methods developed for solving perturbation problems for the bilaplacian [11, 12], but instead of the bilaplacian, we study in this paper a perturbation problem for a magnetic Schrödinger operator on a cylindrical domain, where the small perturbation enters as an addition to the magnetic potential. Other perturbation problems for embedded eigenvalues of magnetic Schrödinger operators have been studied in e.g. [5, 7].

More specifically, we consider the elliptic operator

$$L_{A_0} := -\partial_z^2 - (\partial_\varphi + iA_0(z, \varphi))^2$$

acting on $L^2(\mathbb{R} \times S^1)$ where $A_0 : \mathbb{R} \times S^1 \to \mathbb{R}$ decays to 0 as $|z| \to \infty$. $L_{A_0}$ is self-adjoint, and for the $A_0$ we are considering, the essential spectrum of $L_{A_0}$ is $[0, \infty)$. Furthermore, we choose $A_0$ so that $L_{A_0}$ has an eigenvalue $\lambda_0 > 0$. In this situation, we say that $\lambda_0$ is an embedded eigenvalue of $L_{A_0}$, since $\lambda_0$ is an eigenvalue which also belongs to the continuous spectrum of $L_{A_0}$. The domain of $L_{A_0}$ is $H^2_{A_0} = \{ u \in L^2(\mathbb{R} \times S^1); \ L_{A_0}u \in L^2(\mathbb{R} \times S^1) \}$. We first show that there exists such a potential $A_0$.

Example 1. It is possible to choose $A_0(z, \varphi) = A_0(z)$, i.e. $A_0$ is independent of $\varphi$, in such a way that $L_{A_0}$ has an embedded eigenvalue $\lambda_0$ with corresponding eigenfunction of the form $u(z, \varphi) = v(z)e^{i n \varphi}$.

Indeed, $u(z, \varphi) = v(z)e^{i n \varphi}$ satisfies the eigenvalue equation if and only if $v$ satisfies the one-dimensional equation

$$-v''(z) + (n + A_0(z))^2v(z) = \lambda_0 v(z).$$

(1)

It suffices to find functions $v \in H^2(\mathbb{R})$ and $A_0(z)$, such that $A_0(z) \to 0$ as $|z| \to \infty$ and which satisfy the above equation. It is clear that there are many such pairs of functions. For a concrete
example, we take
\[ \lambda_0 = n^2 - 1, \]
\[ A_0(z) = -n + \sqrt{n^2 - \frac{2}{\cosh^2(z)}}, \]
\[ v(z) = \frac{1}{\cosh(z)}. \]

It is straightforward to verify that this choice of \( \lambda_0 \) and \( A_0, v \) solves (1). If we choose \( n \geq 2 \), then \( A_0(z) \) is real and \( \lambda_0 = n^2 - 1 > 0 \) is an embedded eigenvalue.

In this paper, we assume that \( \mathcal{L}_{A_0} \) has an embedded eigenvalue \( \lambda_0 \) of multiplicity 1 with a corresponding eigenfunction \( u_* \). \( A_0 \) may depend on \( \varphi \) and \( A_0(z, \varphi) \to 0 \) as \( |z| \to \infty \), with a decay rate that will be specified below. Next, we replace \( A_0 \) by \( A(z, \varphi) \), where \( A \) is close to \( A_0 \) in a function space defined below, and ask the question whether the new operator \( \mathcal{L}_A := -\partial^2 - (\partial\varphi + iA(z, \varphi))^2 \) has an embedded eigenvalue \( \lambda \) close to \( \lambda_0 \). We note that the essential spectrum of \( \mathcal{L}_A \) is the same as that of \( \mathcal{L}_{A_0} \).

2. Main result

We assume:

(A1) \( A_0 \in C^2(\mathbb{R} \times S^1) \) and
\[ \sup_{(z, \varphi) \in \mathbb{R} \times S^1} \left( \left| \frac{\partial^2 A_0}{\partial \varphi^2}(z, \varphi) \right| + \left| \frac{\partial^2 A_0}{\partial z \partial \varphi}(z, \varphi) \right| + \left| \frac{\partial^2 A_0}{\partial \varphi^2}(z, \varphi) \right| \right) < \infty. \]

(A2) There exists a \( \beta > 1 \) such that
\[ \sup_{(z, \varphi) \in \mathbb{R} \times S^1} \left( |A_0(z, \varphi)| + \left| \frac{\partial A_0}{\partial \varphi}(z, \varphi) \right| \right) (1 + |z|)^\beta < \infty. \]

(A3) There exists a \( z_0 \in \mathbb{R} \) such that \( \int_0^{2\pi} A_0(z_0, \varphi) \, d\varphi \neq 0. \)

Remark 1. These assumptions are all satisfied for the equation of Example 1. Indeed, (A1) and (A2) is satisfied, which can be verified by differentiation, and (A3) is trivially satisfied, since \( A_0 \not\equiv 0 \) is independent of \( \varphi \).

We define the Banach space \( X_\beta \) to consist of the functions \( A \in C^2(\mathbb{R} \times S^1) \) for which
\[ \|A\|_{X_\beta} := \sup_{(z, \varphi) \in \mathbb{R} \times S^1} \left( \left| \frac{\partial^2 A}{\partial \varphi^2}(z, \varphi) \right| + \left| \frac{\partial^2 A}{\partial z \partial \varphi}(z, \varphi) \right| + \left| \frac{\partial^2 A}{\partial \varphi^2}(z, \varphi) \right| \right) \]
\[ + \sup_{(z, \varphi) \in \mathbb{R} \times S^1} \left( |A(z, \varphi)| + \left| \frac{\partial A}{\partial \varphi}(z, \varphi) \right| \right) (1 + |z|)^\beta < \infty. \]

Our goal is to analyze persistence of the eigenvalue \( \lambda_0 \) when \( A_0 \) is replaced by the nearby potential \( A \) (in \( X_\beta \)). Thus, we consider the operator \( \mathcal{L}_A \) and wish to characterize the set
\[ \mathcal{M}_\delta = \{ A \in X_\beta; \text{ there exists } \lambda \in (\lambda_0 - \delta, \lambda_0 + \delta) \text{ such that } \lambda \text{ is an eigenvalue of } \mathcal{L}_A \} \]
in a neighbourhood of \( A = A_0 \) for small \( \delta > 0 \). Our main result is:

Theorem 1. Let \( \lambda_0 > 0 \) be an eigenvalue of \( \mathcal{L}_{A_0} \) of multiplicity 1. Suppose that (A1) and (A2) hold, and let \( m \) be a positive integer such that \( (m - 1)^2 < \lambda_0 < m^2 \). Then there exists a \( \delta > 0 \) and a neighbourhood \( O \) of \( A_0 \in X_\beta \) such that \( \mathcal{M}_\delta \cap O \) is a smooth manifold of codimension \( 4m - 2 \).

Next, we comment on the assumption that \( \lambda_0 \) has to avoid the square of the integers. Note that the squares of the integers have to be excluded for \( A_0 \), since from the conclusion of the theorem, the co-dimension of the manifold would also change at these points, at least if the eigenvalue \( \lambda \) for the operator \( \mathcal{L}_A \) would be on different sides of \( \lambda_0 \) for different \( A \) close to \( A_0 \). The number \( 4m - 2 \)...
is the multiplicity of the continuous spectrum of $L_A$ at $\lambda \in ((m-1)^2, m^2)$. Intuitively, we can think of the continuous spectrum as being generated by the continuum eigenfunctions

$$u(z, \varphi) = e^{ikz} e^{in\varphi}, \quad k \in \mathbb{R}, \; n \in \mathbb{Z}$$

(2) of $-\Delta$, which satisfy $-\Delta u = (k^2 + n^2)u$ and can be turned into approximate eigenfunctions of $L_A$ by shifting them along the $z$-direction towards $\infty$, and truncating them using cutoff functions. Note that if $(m-1)^2 < \lambda < m^2$ for some $m \in \mathbb{Z}$, then $-\Delta$ admits $4m - 2$ linearly independent continuum eigenfunctions which are obtained by choosing $|n| = 0, \ldots, m - 1$ in (2) and afterwards $k \in \mathbb{R}$ so that $\lambda = k^2 + n^2$. Thus, it is reasonable to refer to $4m - 2$ as the multiplicity of the continuous spectrum at $\lambda \in ((m-1)^2, m^2)$. A rigorous definition of the multiplicity of the continuous spectrum can be found in [3], pp. 59–60, and using the spectral resolution of the Fourier transform of $-\Delta$ on $L^2$, it is not difficult to see that this definition also gives $4m - 2$, thus justifying the preceding formal calculation.

3. The ODE formulation

We view the function $u$ as a function of one variable $z$, taking values in a space of functions on the circle $S^1$. Let $\partial : H^j(S^1) \to H^{j-1}(S^1)$ denote differentiation with respect to $\varphi$, where $H^j(S^1)$ is the Sobolev space of complex valued functions whose weak derivatives up to order $j$ are square integrable. By $'$ we mean differentiation with respect to $z$. Consider $\lambda \in ((m-1)^2, m^2)$, where $m$ is a positive integer. After putting $u = u_1$, $u' = u_2$, the eigenvalue equation can be rewritten as the system

$$U' = B(z; \lambda, A)U,$$

where $U = (u_1, u_2)^T$, and

$$B(z; \lambda, A) = \begin{bmatrix} 0 & 1 \\ -(\partial + iA(z))^2 - \lambda & 0 \end{bmatrix}.$$

The magnetic potential $A$ acts on functions in $C(\mathbb{R}; H^k(S^1))$ as follows: $Au(z) := A(z, \cdot)u(z)$. The matrix $B(z; \lambda, A)$ is an unbounded operator on $X := H^1(S^1) \times L^2(S^1)$ with domain $Y := H^2(S^1) \times H^1(S^1)$. The norm on $X$ is defined by

$$\|U\|_X^2 = \|u_1\|^2_{H^1} + \|u_2\|^2_{L^2}.$$

We can now prove the following lemma:

**Lemma 1.** $u \in H^2_{loc}(\mathbb{R} \times S^1)$ satisfies

$$(-\partial_z^2 - (\partial_\varphi + iA(z, \varphi))^2)u = \lambda u$$

(4) if and only if the ODE system (3) has a solution $U \in C(\mathbb{R}; Y) \cap C^1(\mathbb{R}; X)$.

**Proof.** Suppose that $u \in H^2_{loc}(\mathbb{R} \times S^1)$ satisfies the equation $L_Au = \lambda u$. Since $A \in X_\beta$, we have in particular that $A \in C^2(\mathbb{R} \times S^1)$, and it follows that

$$-\partial^2_\varphi u - \partial^2_z u = \lambda u + iA'_\varphi(z, \varphi)u + 2iA(z, \varphi)\partial_\varphi u + A(z, \varphi)u \in H^1_{loc}(\mathbb{R} \times S^1),$$

and so $u \in H^3_{loc}(\mathbb{R} \times S^1)$ by elliptic regularity theory. When viewing $u$ as a function of $z$ with values in a Sobolev space on the circle, it is clear that

$$u \in H^3_{loc}(\mathbb{R}; H^1(S^1)) \cap H^2_{loc}(\mathbb{R}; H^2(S^1)) \cap H^1_{loc}(\mathbb{R}; L^2(S^1)).$$

By the Sobolev embedding theorem, we have that $u_1 = u \in C(\mathbb{R}; H^2(S^1)) \cap C^1(\mathbb{R}; H^1(S^1))$, while $u_2 = u' \in C(\mathbb{R}; H^1(S^1)) \cap C^1(\mathbb{R}; L^2(S^1))$. It follows that $U \in C(\mathbb{R}; Y) \cap C^1(\mathbb{R}; X)$. It is also clear that $U$ satisfies the system (3).

Conversely, if $U \in C(\mathbb{R}; Y) \cap C^1(\mathbb{R}; X)$ is a solution of (3), we let $u = U_1$ and note that $u \in C(\mathbb{R}; H^2(S^1)) \cap C^1(\mathbb{R}; H^1(S^1)) \subset H^3_{loc}(\mathbb{R} \times S^1)$. It is also clear that $u$ is a weak solution of $L_Au = \lambda u$. By elliptic regularity theory (e.g. [14], Theorem 8.8, p. 183) it follows that $u \in H^2_{loc}(\mathbb{R} \times S^1)$, and so the proof is complete. \qed
3.1. The system at infinity. We will see in Lemma 6 that the eigenfunctions of $L_A$ are exponentially decaying as $|z| \to \infty$. The corresponding solutions of (3) turn out to be asymptotic to exponentially decaying solutions of the system at infinity defined below. By assumption (A2), $\max_{\varphi \in S_1} (|A(z, \varphi)| + |A'(z, \varphi)|) \to 0$ as $|z| \to \infty$. It is then natural to define the system at infinity to be the equation

$$U'' = B_\infty(\lambda)U,$$

where

$$B_\infty(\lambda) = \begin{bmatrix} 0 & 1 \\ -\varphi^2 - \lambda & 0 \end{bmatrix}. $$

To analyze the solutions of (5), the function $U = (u_1, u_2)^T$ is expanded as a Fourier series in the $\varphi$ variable, i.e. $U(z)(\varphi) = \sum_{k \in \mathbb{Z}} \hat{U}_k(z)e^{ik\varphi}$. Then for $k \in \mathbb{Z}$,

$$\hat{U}_k'(z) = \hat{B}_\infty(k; \lambda)\hat{U}_k(z),$$

where

$$\hat{B}_\infty(k; \lambda) = \begin{pmatrix} 0 & 1 \\ k^2 - \lambda & 0 \end{pmatrix}. $$

For any $k \in \mathbb{Z}$, the eigenvalues of $B_\infty(k; \lambda)$ are $\pm \sqrt{k^2 - \lambda}$, and the corresponding eigenvectors are $(1, \pm \sqrt{k^2 - \lambda})^T$. Here, and in the rest of the paper, we are using the principal square root so that e.g. $\sqrt{-1} = i$.

We define

$$M_k(\lambda) := \begin{pmatrix} -1/\sqrt{k^2 - \lambda} & 1/\sqrt{k^2 - \lambda} \\ 1 & 1 \end{pmatrix}$$

and

$$D_k := \begin{pmatrix} -\sqrt{k^2 - \lambda} & 0 \\ 0 & \sqrt{k^2 - \lambda} \end{pmatrix},$$

so that $\hat{B}_\infty(k; \lambda) = M_k(\lambda)D_k(\lambda)M_k^{-1}(\lambda)$.

We can now show the following:

**Lemma 2.** Let $\lambda \in ((m-1)^2, m^2)$, where $m$ is a positive integer. Then $B_\infty(\lambda) : X \to X$ is closed and densely defined, and

$$\sigma(B_\infty(\lambda)) = \{ \pm \sqrt{k^2 - \lambda}; \ k \in \mathbb{Z}\}.$$

In other words, $B_\infty(\lambda)$ has $m$ pairs of purely imaginary eigenvalues $\mu = \pm \sqrt{k^2 - \lambda}$, $k = 0, \ldots, m-1$. All other eigenvalues are real, and they are given by $\pm \sqrt{k^2 - \lambda}$, $k \geq m$. All eigenvalues with $k \neq 0$ have a two-dimensional eigenspace. The smallest positive eigenvalue of $B_\infty(\lambda)$ is $\mu_{\min}(\lambda) := \sqrt{m^2 - \lambda}$.

**Proof.** It is clear that $Y := H^2(S^1) \times H^1(S^1) = \text{Dom}(B_\infty(\lambda))$ is dense in $X$. In order to prove that $B_\infty(\lambda)$ is a closed operator, we let $U_j \to U$, and $U, f \in X$ be such that $U_j \to X, U$ and $B_\infty(\lambda)U_j \to f$. By the definition of $B_\infty(\lambda)$, we see that $f_1 = u_2$ and $u_{2,j} \to f_2$. Moreover, $u_{1,j} \to u_1$ and $-\varphi^2 u_{1,j} + \partial^2 u_{1,j} - \lambda u_1 = f_2 \in L^2$. Hence $U \in \Gamma$ and $B_\infty(\lambda)U = f$. This shows that $B_\infty(\lambda)$ is closed in $X$.

Let $l_2^2 := \{ f : Z \to \mathbb{R}; \sum_{k=-\infty}^{\infty} (1 + k^2)^s |f(k)|^2 < \infty \}$, and let $\hat{X} := l_2^2 \times l_2^2$ and $\hat{Y} := l_2^2 \times l_2^1$.

Note that $U \in X$ if and only if the coefficients of its Fourier series $\hat{U} \in \hat{X}$, etc.

Define the operator $\hat{B}_\infty(\lambda) : \hat{X} \to \hat{X}$ by

$$(\hat{B}_\infty(\lambda)\hat{U})_k := \hat{B}_\infty(k; \lambda)\hat{U}_k,$$

and note that $\hat{B}_\infty(\lambda)$ is closed and densely defined with domain $\hat{Y}$. It is clear that $(B_\infty(\lambda) - \mu I) : X \to X$ has a bounded inverse if and only if $(\hat{B}_\infty(\lambda) - \mu I) : \hat{X} \to \hat{X}$ has a bounded inverse. It is also clear that the eigenvalues of $\hat{B}_\infty(k; \lambda)$ belong to the spectrum of $\hat{B}_\infty(\lambda)$. For $k \geq 1$, etc.
the operators \( \hat{B}_\infty(k; \lambda) \) and \( \hat{B}_\infty(-k; \lambda) \) have the same eigenvalues, and so the corresponding eigenspaces of \( \hat{B}_\infty(\lambda) \) are 2-dimensional.

We need to show that there are no other points in the spectrum. Define \( \widehat{M} : l^2 \times l^2 \to \hat{X} \) by

\[
(\widehat{M} \hat{U})_k = M_k \hat{U}_k,
\]

and note that \( \widehat{M} \) is a linear homeomorphism between these spaces. Define also the unbounded operator \( \widehat{D} \) on \( l^2 \times l^2 \) by

\[
(\widehat{D} \hat{U})_k = D_k \hat{U}_k.
\]

Note that \( \widehat{D} \) is closed and densely defined with domain \( l^2 \times l^2 \), and that

\[
\sigma(\widehat{D}) = \cup_{k \in \mathbb{Z}} \sigma(\hat{B}_\infty(k, \lambda)).
\]

If \( \mu \notin \sigma(\widehat{D}) \), then

\[
(\hat{B}_\infty(\lambda) - \mu I)^{-1} = \widehat{M}(\widehat{D} - \mu I)^{-1} \widehat{M}^{-1},
\]

and so \( (\hat{B}_\infty(\lambda) - \mu)^{-1} \) is bounded. The proof is complete. \( \square \)

Let \( X^*(\lambda) \) and \( X^u(\lambda) \) be the closure in \( X \) of the span of the eigenvectors of \( B_\infty(\lambda) \) corresponding to the positive and the negative eigenvalues of \( B_\infty(\lambda) \), respectively. We denote by \( X^c(\lambda) \) the span of the eigenvalues corresponding to the purely imaginary eigenvalues. By Lemma 2, \( X = X^*(\lambda) \oplus X^c(\lambda) \oplus X^u(\lambda) \). Note that \( X^*(\lambda) \) and \( X^c(\lambda) \) are infinite dimensional while \( X^u(\lambda) \) is finite dimensional (with dimension \( 4m - 2 \)). Let \( P^u(\lambda), P^c(\lambda) \) and \( P^s(\lambda) \) be the spectral projections onto \( X^u(\lambda), X^c(\lambda) \) and \( X^u(\lambda) \), respectively.

The operators \( B_\infty(\lambda) \) and \( -B_\infty(\lambda) \) do not generate semigroups, since the spectrum of \( B_\infty(\lambda) \) is unbounded both on the right and the left half planes. The following lemma shows that after projecting onto \( X^s(\lambda), X^c(\lambda) \) and \( X^u(\lambda) \), we obtain analytic semigroups on these respective spaces:

Lemma 3. Let \( \lambda \in \mathbb{C} \). Then the operators \( B_\infty(\lambda)P^u(\lambda), -B_\infty(\lambda)P^u(\lambda), B_\infty(\lambda)(I - \hat{B}_\infty(\lambda)) \) and \( -B_\infty(\lambda)(I - \hat{B}_\infty(\lambda)) \) generate analytic semigroups on \( X^s(\lambda), X^u(\lambda), X^c(\lambda) \), respectively.

Proof. Let \( \eta \in (0, \mu_{\min}(\lambda)) \), where we recall that \( \mu_{\min}(\lambda) = \sqrt{m^2 - \lambda} \) is the smallest positive eigenvalue of \( B_\infty(\lambda) \). We define \( V_\pm(z) := e^{\pm i\eta z} U(z) \), where \( U \) solves (3), and note that \( V_\pm \) satisfies the system

\[
V'_\pm = (B_\infty(\lambda) \pm \eta I)V_\pm.
\]

It suffices to show that there exists a constant \( C > 0 \) such that

\[
\| (B_\infty(\lambda) \pm \eta I - i\mu I)^{-1} \| \leq \frac{C}{1 + |\mu|}
\]

for every \( \mu \in \mathbb{R} \). As in the proof of Lemma 2, we note that this estimate follows if there exists a constant \( \bar{C} > 0 \) such that for every \( \hat{U} \in l^2 \times l^2 \)

\[
\left\| (\hat{D} \pm \eta I - i\mu I)^{-1} \hat{U} \right\|_{l^2 \times l^2} \leq \frac{\bar{C}}{1 + |\mu|} \| \hat{U} \|_{l^2 \times l^2}
\]

(cf. [19], p. 61). For \( k \in \mathbb{Z} \) we have

\[
(D_k \pm \eta I - i\mu I)^{-1} \hat{U}_k = \left( \begin{array}{c}
\frac{\hat{u}_{k,1}}{-\sqrt{k^2 - \lambda} \pm \eta - i\mu}, \frac{\hat{u}_{k,2}}{\sqrt{k^2 - \lambda} \pm \eta - i\mu}
\end{array} \right)^T,
\]

and so if \( k^2 \geq m^2 \),

\[
\left\| (D_k \pm \eta I - i\mu I)^{-1} \hat{U}_k \right\|^2 = \frac{\left| \hat{u}_{k,1} \right|^2}{(-\sqrt{k^2 - \lambda} \pm \eta)^2 + \mu^2} + \frac{\left| \hat{u}_{k,2} \right|^2}{(\sqrt{k^2 - \lambda} \pm \eta)^2 + \mu^2}
\]

\[
\leq \frac{\left| \hat{U}_k \right|^2}{(\sqrt{m^2 - \lambda - \eta})^2 + \mu^2} \leq \frac{2\left| \hat{U}_k \right|^2}{(\sqrt{m^2 - \lambda - \eta + |\mu|})^2} \leq \frac{\bar{C}^2}{(1 + |\mu|)^2 \left| \hat{U}_k \right|^2},
\]

and so if \( \lambda \in (m - 1, m) \),

\[
\left\| (D_k \pm \eta I - i\mu I)^{-1} \hat{U}_k \right\|^2 \leq \frac{\bar{C}^2}{(1 + |\mu|)^2}
\]
whereas if \( k^2 \leq (m - 1)^2 \), clearly
\[
\left| (D_k \pm \eta I - i\mu I)^{-1}\hat{U}_k \right|^2 \leq \frac{C_k^2 \hat{U}_k^2}{(1 + |\mu|)^2},
\]
for some constants \( C_k > 0 \). We may increase \( \tilde{C} \) (if necessary), so that \( \tilde{C} \geq \max_{|k| \leq m-1} C_k \), and so we have
\[
\left| (D_k \pm \eta I - i\mu I)^{-1}\hat{U}_k \right|^2 \leq \frac{\tilde{C}^2}{(1 + |\mu|)^2} \left| \hat{U}_k \right|^2
\]
for all \( k \in \mathbb{Z} \). Summing over \( k \in \mathbb{Z} \) yields the desired inequality. \( \square \)

3.2. Exponential dichotomies. We define exponential dichotomies following [20].

**Definition 1.** Let \( J = \mathbb{R}_-, \mathbb{R}_+ \) or \( \mathbb{R} \). An ODE system \( U' = B(z)U \), where \( U(z) \in X \) and \( B(z) : X \to X \) is said to possess an exponential dichotomy on \( J \) if there exists a family of projections \( P(z) \in \mathcal{L}(X) \), \( z \in J \), such that the projections satisfy \( P(z)U \in C(J, X) \) for any \( U \in X \), and there exist constants \( K \) and \( \kappa^s < 0 < \kappa^u \) with the following properties:

(i) For any \( z \in J \) and \( U \in X \) there exists a unique solution \( \Phi^s(z, z_0)U \) of (3) defined for \( z \geq z_0, z, \zeta \in J \), such that \( \Phi^s(z_0, z_0)U = P(z_0)U \) and
\[
\| \Phi^s(z, z_0)U \|_X \leq Ke^\kappa^s(z-z_0)\|U\|_X
\]
for every \( z \geq z_0, \ z, z_0 \in J \).

(ii) For any \( z_0 \in J \) and \( U \in X \) there exists a unique solution \( \Phi^u(z, z_0)U \) defined for \( z \leq z_0 \), \( z, z_0 \in J \) such that \( \Phi^u(z_0, z_0)U = (I - P(z_0))U \) and
\[
\| \Phi^u(z, z_0)U \|_X \leq Ke^\kappa^u(z-z_0)\|U\|_X
\]
for every \( z \leq z_0, z, z_0 \in J \).

(iii) The solutions \( \Phi^s(z, z_0)U \) and \( \Phi^u(z, z_0)U \) satisfy
\[
\Phi^s(z_0, z_0)U \in \text{Ran} \; P(z) \quad \text{for all} \; z \geq z_0, z, z_0 \in J, \\
\Phi^u(z_0, z_0)U \in \ker \; P(z) \quad \text{for all} \; z \leq z_0, z, z_0 \in J.
\]

With the above definition, the following corollary is immediate from Lemma 3:

**Corollary 1.** Let \( \lambda \in ((m - 1)^2, n^2) \) and suppose that \( \eta \in (0, \mu_{\min}(\lambda)) \). Then the operator \( B_{\infty}(\lambda) + \eta I \) possesses an exponential dichotomy on \( \mathbb{R} \) with \( \kappa^s = \mu_{\min}(\lambda) + \eta \) and \( \kappa^u = \eta \), while the operator \( B_{\infty}(\lambda) - \eta I \) possesses an exponential dichotomy on \( \mathbb{R} \) with \( \kappa^s = -\eta \) and \( \kappa^u = \mu_{\min}(\lambda) - \eta \).

**Proof.** For \( B_{\infty}(\lambda) + \eta I \), put \( P(z) = P^s(\lambda) \) and
\[
\begin{align*}
\Phi^s(z, z_0) &= e^{P^s(\lambda)(B_{\infty}(\lambda) + \eta I)(z-z_0)}P^s(\lambda), \\
\Phi^u(z, z_0) &= e^{(I - P^u(\lambda))(B_{\infty}(\lambda) + \eta I)(z-z_0)}(I - P^u(\lambda)),
\end{align*}
\]
and for \( B_{\infty}(\lambda) - \eta I \), put \( P(z) = I - P^u(\lambda) \) and
\[
\begin{align*}
\Phi^s(z, \zeta) &= e^{(I - P^s(\lambda))(B_{\infty}(\lambda) - \eta I)(z-z_0)}(I - P^s(\lambda)), \\
\Phi^u(z, \zeta) &= e^{P^u(\lambda)(B_{\infty}(\lambda) - \eta I)(z-z_0)}P^u(\lambda).
\end{align*}
\]
It is clear that these two operators satisfy the conditions of exponential dichotomies. \( \square \)

Next, we study the full system (3), which can be expressed as
\[
U' = (B_{\infty}(\lambda) + L(z; A))U
\]
where
\[
L(z; A) = \begin{bmatrix} 0 & A(z, \cdot)^2 - iA_{\nu}(z, \cdot) - 2iA(z, \cdot)\partial \end{bmatrix}.
\]
To be able to define exponential dichotomies, we consider an exponentially weighted variable \( V_{\pm} = e^{\pm \eta^* U(z)} \). Then \( V_{\pm} \) satisfies the equation
\[
V'_{\pm} = (B_{\infty}(\lambda) \pm \eta I + L(z; A))V_{\pm}.
\]
These systems have exponential dichotomies on \( \mathbb{R}_\pm \).
Lemma 4. Let \( \lambda \in ((m-1)^2, m^2) \), and suppose that (A1) and (A2) are satisfied. Then for any \( \eta \in (0, \mu_{\min}(\lambda)) \), the systems (9) have exponential dichotomies on \( \mathbb{R}_+ \) and \( \mathbb{R}_- 
abla 
abla.

(i) The system for \( V_+ \) has an exponential dichotomy with rates \( \kappa^+ = -\mu_{\min}(\lambda) + \eta \) and \( \kappa^- = \eta \).

(ii) The system for \( V_- \) has an exponential dichotomy with rates \( \kappa^+ = \eta \) and \( \kappa^- = \mu_{\min}(\lambda) - \eta \).

For \( V_+ \), the projection on \( \mathbb{R}_+ \) is denoted by \( P^+_\epsilon (\cdot; \lambda, A) \) and the projection on \( \mathbb{R}_- \) is denoted by \( I - P^\epsilon_- (\cdot; \lambda, A) \). For \( V_- \), the projection on \( \mathbb{R}_- \) is denoted by \( I - P^\epsilon_- (\cdot; \lambda, A) \) and the projection on \( \mathbb{R}_+ \) is denoted by \( P^+_\epsilon (\cdot; \lambda, A) \). The corresponding evolution operators are denoted by \( \Psi^+_\epsilon (\cdot; \cdot; \lambda, A) \) and \( \Psi^-_\epsilon (\cdot; \cdot; \lambda, A) \) for \( V_+ \) on \( \mathbb{R}_+ \), etc. Moreover, the evolution operators depend smoothly on \( \lambda \) and \( A \).

Proof. The result follows from [20, Theorem 1] if we can verify conditions (H1), (H2), (H3) and (H5) of the same paper. In Lemma 3 we have seen that (H1) holds, namely that there exists a constant \( C > 0 \) such that

\[
\| (B_\infty(\lambda) \pm \eta I - i\mu)^{-1} \|_{\mathcal{L}(X)} \leq \frac{C}{1 + |\mu|}.
\]

Next, we verify (H2) with \( \alpha = 0 \) of the same paper, namely that there exist \( \theta > 0, t_\star \geq 0 \), and \( S, K \in C^{0,\theta}(J, L(X)) \) with \( L(z; A) = S(z) + K(z) \) such that \( \| S(z) \|_{\mathcal{L}(X,X)} \leq \epsilon \) for \( z \in J \), and \( K(z) = 0 \) for all \( z \in J \) with \( |z| \geq t_\star \). \( A \) is clearly Hölder continuous in the \( z \) variable and since \( \| L(z, A) \|_{\mathcal{L}(X,X)} \rightarrow 0 \) as \( |z| \rightarrow \infty \), it is easy to see that (H2) holds. We also remark that \( \epsilon \) can be taken arbitrarily small.

The condition (H3) is that \( (B_\infty(\lambda) \pm \eta I)^{-1} \) is compact in \( \mathcal{L}(X) \). This follows since \( \text{Dom}(B_\infty(\lambda)) = Y \) is compactly embedded in \( X \).

It remains to check condition (H5), namely that \( U(t) = 0 \) (\( W(t) = 0 \)) is the only bounded solution of (3) (or its adjoint equation \( W' = -B(z; \lambda, A)^* W \)), satisfying the initial condition \( U(0) = 0 \) (\( W(0) = 0 \)). This follows from Theorem 2.5 of [17].

Smoothness of the exponential dichotomies with respect to the parameters \( (\lambda, A) \) can be shown by the implicit function theorem in a neighbourhood of a point \( (\lambda, A) \).

Using Lemma 4, we define the following evolution operators for the system (8) on \( \mathbb{R}_+ \) and \( \mathbb{R}_- 
abla 
abla:

\[
\Phi_\pm(z, z_0; \lambda, A) = e^{\eta(z-z_0)} \Psi^\pm(z, z_0; \lambda, A), \quad \Phi^u_\pm(z, z_0; \lambda, A) = e^{\eta(z-z_0)} \Psi^u_\pm(z, z_0; \lambda, A),
\]

\[
\Phi^c_\pm(z, z_0; \lambda, A) = e^{\eta(z-z_0)} \Psi^c_\pm(z, z_0; \lambda, A).
\]

4. Exponential decay of eigenfunctions

In this section we show that every eigenfunction is exponentially decaying. Our first lemma gives an expression for the bounded solutions of (3). This expression is then used to prove that the eigenfunctions decay exponentially. To avoid cumbersome notation, we write \( P^\epsilon \) instead of \( P^\epsilon(\lambda) \), etc, in the formulas below.

Lemma 5. Let \( U \) be a solution of (3). Then

(i) if \( U \) is bounded on \( \mathbb{R}_+ \), then for every \( R \geq 0 \) there exist a \( U_0^s \in X^s \) and a \( U_0^c \in X^c \) such that for \( z \geq R \)

\[
U(z) = e^{B_\infty P^s(z-R)} U_0^s + e^{B_\infty P^c z} U_0^c + \int_R^z e^{B_\infty P^s(z-\xi)} P^s L(\xi; A) U(\xi) \, d\xi
\]

\[
- \int_0^R e^{B_\infty P^c(z-\xi)} P^c U(\xi) \, d\xi.
\]

(ii) if \( U \) is bounded on \( \mathbb{R}_- \), then for every \( R \geq 0 \) there exist a \( V_0^u \in X^u \) and a \( V_0^c \in X^c \) such that for \( z \leq -R \)

\[
U(z) = e^{B_\infty P^u(z+R)} V_0^u + e^{B_\infty P^c z} V_0^c - \int_{-R}^z e^{B_\infty P^u(z-\xi)} P^u L(\xi; A) U(\xi) \, d\xi
\]

\[
+ \int_{-\infty}^{-z} e^{B_\infty P^c(z-\xi)} P^c L(\xi; A) U(\xi) \, d\xi.
\]
Proof. Define $M : L^2(S^1) \times L^2(S^1) \rightarrow X$ by

$$MU(\varphi) = \sum_{k \in \mathbb{Z}} M_k \tilde{U}_k e^{ik\varphi},$$

where $M_k$ is defined as in (6), and $\tilde{U}_k$ are the Fourier coefficients of $U$ as before. Note that $M$ is a linear homeomorphism. Define also the unbounded operator $D(\lambda)$ on $\tilde{X}$ by

$$DU(\varphi) = \sum_{k \in \mathbb{Z}} D_k \tilde{U}_k e^{ik\varphi},$$

where $D_k$ is defined in (7). Note that $D$ is closed and densely defined with domain $H^1(S^1) \times H^1(S^1)$.

After the change of variables $U = M\tilde{U}$, the system (3) can be rewritten as

$$\tilde{U}' = D\tilde{U} + \tilde{L}(z; A)\tilde{U},$$

where $\tilde{L}(z; A) := M^{-1}L(z; A)M$. Then $U \in X$ if and only if $\tilde{U} \in \tilde{X}$. Note that $\tilde{L}$ has the same decay properties as $L$. It follows from the definition of $X_\beta$ that

$$\sup_{z \in \mathbb{R}} (1 + |z|)^\beta \|L(z; A)\|_{L^2(\mathbb{R})} < \infty,$$

and so we see that

$$\sup_{z \in \mathbb{R}} (1 + |z|)^\beta \|\tilde{L}(z; A)\|_{L^2(\tilde{X})} < \infty.$$

Hence we introduce the space $\tilde{X}_\beta$ with norm defined by

$$\|\tilde{L}\|_{\tilde{X}_\beta} = \sup_{z \in \mathbb{R}} (1 + |z|)^\beta \|\tilde{L}(z; A)\|_{L^2(\tilde{X})}.$$

In the rest of the proof we use the notation $\tilde{P}^s := M^{-1}P^s$, $\tilde{P}^u := M^{-1}P^u$, $\tilde{P}^c := M^{-1}P^c$, and $\tilde{X}^s := \text{Ran} \tilde{P}^s$, etc.

We only consider the case when $U$ is bounded on $\mathbb{R}_+$, since the case for $\mathbb{R}_-$ is completely similar. We introduce $\tilde{U}_j(z) := \tilde{P}^jU(z)$, for $j \in \{s, c, u\}$. By the variation of constants formula (see e.g. [15]), it follows after projecting onto $\tilde{X}^s$, $\tilde{X}^c$, and $\tilde{X}^u$, respectively, that any solution of (13) satisfies

$$\begin{align*}
\tilde{U}^s(z) &= e^{D\tilde{P}^s(z; -\zeta)}(\tilde{U}^s(\zeta)) + \int_{\zeta}^{z} e^{D\tilde{P}^s(z; -\xi)} \tilde{P}^s \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi, \\
\tilde{U}^c(z) &= e^{D\tilde{P}^c(z; -\zeta)}(\tilde{U}^c(\zeta)) + \int_{\zeta}^{z} e^{D\tilde{P}^c(z; -\xi)} \tilde{P}^c \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi, \\
\tilde{U}^u(z) &= e^{D\tilde{P}^u(z; -\zeta)}(\tilde{U}^u(\zeta)) + \int_{\zeta}^{z} e^{D\tilde{P}^u(z; -\xi)} \tilde{P}^u \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi.
\end{align*}
$$

(14)

Since $\|U(z)\|_X$ is bounded, also $\|\tilde{U}(z)\|_{\tilde{X}}$ is bounded as $z \rightarrow +\infty$, and therefore $\tilde{U}^s$, $\tilde{U}^c$ and $\tilde{U}^u$ are all bounded.

We first look at $\tilde{U}^u$ and let $\zeta \rightarrow +\infty$ in the last equation of (14). Since $\tilde{U}^u$ is bounded, it follows that

$$\tilde{U}^u(z) = -\int_{\zeta}^{+\infty} e^{D\tilde{P}^u(z; -\xi)} \tilde{P}^u \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi.$$

Next, we study the equation for $\tilde{U}^c$. The integral on the right hand side of the second equation of (14) converges as $\zeta \rightarrow +\infty$ since $\|e^{D\tilde{P}^c(z; -\xi)}\|$ is uniformly bounded for $\xi \in \mathbb{R}$ and since

$$\int_{\zeta}^{+\infty} \|\tilde{L}(\xi; A)\|_{\tilde{X}} d\xi \leq \|\tilde{L}(\xi; A)\|_{S^{\infty}} \int_{\zeta}^{+\infty} \frac{1}{(1 + \xi)^\beta} d\xi \leq \frac{1}{\beta - 1} \frac{1}{(1 + z)^{\beta - 1}},$$

(15)
where we recall that \( \beta > 1 \). Since the left hand side of the second equation in (14) does not depend on \( \zeta \), it follows that \( \lim_{\zeta \to -\infty} e^{-D^{\nu_{\zeta}}} \tilde{U}_0(\zeta) \) exists. Hence there exists \( \tilde{U}_0 = \tilde{U}_0(\zeta) \) in \( \tilde{X} \) such that

\[
\tilde{U}(z) = e^{D^{\nu_{\zeta}}z} \tilde{U}_0 - \int_z^\infty e^{D^{\nu_{\zeta}}(z-\xi)} \tilde{P}^c \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi.
\]

For \( \tilde{U}^s \), we choose \( \zeta = R \geq 0 \) arbitrarily, so that by (14) for \( z \geq R \)

\[
\tilde{U}(z) = e^{D^{\nu_{\zeta}}(z-R)} \tilde{U}^s(R) + e^{D^{\nu_{\zeta}}z} \tilde{U}_0 + \int_R^z e^{D^{\nu_{\zeta}}(z-\xi)} \tilde{P}^c \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi
\]

\[ - \int_z^\infty e^{D^{\nu_{\zeta}}(z-\xi)} \tilde{P}^c u \tilde{L}(\xi; A) \tilde{U}(\xi) d\xi. \]

Finally, we write \( \tilde{U}^s = \tilde{U}^s(R) \) and transform back to the \( U \) variable. By putting \( U^\circ_0 := M\tilde{U}^s_0 \), etc.

we obtain the expression in the lemma.

We now use the expression of Lemma 5 and use a contraction mapping argument to show that any eigenfunction is exponentially decaying.

**Lemma 6.** Let \( A \) be a fixed function which satisfies \((A1)\) and \((A2)\), and assume that \( \lambda \) is an eigenvalue of the perturbed operator \( L_A \) with eigenvalue \( \lambda > 0 \) and corresponding eigenfunction \( u \in H^2(\mathbb{R} \times S^1) \). We assume that \( \sqrt{X} \notin \mathbb{Z} \). We denote by \( U \) the corresponding solution of the dynamical system (3). Let \( \kappa \in (0, \mu_{\min}(\lambda)) \). Then there exists a constant \( K > 0 \) such that

\[
\|U(z)\|_X \leq Ke^{-\kappa |z|}
\]

for all \( z \in \mathbb{R} \).

**Proof.** Since \( u \in H^2(\mathbb{R} \times S^1) \) and \( U = (u, u)^T \), it follows that \( U \in H^1(\mathbb{R}; X) \). By standard arguments, \( \|U(z)\|_X \to 0 \) as \( |z| \to \infty \). We concentrate on the proof for \( z \to +\infty \) since the argument for \( z \to -\infty \) is completely similar. We estimate the integrals in (11) and use the notation \( L(z) \) in place of \( L(z; A) \):

\[
I_1 = \int_R^z e^{B_{\nu} P^c(z-\xi)} P^c L(\xi) U(\xi) d\xi \quad \text{and} \quad I_2 = \int_z^\infty e^{B_{\nu} P^c(z-\xi)} P^c u \tilde{L}(\xi) U(\xi) d\xi.
\]

By (15) and since \( \|e^{B_{\nu} P^c T} P^c u\|_{\mathcal{L}(X)} \leq 1 \) for any \( T < 0 \), it follows that

\[
\|I_2\|_X \leq \frac{1}{\beta - 1} \|L\|_{X_{\beta}} \|U\|_{L^\infty} \frac{1}{(1 + z)^{\beta - 1}}.
\]

To estimate \( I_1 \), we use that for any \( \alpha \in \mathbb{R} \)

\[
\lim_{r \to \infty} \int_1^r \left( \frac{1}{\xi} \right)^\alpha e^{-(r-s)} ds = 1,
\]

which implies that there exists a constant \( C > 0 \) such that for every \( r \geq 1 \),

\[
\int_1^r \left( \frac{1}{\xi} \right)^\alpha e^{-(r-s)} ds \leq C.
\]

Let \( \kappa = \mu_{\min}(\lambda) \). By the substitution \( \kappa(1 + \xi) = \tau \) and equation (16) we have for \( z \geq R \)

\[
\|I_1\|_X \leq \frac{\|L\|_{X_{\beta}} \|U\|_{L^\infty}}{(1 + z)^\beta} \int_R^z e^{-\kappa(z-\xi)} \left( \frac{1 + z}{1 + \xi} \right)^\beta d\xi
\]

\[
= \frac{\|L\|_{X_{\beta}} \|U\|_{L^\infty}}{\kappa(1 + z)^\beta} \int_{\kappa(1 + z)}^{\kappa(1 + z + R)} \left( \kappa(1 + z) \right)^\beta e^{-(\kappa(1 + z) - \tau)} d\tau
\]

\[
\leq C \frac{\|L\|_{X_{\beta}} \|U\|_{L^\infty}}{\kappa(1 + z)^\beta}
\]

provided that \( \kappa(1 + R) \geq 1 \), which in particular holds if \( R \geq 1/\kappa \). This shows that \( I_1 \) and \( I_2 \) converge to 0 as \( z \to \infty \). Then by (11) it follows that \( U(z) \to U^\circ_0 \) as \( z \to \infty \). Since \( U(z) \to 0 \) as \( z \to \infty \), we must have \( U^\circ_0 = 0 \).
Hence for $z \geq R \geq 1/\kappa$, $U(z)$ satisfies

$$
U(z) = e^{B_{\infty} P^\tau(z-R)} U^s(R) + \int_R^z e^{B_{\infty} P^\tau(z-\xi)} P^s L(\xi) U(\xi) \, d\xi \\
- \int_z^\infty e^{B_{\infty} P^u(z-\xi)} P^u L(\xi) U(\xi) \, d\xi.
$$

(17)

For $R \geq 1/\kappa$ fixed and $\eta \geq 0$ we define the spaces

$$Y_\eta = \{ W \in C([R, \infty); \mathcal{L}(X)); \| W \|_{Y_\eta} := \sup_{z \geq R} e^{\eta z} \| W(z) \|_X < \infty \}. $$

Then for $\eta \in (0, \kappa)$ we let $F : Y_\eta \rightarrow Y_\eta$ be given by

$$F(W)(z) = e^{B_{\infty} P^\tau(z-R)} U^s(R) + \int_R^z e^{B_{\infty} P^\tau(z-\xi)} P^s L(\xi) W(\xi) \, d\xi \\
- \int_z^\infty e^{B_{\infty} P^u(z-\xi)} P^u L(\xi) W(\xi) \, d\xi.
$$

To see that the right hand side belongs to $Y_\eta$, note that $P^s U^s = U^s$ and that $e^{B_{\infty} P^\tau} P^s$ is exponentially decaying with rate $e^{-\kappa z}$ for $z \rightarrow \infty$, and so $e^{B_{\infty} P^\tau(z-R)} U^s(R) \in Y_\eta$. To see that the integrals belong to $Y_\eta$, similar arguments as those below can be used.

Let $W_1, W_2 \in Y_\eta$. It follows that

$$\| F(W_1) - F(W_2) \|_{Y_\eta} \leq \| W_1 - W_2 \|_{Y_\eta} \left( \sup_{z \geq R} \int_R^z \| e^{B_{\infty} P^\tau(z-\xi)} P^s \|_{\mathcal{L}(X)} \| L(\xi) \|_{\mathcal{L}(X)} e^{\eta(z-\xi)} \, d\xi \right)$$

$$+ \sup_{z \geq R} \int_z^\infty \| e^{B_{\infty} P^u(z-\xi)} P^u \|_{\mathcal{L}(X)} \| L(\xi) \|_{\mathcal{L}(X)} e^{\eta(z-\xi)} \, d\xi \right)$$

$$\leq K \| L \|_{\mathcal{L}(X)} \| x_\beta \|_{\mathcal{L}(X)} \| W_1 - W_2 \|_{Y_\eta} \left( \sup_{z \geq R} \int_R^z \frac{1}{(1+\xi)^\beta} \int_R^z e^{-(\kappa-\eta)(z-\xi)} \left( \frac{1+z}{1+\xi} \right)^\beta \, d\xi \right)$$

$$+ \sup_{z \geq R} \int_z^\infty \frac{1}{(1+\xi)^\beta} \, d\xi \right)$$

$$\leq K \| L \|_{\mathcal{L}(X)} \| x_\beta \|_{\mathcal{L}(X)} \| W_1 - W_2 \|_{Y_\eta} \left( \frac{C}{(\kappa-\eta)(1+R)^\beta} + \frac{1}{(\beta-1)(1+R)^{\beta-1}} \right).$$

By choosing $R$ large enough, we see that $F$ is a contraction on $Y_\eta$. Hence $F$ has a unique fixed point in $Y_\eta$ for any $\eta \in (0, \kappa)$.

Since $U \in Y_0$ solves (17), it is a fixed point for $F$ when $\eta = 0$. But $Y_0 \subset Y_\eta$ for $\eta > 0$, so by uniqueness of the fixed point in $Y_0$, these fixed points must be the same. Hence $U \in Y_\eta$ for any $\eta \in (0, \kappa)$. This shows that $U$ decays exponentially.

\[\Box\]

5. Lyapunov–Schmidt reduction

We are now ready to prove our main result. For this we use Lyapunov–Schmidt reduction. Let $u_*$ be the eigenfunction associated with the embedded eigenvalue of the unperturbed problem, i.e. $\mathcal{L}_{A_0} u_* = \lambda_0 u_*$. We may without loss of generality assume that $u_*$ is normalized so that $\int_{-\infty}^{\infty} \| u_*(z) \|_{L^2(S^1)}^2 \, dz = 1$. We write $U_* := (u_*, u_*^T)^T$, i.e. $U_*$ is a solution of (3) with $A = A_0$ and $\lambda = \lambda_0$.

Using the evolution operators and related projections defined in (10), we define the stable and unstable subspaces $E_+^u$ and $E_-^u$ by

$$E_+^u = \{ U \in Y; P_+^u(0; \lambda_0, A_0) U = U \},$$

$$E_-^u = \{ U \in Y; P_-^u(0; \lambda_0, A_0) U = U \}.$$
Lemma 8. \[ \dim \text{Ran } \tilde{\iota} = 0. \]

If (18) holds, then \[ \lambda - 0 \in +u \]

We have checked in Lemma 4 that the conditions of Theorem 1 of [20] are satisfied. Hence, by (18), first note that for any \( u \), i.e.

\[ (L_{\varepsilon} \oplus X_{\alpha}) = \dim(ker \tilde{\iota}) = 0, \]

\[ \dim \text{Ran } \tilde{\iota} = \dim(X^c) + 1 = 4m - 1. \]

Hence \( \dim \text{Ran } \tilde{\iota} = E_+^s + E_u^u \). Next we will show that the codimension of \( E_+^s + E_u^u \) is one higher than the dimension of \( X^c \).

Lemma 8. \[ \text{codim}(E_+^s + E_u^u) = \dim(X^c) + 1 = 4m - 1. \]

Proof. We show below that \( \iota(\cdot, \cdot; \lambda_0, A_0) \) is Fredholm with Fredholm index

\[ \text{ind}(\iota) = -\dim(X^c) = -(4m - 2). \]

It then follows from \( \text{Ran } \iota(\cdot, \cdot; \lambda_0, A_0) = E_+^s + E_u^u \) and the definition of Fredholm index that

\[ \text{codim}(E_+^s + E_u^u) = \dim(\ker \iota(\cdot, \cdot; \lambda_0, A_0)) - \text{ind}(\iota(\cdot, \cdot; \lambda_0, A_0)) \]

\[ = 1 - (- (4m - 2)) = 4m - 1. \]

We have checked in Lemma 4 that the conditions of Theorem 1 of [20] are satisfied. Hence, by the same theorem, for any \( \varepsilon > 0 \) there exist operators \( S_1, S_2, K_1 \) and \( K_2 \) in \( \mathcal{L}(E_+^s \times E_u^u, X) \) with \( \| S_j \|_{\mathcal{L}(E_+^s \times E_u^u, X)} \leq \varepsilon/2 \) and \( K_j \) compact for \( j = 1, 2 \) and such that

\[ \iota(U_0, U_0^u; \lambda_0, A_0) = U_0^u - U_0^u \]

\[ = P^s(\lambda_0)U_0^u - P^u(\lambda_0)U_0^u + (I - P^s(\lambda_0))(S_1 + K_1)U_0^u - (I - P^u(\lambda_0))(S_2 + K_2)U_0^u. \]

We will prove that \( \iota \) is Fredholm by writing

\[ \iota(U_0, U_0^u; \lambda_0, A_0) = \tilde{\iota}(U_0^u, U_0^u) + (S + K)(U_0^u, U_0^u), \]

where \( \tilde{\iota} : E_+^s \times E_u^u \to X \) is Fredholm with index \(-(4m - 2)\) and \( \| S \|_{\mathcal{L}(E_+^s \times E_u^u, X)} \leq \varepsilon \) and \( K : E_+^s \times E_u^u \to X \) is compact. Indeed, let

\[ \tilde{\iota}(U_0^u, U_0^u) = P^s(\lambda_0)U_0^u - P^u(\lambda_0)U_0^u, \]

\[ S(U_0^u, U_0^u) = (I - P^s(\lambda_0))S_1U_0^u - (I - P^u(\lambda_0))S_2U_0^u, \]

\[ K(U_0^u, U_0^u) = (I - P^s(\lambda_0))K_1U_0^u - (I - P^u(\lambda_0))K_2U_0^u. \]

By Lemma 3.3 of [20] the operators \( P^s(\lambda_0) : E_+^s \to X^s \) and \( P^u(\lambda_0) : E_u^u \to X^u \) are both Fredholm with index 0. Since \( X^u \cap X^s = \{0\} \), it follows that ker \( \tilde{\iota} = \ker P^{s|E_+^s} \times \ker P^{u|E_u^u} \), so that \( \dim \ker \tilde{\iota} = \dim \ker P^{s|E_+^s} + \dim \ker P^{u|E_u^u} \). Moreover, \( \text{Ran } \tilde{\iota} = \text{Ran } P^{s|E_+^s} \oplus \text{Ran } P^{u|E_u^u} \), and so \( \dim \text{Ran } \tilde{\iota} = \dim \text{Ran } P^{s|E_+^s} + \dim \text{Ran } P^{u|E_u^u} \). It follows that \( \iota : E_+^s \times E_u^u \to X^s \oplus X^u \) is Fredholm with Fredholm index 0. When considering \( \tilde{\iota} \) as an operator into the bigger space \( X = X^s \oplus X^u \oplus X^c \), the codimension of the range will increase by the number of dimensions of \( X^c \), i.e., \( 4m - 2 \), while the dimension of the kernel is unchanged. By the definition of Fredholm index, the index of \( \iota : E_+^s \times E_u^u \to X \) is then \( -(4m - 2) \).
It is straightforward to prove that \( \|S\|_{L(E_+^s \times E_-^u, X)} \leq \epsilon \):
\[
\|S(U_0^s, U_0^u)\| \leq \|S_1 U_0^s\| + \|S_2 U_0^u\|
\leq \|S_1\|\|U_0^s\| + \|S_2\|\|U_0^u\|
\leq \frac{\epsilon}{2}(\|U_0^s\| + \|U_0^u\|)
\leq \epsilon \sqrt{\|U_0^s\|^2 + \|U_0^u\|^2},
\]
which proves that \( \|S\| \leq \epsilon \).

It is also easy to see that \( K \) is compact, using that \( K_1 \) and \( K_2 \) are compact. Since \( \epsilon \) can be made arbitrarily small, it follows from Fredholm theory (see e.g. Theorem 5.22 and Theorem 5.26 of Chapter IV of [16]) that \( \iota : E_+^s \times E_-^u \to X \) is also Fredholm with index \(-(4m - 2)\). This completes the proof. \( \square \)

Let \( Q \) be a projection in \( X \) onto \( \text{Ran} \iota(\cdot; \lambda_0, A_0) = E_+^s + E_-^u \). Lemma 8 implies that \( \text{dim}(\ker Q) = 4m - 1 \). Equation (18) can then be rewritten as
\[
Q\iota(U_0^s, U_0^u; \lambda, A) = 0,
(I - Q)\iota(U_0^s, U_0^u; \lambda, A) = 0.
\tag{20}
\]

**Lemma 9.** Let \( D \subset E_+^s \times E_-^u \) be an affine hyperplane such that
\[
D \cap \text{span}\{(U_*(0), U_*(0))\} = \{(U_*(0), U_*(0))\}.
\]
For \( (\lambda, A) \) close to \( (\lambda_0, A_0) \), the first equation of (20) has a unique solution
\[
(U_0^s, U_0^u) = (U_0^s(\lambda, A), U_0^u(\lambda, A)) \in D
\]
in a neighbourhood of \( (U_*(0), U_*(0)) \). Moreover, \( U_0^s \) and \( U_0^u \) are smooth in their arguments.

**Proof.** For \( (\lambda, A) \) fixed, \( Q\iota \) is a linear mapping from \( E_+^s \times E_-^u \) to \( \text{Ran} Q = E_+^s + E_-^u \), and \( \ker(Q\iota)(\cdot; \lambda_0, A_0) = \text{span}\{(U_*(0), U_*(0))\} \). By the definition of \( Q \) and since \( P_+^s \) and \( P_-^u \) are continuous in \( \lambda \) and \( A \), it follows that \( Q\iota(\cdot; \lambda, A) : E_+^s \times E_-^u \to E_+^s + E_-^u \) is surjective for \( (\lambda, A) \) in a neighbourhood of \( (\lambda_0, A_0) \).

The implicit function theorem now gives that for \( (\lambda, A) \) close to \( (\lambda_0, A_0) \), the first equation of (20) has a unique solution \( (U_0^s(\lambda, A), U_0^u(\lambda, A)) \in D \) in a neighbourhood of \( (U_*(0), U_*(0)) \). It also follows that this solution is smooth in its arguments. \( \square \)

Using the variation of constants formula (see [15]), it is easy to see that
\[
\iota(\cdot; \lambda, A) = U_0^s - U_0^u + \int_0^\infty \Phi_0^s(0, z; \lambda, A_0)L(z; A)\Phi_0^u(z, 0; \lambda, A)U_0^u \, dz
\]
\[
+ \int_0^\infty \Phi_0^s(0, z; \lambda, A_0)L(z; A)\Phi_0^u(z, 0; \lambda, A)U_0^u \, dz.
\]

To solve the second equation of (20), we define \( F : \mathbb{R} \times X_{\beta} \to \ker Q \) by
\[
F(\lambda, A) = -\iota(U_0^s(\lambda, A), U_0^u(\lambda, A); \lambda, A) = -(I - Q)\iota(U_0^s(\lambda, A), U_0^u(\lambda, A))
\]
\[
= \int_{-\infty}^0 (I - Q)\Phi_0^s(0, z; \lambda_0, A_0)((\lambda - \lambda_0)N + L(z; A))\Phi_0^u(z, 0; \lambda, A) \, dz
\]
\[
+ \int_0^{\infty} (I - Q)\Phi_0^s(0, z; \lambda_0, A_0)((\lambda - \lambda_0)N + L(z; A))\Phi_0^u(z, 0; \lambda, A) \, dz,
\]
where \( N : X \to X \) is given by
\[
N = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\]
Note that \( F \) is a smooth function and that solving (20) is equivalent to solving \( F(\lambda, A) = 0 \).

To solve \( F(\lambda, A) = 0 \), we use the dual space \( X' = H^{-1}(S^1) \times L^2(S^1) \) of \( X \) and the adjoint equation for \( \lambda = \lambda_0 \) and \( A = A_0 \), i.e. the equation
\[
W' = -(B_0(\lambda_0) + L(z; A_0))W.
\]
The adjoint system has exponential dichotomies on $\mathbb{R}_+$ and $\mathbb{R}_-$ which we denote by $\Psi^+_0(z,\tau_0)$, $\Psi^u_0(z,\tau_0)$, and $\Psi^s_0(z,\tau_0)$, respectively. The relationships between the dichotomies for the unperturbed system (3) with $\lambda = \lambda_0$ and $A = A_0$ and those of the adjoint system (22) are given by $\Psi^+_0(z,\tau_0) = \Phi^+_0(\zeta_0,\tau)_*, \Psi^u_0(z,\tau_0) = \Phi^u_0(\zeta_0,\tau)_*$, etc., where $\zeta_0, \tau$ are in the appropriate intervals.

It is straightforward to check that $U^+_0 := (-u'_s,u_s)^T$ solves the adjoint system (22) and is exponentially decaying as $|\tau| \to \infty$. It is also easy to see that for $U^s \in E^s_0$ and $U^u \in E^u_0$ we have

$$\frac{d}{d\tau} \langle U^+_0(\tau), \Phi^+_0(\tau,0)U^s \rangle = \frac{d}{d\tau} \langle \Psi^+_0(\tau,0)U^+_0(0), \Phi^+_0(0,0)U^s \rangle = 0,$$

and since $U^+_0(\tau) \to 0$ as $|\tau| \to \infty$ and $\Phi^+_0(\tau,0)U^s$ and $\Phi^u_0(\tau,0)U^u$ are bounded on $\mathbb{R}_+$ and $\mathbb{R}_-$, respectively, it follows that $(U^+_0(0), U^s + U^u) = 0$. This also implies that for any $U \in \mathbb{X}$ we have $(U^+_0(0), QU) = 0$, and thus also $(Q^*U^+_0(0), U) = 0$. This gives immediately that $U^+_0(0) \in \ker Q^*$.

**Lemma 10.** The equation $(U^+_0(0), F(\lambda, A)) = 0$ defines a smooth function $\lambda(A)$ in a neighbourhood of $A = A_0$ such that $\lambda(A_0) = \lambda_0$. Furthermore, for any $A \in \mathbb{X}_A$,

$$\lambda'(A_0)A = -\int_{-\infty}^{\infty} (u_s(z), (-2iA(z,\cdot)\partial_z - iA'_s(z,\cdot)+2A_0(z,\cdot)A(z,\cdot))u_s(z))_{L^2(\sigma^1)} \, dz. \quad (23)$$

**Proof.** The pairing of $F(\lambda, A)$ with $U^+_0(0)$ gives the equation

$$0 = F_s(\lambda, A) := \langle U^+_0(0), F(\lambda, A) \rangle$$

$$= \int_{-\infty}^{0} \langle U^+_0(0), \Phi^u_0(z,0;\lambda_0,A_0)((\lambda - \lambda_0)N + L(z;A))\Phi^u_0(z,0;\lambda,A) \rangle \, dz$$

$$+ \int_{0}^{\infty} \langle U^+_0(0), \Phi^u_0(z,0;\lambda_0,A_0)((\lambda - \lambda_0)N + L(z;A))\Phi^u_0(z,0;\lambda,A) \rangle \, dz$$

$$= \int_{-\infty}^{0} \langle U^+_0(z), ((\lambda - \lambda_0)N + L(z;A))\Phi^u_0(z,0;\lambda,A) \rangle \, dz$$

$$+ \int_{0}^{\infty} \langle U^+_0(z), ((\lambda - \lambda_0)N + L(z;A))\Phi^u_0(z,0;\lambda,A) \rangle \, dz$$

By Lemma 4, $F_s$ is a smooth function of $\lambda$ and $A$ in a neighbourhood of $(\lambda_0, A_0)$. Moreover, $F_s(\lambda_0, A_0) = 0$ and

$$\frac{\partial F_s}{\partial \lambda}(\lambda_0, A_0) = \int_{-\infty}^{\infty} \langle U^+_0(z), NU^u_0(z) \rangle \, dz = \int_{-\infty}^{\infty} \|u^u_0(z)\|^2_{L^2(\sigma^1)} \, dz = 1$$

by the normalization of $u^u_0$.

This allows us to use the implicit function theorem to solve for $\lambda$ and obtain $\lambda$ as a function of $A$ in a neighbourhood of $A = A_0$ with $\lambda(A_0) = \lambda_0$. Differentiation of the function $F_s(\lambda(A), A) = 0$ and evaluating in $A = A_0$ gives the expression (23). \qed

We are now ready to prove Theorem 1.

**Proof of Theorem 1.** Since $\ker Q$ is $(4m-1)$-dimensional, we have $4m-2$ conditions left to verify. Again we use the adjoint equation. The adjoint projection $Q^*$ has a $(4m-1)$-dimensional kernel, just as $Q$ itself. We have seen that $U^+_0(0) \in \ker Q$. Next, we define $W_k(0) \in \mathbb{X}_A$, $k = 1, \ldots, 4m-2$ to be such that $\{W_k(0); \; k = 1, \ldots, 4m-2 \} \cup \{U^+_0(0)\}$ is a basis for $\ker Q^*$. For $k = 1, \ldots, 4m-2$, let $W_k$ be solution of the adjoint unperturbed system with initial value $W_k(0)$.

For $k = 1, \ldots, 4m-2$, we let

$$F_k(A) := \langle W_k(0), F(\lambda(A), A) \rangle,$$

and note that $F_k : \mathbb{X}_A \to \mathbb{R}$ are smooth functions. If for some $A$, $F_k(A) = 0$ for all $k = 1, \ldots, 4m-2$, then $F(\lambda(A), A) = 0$ as $\{W_k(0); \; k = 1, \ldots, 4m-2 \} \cup \{U^+_0(0)\}$ is a basis for $\ker Q^*$. \qed
To prove the theorem, we show that there is a codimension \(4m - 2\) manifold of perturbations \(A\) defined by the equations \(F_k(A) = 0\) for \(k = 1, \ldots, 4m - 2\).

With the notation
\[
U(z; A) := \begin{cases} 
\Phi^+_u(z, 0; \lambda(A), A)U^0_0(\lambda(A), A), & \text{for } z \geq 0, \\
\Phi^-_u(z, 0; \lambda(A), A)U^0_0(\lambda(A), A), & \text{for } z < 0,
\end{cases}
\]
we have
\[
F_k(A) = \int_{-\infty}^{\infty} (W_k(z), ((\lambda(A) - \lambda_0)N + L(z; A))U(z; A)) \, dz
= \int_{-\infty}^{\infty} (w_k(z), (\lambda(A) - \lambda_0 - 2iA(z, \cdot) \partial - iA'_\varphi(z, \cdot) + A(z, \cdot)^2)u(z; A))_{L^2(S^1)} \, dz,
\]
where \(W_k = (-w'_k, w_k)^T\) and \(u(z; A)\) is the first component of \(U(z; A)\).

We claim that \(F_k'(A_0), k = 1, \ldots, 4m - 2\) are linearly independent. To see this, we first observe that for every \(A \in X_\beta\)
\[
F_k'(A_0)A = \int_{-\infty}^{\infty} (w_k(z), ([\lambda'(A_0)] - 2iA(z, \cdot) \partial - iA'_\varphi(z, \cdot) + 2A_0(z, \cdot)A(z, \cdot)u_\ast(z))_{L^2(S^1)} \, dz,
\]
where \(\lambda'(A_0)A\) is as in (23). Assume that there exist \(\alpha_1, \ldots, \alpha_{4m - 2} \in \mathbb{C}\) such that for every \(A \in X_\beta\)
\[
0 = \sum_{k=1}^{4m-2} \alpha_k F_k'(A_0)A
= \int_{-\infty}^{\infty} (w(z), ([\lambda'(A)] - 2iA(z, \cdot) \partial - iA'_\varphi(z, \cdot) + 2A_0(z, \cdot)A(z, \cdot)u_\ast(z))_{L^2(S^1)} \, dz,
\]
where we have used the notation
\[
w := \sum_{k=1}^{4m-2} \alpha_k w_k.
\]

We will show that \(\alpha_k = 0\) for \(k = 1, \ldots, 4m - 2\). After a rearrangement and by (23), we see that this is equivalent to
\[
\int_{-\infty}^{\infty} (w(z) + \alpha_u u_\ast(z), (-2iA(z, \cdot) \partial - iA'_\varphi(z, \cdot) + 2A_0(z, \cdot)A(z, \cdot)u_\ast(z))_{L^2(S^1)} \, dz = 0
\]
for every \(A \in X_\beta\), where
\[
\alpha_u := \int_{-\infty}^{\infty} \langle w(z), u_\ast(z) \rangle_{L^2(S^1)} \, dz.
\]

Using integration by parts with respect to \(\varphi\), it follows that
\[
\int_{-\infty}^{\infty} \int_{S^1} \left( i \frac{\partial}{\partial \varphi} \left( u_\ast(z, \varphi)(w(z, \varphi) + \alpha_u u_\ast(z, \varphi)) \right) - 2i u'_\varphi(z, \varphi)(\bar{w}(z, \varphi) + \alpha_u u_\ast(z, \varphi)) \\
+ 2A_0(z, \varphi)u_\ast(z, \varphi)(\bar{w}(z, \varphi) + \alpha_u u_\ast(z, \varphi)) \right) A(z, \varphi) \, d\varphi \, dz = 0
\]
for every \(A \in X_\beta\). Since \(X_\beta\) is dense in \(L^2(\mathbb{R} \times S^1; \mathbb{R})\), we get that
\[
i \frac{\partial}{\partial \varphi} \left( u_\ast(z, \varphi)(w + \alpha_u u_\ast)(z, \varphi) \right) - 2i u'_\varphi(z, \varphi)(\bar{w} + \alpha_u u_\ast)(z, \varphi) + 2A_0(z, \varphi)u_\ast(z, \varphi)(\bar{w} + \alpha_u u_\ast)(z, \varphi) = 0.
\]

After a simplification, it follows that
\[
u_\ast(z, \varphi)(w + \alpha_u u_\ast)(z, \varphi) - (u'_\varphi(z, \varphi) + 2iA_0(z, \varphi)u_\ast(z, \varphi))(w + \alpha_u u_\ast)(z, \varphi) = 0
\]
for every \((z, \varphi) \in \mathbb{R} \times S^1\), where we have used that \(u_\ast\) and \(w + \alpha_u u_\ast\) are continuously differentiable.

The aim is to show that \(w + \alpha_u u_\ast \equiv 0\) by showing that it vanishes on an open set. Then by unique continuation, it will be 0 everywhere.
By (A3), there exists a $z_0 \in \mathbb{R}$ such that $\int_0^{2\pi} A_0(z_0, \varphi) \, d\varphi \neq 0$. By the intermediate value theorem, since $A_0$ is continuous and $A_0(z, \varphi) \to 0$ as $|z| \to \infty$, we may assume that $\int_0^{2\pi} A_0(z_0, \varphi) \, d\varphi \neq k\pi$ for all $k \in \mathbb{Z}$. By continuity of $\int_0^{2\pi} A_0(\cdot, \varphi) \, d\varphi$, there exists an open interval $I \ni z_0$ such that $\int_0^{2\pi} A_0(z, \varphi) \, d\varphi \neq k\pi$ for all $z \in I$.

We claim that for every $z \in I$, $(w + \alpha_u u)(z, \cdot)$ or $u_*(z, \cdot)$ vanishes on an interval in the $\varphi$ variable. To prove this, we argue by contradiction, and assume that there exists a $z_1 \in I$ such that $(w + \alpha_u u)(z_1, \cdot)$ and $u_*(z_1, \cdot)$ do not vanish on any interval. Let $\varphi_0 \in S^1$ be such that $(w + \alpha_u u)(z_1, \varphi_0) \neq 0$. We multiply (24) by the integrating factor

$$\exp \left( 2i \int_{\varphi_0}^\varphi A_0(z_1, \psi) \, d\psi \right)$$

and note that the exponential in the numerator is always nonzero, while the denominator is nonzero in a neighbourhood of $\varphi_0$. Equation (24) for $z = z_1$ can then be rewritten as

$$\frac{\partial}{\partial \varphi} \left( \frac{\exp \left( 2i \int_{\varphi_0}^\varphi A_0(z_1, \psi) \, d\psi \right) u_*(z_1, \varphi)}{(w + \alpha_u u_*)(z_1, \varphi)} \right) = 0,$$

in a neighbourhood of $\varphi_0$, and hence

$$\exp \left( 2i \int_{\varphi_0}^\varphi A_0(z_1, \psi) \, d\psi \right) u_*(z_1, \varphi) = \frac{u_*(z_1, \varphi_0)}{(w + \alpha_u u_*)(z_1, \varphi_0)}$$

for $\varphi$ in this neighbourhood.

If $\varphi_1$ is another point such that $(w + \alpha_u u)(z_1, \varphi_1) \neq 0$, then the same argument can be used around $\varphi_1$ instead of $\varphi_0$. We now need to prove that (25) is valid with the same $\varphi_0$ for all $\varphi \in S^1$. For this, we need to extend (25) across the zeros of $(w + \alpha_u u)(z_1, \cdot)$. Let us first consider a point $\varphi_2 \in S^1$ for which $(w + \alpha_u u_*)(z_1, \varphi_2) = 0$ and $\partial_\varphi (w + \alpha_u u_*)(z_1, \varphi_2) \neq 0$. On each side of this zero, an equation (25) is valid, possibly with two different $\varphi_0$. Then

$$u_*(z, \varphi) = \begin{cases} C_1(z) \exp \left( 2i \int_{\varphi_0}^\varphi A_0(z_1, \psi) \, d\psi \right) (w + \alpha_u u_*)(z, \varphi), & \text{for } \varphi < \varphi_2 \\ C_2(z) \exp \left( 2i \int_{\varphi_0}^\varphi A_0(z_1, \psi) \, d\psi \right) (w + \alpha_u u_*)(z, \varphi), & \text{for } \varphi > \varphi_2 \end{cases}$$

in a neighbourhood of $\varphi_2$ and for $z = z_1$. Differentiating (26) with respect to $\varphi$ and taking limits from the left and right, we conclude that $C_1(z_1) = C_2(z_2)$ since $u_*$ and $w + \alpha_u u_*$ are $C^1$ functions. This shows that the formula (25) can be extended across zeros of $(w + \alpha_u u_*)(z_1, \cdot)$ for which $\partial_\varphi (w + \alpha_u u_*)(z_1, \cdot) \neq 0$.

Next, consider a point $\varphi_3$ for which $(w + \alpha_u u_*)(z_1, \varphi_3) = \partial_\varphi (w + \alpha_u u_*)(z, \varphi) = 0$. Recall that we have assumed that $w + \alpha_u u_*$ is not entirely zero on an interval containing $\varphi_3$. Then there are two mutually exclusive possibilities: Either

i) For every $\epsilon > 0$, there exists a $z \in (z_1 - \epsilon, z_1 + \epsilon)$ and a $\delta > 0$ such that for every $\varphi \in (\varphi_3 - \delta, \varphi_3 + \delta)$ it holds that $(w + \alpha_u u_*)(z, \varphi) \neq 0$ or $\nabla (w + \alpha_u u_*)(z, \varphi) \neq 0$, or

ii) There exists an $\epsilon > 0$ such that for every $z \in (z_1 - \epsilon, z_1 + \epsilon)$ and every $\delta > 0$ there exists a $\varphi \in (\varphi_3 - \delta, \varphi_3 + \delta)$ such that $(w + \alpha_u u_*)(z, \varphi) = 0$ and $\nabla (w + \alpha_u u_*)(z, \varphi) = 0$.

In case i), (26) is valid in a neighbourhood of $\varphi_3$, and a similar formula also holds for other $z$ close to $z_1$, and the formula can be extended across any zero of $(w + \alpha_u u_*)(z, \cdot)$ for which $\partial_\varphi (w + \alpha_u u_*)(z, \cdot) \neq 0$ for $z$ close to $z_1$. Since $u_*$ and $w + \alpha_u u_*$ are $C^1$ functions, $C_1$ and $C_2$ are also $C^1$ functions. An argument using the triangle inequality shows that the functions $C_1(z_1) = C_2(z_1)$.

In case ii), a continuity argument shows that $(w + \alpha_u u_*)(z, \varphi_3) = 0$ and $\partial_\varphi (w + \alpha_u u_*)(z, \varphi_3) = 0$ for each $z$ in an interval containing $z_1$. Notice that $w + \alpha_u u_*$ solves the second-order elliptic linear PDE $-\partial^2 u + iA_0(z, \varphi)u = A_0u$ in a domain containing this line segment, and that it satisfies Cauchy data on the segment. Uniqueness of the Cauchy problem [4] shows that $w + \alpha_u u_*$ is 0 in an open set, and in particular $(w + \alpha_u u_*)(z_1, \cdot)$ vanishes on a line segment, which is a contradiction.
This shows that only case i) is possible, and the formula (25) can be extended across isolated points of the zero set of \((w + \alpha_* u_*)\)(\(z_1, \cdot\)), and

\[ u_*(z_1, \varphi) = C(z_1)(w + \alpha_* u_*) (z_1, \varphi) \exp \left( 2i \int_0^\varphi A_0(z_1, \psi) d\psi \right). \]

Note that \(u_*(z_1, \cdot)\) and \((w + \alpha_*) (z_1, \cdot)\) are both \(2\pi\)-periodic, and so

\[ C(z_1)(w + \alpha_* u_*) (z_1, \varphi_0) \left( \exp \left( 2i \int_0^{2\pi} A_0(z_1, \psi) d\psi \right) - 1 \right) = 0 \]

for some \(\varphi_0\) such that \((w + \alpha_* u_*) (z_1, \varphi_0) \neq 0\). Since \(z_1\) was chosen such that \(\int_0^{2\pi} A_0(z_1, \psi) d\psi \neq k\pi\) for all \(k \in \mathbb{Z}\), the only possibility is that \(C(z_1) = 0\). But then \(u_*\) vanishes on an interval, contrary our assumption. This proves that our assumption that \((w + \alpha_* u_*) (z_1, \cdot)\) or \(u_*(z_1, \cdot)\) does not vanish on an interval was wrong, an hence it must be true that \((w + \alpha_* u_*) (\cdot)\) or \(u_*(\cdot, \cdot)\) vanish on an interval for every \(z \in I\). This is sufficient for proving that \(u_*\) or \(w + \alpha_* u_*\) vanish on a nonempty open set, by the following application of the Baire category theorem:

**Proposition 1.** Let \(I\) be an interval in \(\mathbb{R}\). If \(f : I \times I \to \mathbb{C}\) is continuous and for every \(x \in I\) there exists an interval \(I_x \subset I\) such that \(f(x, y) = 0\) for every \(y \in I_x\), then \(f \equiv 0\) on a nonempty open subset of \(I \times I\).

**Proof.** For \(p, q \in \mathbb{Q} \cap \mathbb{I}\), let \(B(p, q) = \{x; [p, q] \subset I_x\}\), and note that by assumption, \(\cup_{p,q} B(p, q) = I\).

Since \(f\) is continuous, the sets \(B(p, q)\) are closed. By the Baire category theorem, at least one of the sets \(B(p, q)\) contains an interval \([x_1, x_2]\), since otherwise the interval \(I\) would be a countable union of nowhere dense sets. This proves that \(f(x, y) = 0\) for \((x, y) \in (x_1, x_2) \times (p, q)\), which is a nonempty open subset of \(I \times I\).

By applying Proposition 1 to \(w + \alpha_* u_*\) or \(u_*\) we find that \(w + \alpha_* u_*\) or \(u_*\) has to vanish on an open set, and by unique continuation, it must vanish entirely on \(\mathbb{R} \times S^1\). But \(u_*\) is the eigenfunction, so it cannot vanish everywhere, so the only possibility is that \(w + \alpha_* u_*\) vanishes on \(\mathbb{R} \times S^1\). Hence \(\alpha_k = 0\) for \(k = 1, \ldots, 4m - 2\), and so \(F_k(A_0), k = 1, \ldots, 4m - 2\) are linearly independent. The proof can now be concluded as follows:

Define \(\mathcal{F} : X_\beta \to \mathbb{C}^{4m-2}\) by

\[ \mathcal{F}(A) := (F_1(A), \ldots, F_{4m-2}(A))^T. \]

By the linear independence of the components of \(\mathcal{F}(A_0)\), we have a decomposition

\[ X_\beta = (\ker \mathcal{F}(A_0)) \oplus \mathcal{M}, \]

where \(\mathcal{M}\) is \((4m - 2)\)-dimensional. Moreover, the map \(\mathcal{F}(A_0)\) is surjective. For \(A \in X_\beta\) we write \(A = A_1 + A_2\), where \(A_1 \in \ker \mathcal{F}(0)\) and \(A_2 \in \mathcal{M}\).

Finally, we define \(\mathcal{G} : (\ker \mathcal{F}(A_0)) \times \mathcal{M} \to \mathbb{C}^{4m-2}\) by \(\mathcal{G}(A_1, A_2) = \mathcal{F}(A_1 + A_2)\). The Fréchet derivative at \((0, 0)\) with respect to \(A_2\), which we denote by \(\mathcal{G}_2'(0, 0)\) is invertible, and so by the implicit function theorem, the equation \(\mathcal{G}(A_1, A_2)\) is solvable for \(A_2\) in terms of \(A_1\), and this equation defines a smooth manifold of codimension \(4m - 2\) in a neighbourhood of \(A = A_0\).
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