Evolution of quantum superpositions in open environments: Quantum trajectories, jumps, and localization in phase space
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The decay of coherence when a quantum system interacts with a much larger environment is usually described by a master equation for the system reduced density matrix and emphasizes the evolution of an entire ensemble. We consider two methods that have been developed recently to simulate the evolution of single realizations. Quantum-state diffusion involves both diffusion, where the individual quantum trajectory fluctuates through a Wiener process deriving from the environment, and localization to a coherent state, an eigenstate of the relevant Lindblad operator describing the coupling of the system to the environment. We demonstrate the localization process for different initial states and utilize the Wigner function to depict this localization in phase space. We concentrate on quantum states that can be expressed as a superposition of appropriate coherent states. For an initial superposition of two coherent states (a Schrödinger “cat”), one of the two components will dominate the evolution. For initial Fock states, which can be described as a continuous superposition of coherent states on a ring, localization takes place when one coherent state is selected from that ring where each component has nearly the same energy as the original Fock state. We also consider the localization from a nonclassical squeezed ground state, which can be expressed as a superposition of coherent states along a line in phase space. The second simulation method considered is the state vector Monte Carlo, or “quantum jump,” approach, which relates to the direct counting of decay quanta. In the case of an initial Schrödinger “cat,” we find that when no quantum is detected the “cat” shrinks, but when a quantum is detected, the Schrödinger “cat” “jumps” from one type of “cat” to another with different internal phase. For an initial squeezed state we show how quantum jumps lead to individual realizations which are superpositions of two squeezed states.

PACS number(s): 42.50.Lc, 42.50.Dv

I. INTRODUCTION

Closed quantum systems evolving entirely through reversible Hermitian dynamics, are frequently employed in quantum dynamics, with the Jaynes-Cummings model of a single two-level atom interacting with a single quantum field mode being perhaps the best known example [1]. In such idealizations, subsystems become entangled and coherences created. In reality, no quantum system can ever be entirely isolated from its environment and its dynamics need to be supplemented to recognize the irreversible decay of energy and coherences characteristic of open systems [2]. A method which is widely adopted to describe such behavior is the master equation for the reduced density operator (having traced out the degrees of freedom of the larger environment) with the system-environment coupling treated in the Born-Markov approximation [3]. This method describes the evolution of an ensemble of realizations of the quantum system and shows that coherences (especially those characterizing macroscopic superpositions) decay much faster than the system energy [4–6]. This ensemble approach is well suited for problems such as those involving many atoms interacting with a radiation field. But it does not easily address the question of how an individual member of an ensemble evolves in a dissipative environment, even though this issue is accessible to experiment. For example, the quantum jumps in the fluorescence of a single three-level ion undergoing intermittent shelving in a metastable state [7,8] are well known. Similarly, quantum jumps in the photon excitation number of a single mode of a high-Q cavity have been studied theoretically [9,10] and experimentally [11]. Recently, methods to describe the evolution of single quantum systems interacting with an open environment have been developed for their intrinsic interest [8,12–27] and for practical computational reasons even when an ensemble is of primary interest [28–34].

In this paper we address the question of how a single realization of a superposition of radiation field states evolves in a dissipative environment. That is, we examine the evolution of prepared quantum superpositions conditioned by measurements we are able to make on the decay products of the dissipation, with the record of such conditioned measurements being particular to that realization. The evolution of such a superposition will of course depend on the precise measurement scheme adopted: for radiation fields one may imagine quadrature measurements of field variables as one such scheme or direct photon counting as another. All hinge ultimately on the counting of quanta. The state vector Monte Carlo method [12,13] has been developed to simulate the evolution of a single realization conditioned by the observation of decay quanta and centers on quantum jumps reflecting the information gained from such observations. It involves a continuous evolution which is interrupted by
"instantaneous" jumps as the state vector is conditioned by information gained from the register of counts. The other method commonly adopted involves both a quantum-state diffusion [15], where the individual quantum trajectory fluctuates through a Wiener process deriving from the environment, and localization to a coherent state [19], an eigenstate of the relevant Lindblad operator \( R \) describing the coupling of the system to the environment [35]. For example, in one-photon decay \( R \) is the annihilation operator \( \hat{a} \) for the field mode, whereas in two-photon decay \( R \propto \hat{a}^+ \) [22,23] and in atomic spontaneous emission decay \( R \propto \sigma_- \), the Pauli lowering operator for the atomic excitation. Milburn and Wiseman, and others [12,14,36,37] have related these two simulation schemes, the Monte Carlo wave function method, and the quantum-state diffusion method, to specific measurement schemes: the quantum-jump method to continuous direct counting of decay quanta and the quantum-state diffusion method to a heterodyne measurement of oscillation amplitudes. Each has a distinct and characteristic evolution for single realizations. But we should stress that the average over a family of very many realizations generates precisely the ensemble evolution predicted by the density-matrix treatment, quite independent of the particular choice of conditioning. That is, there are many equivalent ways of "unraveling" the master equation, each appropriate to a particular choice of conditioning [12]. The simulation of these individual realizations generates a family of trajectories which, independent of the kind of conditioning used, average to the usual density-matrix predictions of decoherence for the ensemble [4].

In the approach adopted here, the quantum jumps are obtained from conventional quantum mechanics by inclusion of the effects of the larger environment in which the quantum system is embedded. Some authors have examined modifications of the Schrödinger dynamics going beyond conventional quantum mechanics by invoking "intrinsic" mechanisms for decoherence [38]. We have shown elsewhere [39] that for some cases these intrinsic mechanisms act as dephasing rather than dissipative influences in quantum optics. We also wish to stress that we adopt the conventional measurement interpretation of quantum-state diffusion even though quantum-state diffusion has its origins in stochastic quantum mechanics [40].

In Sec. II we first review the treatment of dissipation using the standard master equation form and then we review both the quantum-jump and quantum-state diffusion methods. In Sec. III we explore cases of quantum-state diffusion in more detail and then in Sec. IV we contrast the examples of quantum-state diffusion with the corresponding quantum-jump simulations. Section V concludes this paper.

II. THE MASTER EQUATION AND THE SIMULATION METHODS

A. Density-matrix approach

One standard method for dealing with dissipative problems is the density-matrix approach [41] where the system of interest (a cavity field mode or a single two-level atom, for example) interacts with a reservoir describing the infinite number of degrees of freedom responsible for the irreversible decay. The density matrix describes a lack of precise knowledge about a quantum system. In the current context the lack of knowledge arises from the derivation of the (quantum optics) master equation for the reduced density operator describing the system alone, which involves a trace over the reservoir and results in statistical uncertainty in the state vector.

The system on which we focus in this paper consists simply of a single mode of the radiation field which by virtue of its coupling to some kind of reservoir undergoes dissipation or a loss of energy. As stated in the Introduction, we envisage a mode of the electromagnetic field, but the arguments apply equally to any kind of quantized oscillator. For simplicity, we consider a zero-temperature reservoir, so that the relaxation proceeds purely by spontaneous rather than stimulated transitions. It is straightforward to generalize the argument to include finite-temperature effects [16]. The standard treatment results in the master equation for the density of matrix

\[
\frac{d}{dt}\rho = \kappa (\hat{a} \rho \hat{a}^+ - \frac{1}{2} \hat{a}^+ \hat{a} \rho - \frac{1}{2} \rho \hat{a}^+ \hat{a} ) ,
\]

when the rotating-wave approximation has been made. There is no Hamiltonian term describing the free (nondissipative) evolution because we consider only the decay of a prepared quantum state and because the density matrix \( \rho \) is transformed to the interaction representation. However, coherent couplings can be included in a straightforward way. As usual, \( \hat{a} \) and \( \hat{a}^+ \) describe the emission and absorption of photons and the symbol \( \kappa \) gives the mean loss rate of energy from the mode.

B. Formalism of quantum-jump simulations

The simulation methods deal with ensembles of pure states where the quantum system of interest decays into a reservoir irreversibly: measurement of the decay products condition the evolution of the state vector describing that particular realization. The simulation proceeds by examining the evolution of single realizations whose state is conditioned by the gain in knowledge acquired through the measurement process. In this way we can dispense with the need to use the density matrix. The evolution of the entire ensemble is then obtained from an appropriate averaging process. Because photon emission events are random and uncontrollable this generally results in a stochastic evolution of the state vector in time. In a computer simulation we recreate the history of measurements with the correct likelihood in time. To obtain results that are comparable to those obtained from the master equation (1) we average over an ensemble of state vectors. In the case of such a monitored system the decay rate \( \kappa \) corresponds to the mean absorption rate of photons by the quantum photon counter. For the purposes of the theory we assume a photon counter which is perfectly efficient, but which takes time to absorb the energy of the quantum state that it is measuring. The theory can be extended to detectors with finite efficiency. Simulation methods
such as those we discuss here are motivated by more than a need to describe specific approaches to measurement. The methods can be used as simply a practical way of approximating the solution of a master equation of the type given in Eq. (1), especially when the dimensionality of the system precludes the use of density matrices using modest-size computers.

The quantum jump simulation of histories can be carried out in the following way. We represent the state vector $|\psi(t)\rangle$ as a complex vector within a computer model. Time is discretized in intervals of, say, $\delta t$. At any time $t$ the probability for the detection of a photon in a short interval $\delta t$ is simply given by

$$\Delta P = \kappa \langle \psi(t) | \hat{a}^\dagger \hat{a} | \psi(t) \rangle \delta t .$$

(2)

This is evaluated and compared to a random number to determine whether or not the detection will take place at the given time in the simulation. If a decay quantum is detected, the state vector is modified by a quantum jump; we apply the operator $\hat{a}$ and renormalize

$$|\psi(t)\rangle\rightarrow \frac{\hat{a}^\dagger |\psi(t)\rangle}{\sqrt{\langle \psi(t) | \hat{a}^\dagger \hat{a} | \psi(t) \rangle}} .$$

(3)

This is sometimes known as a quantum measurement of the second kind [42]. If there is a null result we propagate the state vector over $\delta t$ with the non-Hermitian Hamiltonian

$$H_{\text{eff}} = -\frac{1}{2} i \kappa \hat{a}^\dagger \hat{a} .$$

(4)

The state vector must also be renormalized in this case because $H_{\text{eff}}$ is non-Hermitian. In this version of the quantum jump method the state vector must be renormalized at every time step that the transition probabilities (2) are calculated correctly. In a different version of the method [29,31,12,21,32] one calculates a stochastic time interval to the next jump [43] and so less renormalization is required. In general the two steps in the simulation are entirely equivalent to (1) when ensembled averaged as, for example, shown in [12,13,23].

We consider next the form of the state that emerges after $m$ jumps, or detection events, and the probability that $m$ jumps take place during an individual run. We have seen that the general form of the state vector evolution consists of the smooth evolution of Eq. (4) interrupted with the jumps of Eq. (3). Given a sequence of jumps at times $t_1, t_2, t_3, \ldots, t_m$ we analytically calculate the state vector that results. This is found to be a state vector that is conditional on the measurement process: using the rules above one finds that

$$|\psi(t)\rangle = \frac{1}{N_m(t)} e^{-\kappa \delta(t-t_m)/2} \sqrt{\kappa \delta} e^{-\kappa \delta(t_{m-1}-t_{m-1})/2} \times \sqrt{\kappa} e^{-\kappa \delta(t_{1}-t_{1})/2} \times \sqrt{\kappa} e^{-\kappa \delta(t_{2}-t_{2})/2} \times \sqrt{\kappa} e^{-\kappa \delta(t_{3}-t_{3})/2} \times \sqrt{\kappa} e^{-\kappa \delta(t_{4}-t_{4})/2} \times \sqrt{\kappa} e^{-\kappa \delta(t_{5}-t_{5})/2} \times \ldots \times \sqrt{\kappa} e^{-\kappa \delta(t_{m-1}-t_{m-1})/2} \times \sqrt{\kappa} e^{-\kappa \delta(t_{m-1}-t_{m-1})/2} \times |\psi(0)\rangle .$$

(5)

(See also Refs. [12,44] for related treatments.) This shows a straightforward sequence of evolution with $H_{\text{eff}}$ interspersed with the jumps. The factors $\sqrt{\kappa}$ are included with each of the jumps so that the square of the normalization factor $N_m(t)$ represents the conditional probability of the whole sequence if jumps are only to be found at times $t_j$. We can renormalize at the end of this sequence because we are supposing now that the times $t_m$ are known; they do not have to be determined from a normalized probability.

This interpretation of $N_m(t)$ and the consistency of $H_{\text{eff}}$ and the jump (3) can be illustrated in the following way. We suppose there has been no jump to a time $t$ and we let the symbol $P_{n_j}(t)$ stand for the probability of this. So at a later time $t+\delta t$ we may use elementary probability theory to write

$$P_{n_j}(t+\delta t) = P_{n_j}(t) [1 - \Delta P] .$$

(6)

If we now insert the jump probability from Eq. (3) and take the limit $\delta t \to 0$ we obtain the differential equation

$$\frac{dP_{n_j}(t)}{dt} = -\kappa \langle \psi(t) | \hat{a}^\dagger | \psi(t) \rangle P_{n_j}(t) .$$

(7)

Now we consider the unnormalized state vector $|\tilde{\psi}(t)\rangle$, which undergoes evolution with $H_{\text{eff}}$. (Note that all unnormalized state vectors are denoted with a tilde in this paper). During the period when there is no jump its time evolution is

$$\frac{d}{dt} |\tilde{\psi}(t)\rangle = -iH_{\text{eff}} |\tilde{\psi}(t)\rangle = -\frac{\kappa}{2} \hat{a}^\dagger |\tilde{\psi}(t)\rangle ,$$

(8)

as found in Eq. (5). The relation between $|\psi(t)\rangle$ and $|\tilde{\psi}(t)\rangle$ is simply that

$$|\psi(t)\rangle = \frac{|\tilde{\psi}(t)\rangle}{\sqrt{\langle \tilde{\psi}(t) | \tilde{\psi}(t) \rangle}}$$

(9)

and since from Eq. (8) the square of the normalization $\langle \tilde{\psi}(t) | \tilde{\psi}(t) \rangle$ obeys the equation

$$\frac{d}{dt} [\langle \tilde{\psi}(t) | \tilde{\psi}(t) \rangle] = -\kappa \langle \tilde{\psi}(t) | \hat{a}^\dagger | \tilde{\psi}(t) \rangle$$

$$= -\kappa \langle \psi(t) | \hat{a}^\dagger | \psi(t) \rangle \langle \tilde{\psi}(t) | \tilde{\psi}(t) \rangle$$

(10)

we see that it obeys the same equation as $P_{n_j}(t)$ and thus, since it has the same initial condition, $P_{n_j}(t)$ and $\langle \tilde{\psi}(t) | \tilde{\psi}(t) \rangle$ are identical.

We have now justified Eq. (5) and having identified $[N_m(t)]^2$ with the conditional probability we proceed to simplify the equation by placing the operators $\hat{a}$ together:

$$|\psi(t)\rangle = \frac{(\kappa e^{\kappa t/2})^m}{N_m(t)} e^{-\kappa t/2} e^{-\kappa \delta(t_{m-1})/2} |\psi(0)\rangle$$

$$= \frac{(\kappa e^{\kappa t/2})^m}{N_m(t)} e^{-\kappa t/2} e^{-\kappa \delta(t_{m-1})/2} e^{-\kappa \delta(t_{m-2})/2} \ldots e^{-\kappa \delta(t_{1})/2} |\psi(0)\rangle$$

(11)

where

$$\tau = \sum_{j=1}^{m} t_j .$$

(12)
Equation (11) shows that all the dependence of the state vector on the jump times \( t_j \) is now contained within the parameter \( \tau \). This means that the jump times \( t_j \) may affect the normalization of the state and hence the probability of the state occurring, but the values \( t_j \) do not affect the normalized state: only the number of jumps \( m \) is important. This result will prove useful in the construction of normalized states after a given number of jumps.

If we wish to find the probability for a state \( |\psi(t)\rangle \) being produced at a time \( t \) by any \( m \) jumps, we need to integrate the probability \( [N_m(t)]^2 \) over all the possible \( t_j \) that could have produced the state. That is, we require

\[
P_m(t) = \int_0^t dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \cdots \int_0^{t_m-1} dt_m N_m(t, t_1, t_2, \ldots, t_m)^2,
\]

where we have included all the time dependence of \( N_m(t) \). If we write \([N_m(t)]^2\) as

\[
[N_m(t)]^2 = (\kappa e^{\kappa^2})^m e^{-\kappa^2} \langle \psi(0) | e^{-\kappa^2 / 2} a^m e^{-\kappa^2 / 2} | \psi(0) \rangle,
\]

we can see from the dependence of \( \tau \) on the times \( t_j \) [Eq. (12)] that Eq. (13) can be rewritten as

\[
P_m(t) = \frac{1}{m!} \int_0^t dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \cdots \int_0^{t_m-1} dt_m N_m(t, t_1, t_2, \ldots, t_m)^2
\]

\[
= \frac{(e^{\kappa^2} - 1)^m}{m!} \langle \psi(0) | e^{-\kappa^2 / 2} a^m e^{-\kappa^2 / 2} | \psi(0) \rangle.
\]

If the initial photon number distribution is described by the function \( P(n) \) the function \( P_m(t) \) becomes [42,45]

\[
P_m(t) = (e^{\kappa^2} - 1)^m \sum_{n \leq m} P(n) e^{-n\kappa^2} n! \cdot m!(n - m)!.
\]

(16)

It is satisfying to see that as \( t \to \infty \) the original photon-number distribution is reproduced as \( P_m(t) \to P(m) \).

### C. General formalism of quantum-state diffusion

The second kind of simulation method we consider is known as quantum-state diffusion [15]. In this approach there are no distinct jumps of the Wigner function and the state vector continuously diffuses according to the nonlinear stochastic differential equation [15]

\[
[\bar{d} \dot{\psi}] = \kappa [\dot{\bar{a}}^\dagger \bar{a} - \frac{1}{2} \bar{a}^\dagger \bar{a} \dot{\bar{a}} - \frac{1}{2} \langle \bar{a} \rangle \dot{\bar{a}}^\dagger | \psi(t) \rangle dt
\]

\[
+ \sqrt{\kappa} [\bar{a} - \langle \bar{a} \rangle] | \psi(t) \rangle d\xi_t,
\]

(17)

where \( d\xi_t \) is a random complex Wiener variable, or Gaussian noise term. It varies randomly between each time step and for each sample run so that when averaged

\[
\langle \bar{a} \rangle = 0,
\]

\[
\langle \bar{a}^\dagger \bar{a} \rangle = 0,
\]

\[
\langle \bar{a} \bar{a}^\dagger \rangle = \delta_{t, \tau} \delta t.
\]

(18)

(19)

(20)

This equation, originally constructed by Gisin and Perigal, has recently been interpreted by Wiseman and Milburn as the state vector evolution in a balanced homodyne detection scheme [36]. A related equation is found for the case of balanced homodyne detection by Carmichael [12]. In both cases a quantum-jump theory is developed for the measurement process in the presence of a strong classical local oscillator. This quantum jump theory, unlike the single mode case presented above, contains two jump operators, i.e., one for each of the detectors. Using the fact that the local oscillator is strong and creates many jumps in the detector, the number of jumps in a short time interval can be determined by a stochastic function \( d\xi_t \), as found in Eq. (17) above. Wiseman and Milburn then treat the heterodyne case by smoothing out the fastest oscillations to obtain

\[
d[\langle \bar{a}^\dagger \bar{a} \rangle] = \frac{-\kappa}{2} [\bar{a}^\dagger \bar{a} + \kappa \bar{a} [\langle \psi(t) | \bar{a} \rangle^\dagger | \psi(t) \rangle] dt
\]

\[
+ \sqrt{\kappa} d\xi_t, \quad | \bar{\psi}(t) \rangle = \frac{e^{i\bar{\theta}(t) | \bar{\psi}(t) \rangle}}{\sqrt{\langle \bar{\psi}(t) | \bar{\psi}(t) \rangle}}
\]

(21)

where \( | \psi(t) \rangle \) is an unnormalized state vector and \( | \psi(t) \rangle \) is the normalized state vector. To obtain the equation of motion for the normalized state vector one has to be careful about differentiation because of the normalization of the noise term [Eq. (20)]. The Itô calculus may be used in which, for example,

\[
d[\langle \langle \bar{a}^\dagger \bar{a} \rangle \bar{\psi}(t) \rangle] = \langle \bar{\psi}(t) | d \bar{a} \bar{\psi}(t) \rangle + \langle d \bar{\psi}(t) | \bar{\psi}(t) \rangle + \langle d \bar{\psi}(t) | d \bar{\psi}(t) \rangle.
\]

(22)

Furthermore, it is necessary to include a phase factor so that

\[
| \psi(t) \rangle = \frac{e^{i\bar{\theta}(t) | \bar{\psi}(t) \rangle}}{\sqrt{\langle \bar{\psi}(t) | \bar{\psi}(t) \rangle}}.
\]

(23)

The phase factor is stochastic because

\[
id\bar{\psi} = \frac{\langle \bar{\psi}(t) | \bar{a}^\dagger \bar{\psi}(t) \rangle d\xi_t - \langle \bar{\psi}(t) | \bar{a} \bar{\psi}(t) \rangle d\xi_t}{2\langle \bar{\psi}(t) | \bar{\psi}(t) \rangle}.
\]

(24)

resulting in the equation for the normalized \( | \psi(t) \rangle \)
This equation yields the Gisin-Percival equation (17) given $d^2\xi_d^* d\xi_d \rightarrow dt$ as $dt \rightarrow 0$. Our computer program integrates Eq. (17) with a finite step size $dt$ and renormalizes the state vector at every time step.

We should again emphasize that the nonlinear equations we consider here is no way violate the principles of quantum mechanics. Each kind of simulation is nonlinear because it is conditioned on a specific unraveling of the master equation (1) and when we ensemble average over a larger number of state vectors we always recover the master equation (1) [13,12,15,23].

### III. QUANTUM-STATE DIFFUSION

#### A. Localization of a Schrödinger “cat”

As a first example of the localization process in quantum-state diffusion we consider a simple example of a nonclassical state: the Schrödinger “cat.” This can be described as a quantum superposition of two macroscopically distinct quantum state. In practice the Schrödinger “cat” states we consider here are at best “mesoscopic,” with quite modest quantum numbers, because it makes the calculations more feasible. Cavity QED experiments are likely to be able to investigate such mesoscopic “cats” [9,10]. The trend for truly macroscopic Schrödinger “cats” is fairly clear. The particular type of Schrödinger “cat” we focus on consists of a superposition of two coherent states $|\alpha\rangle$ and $|\alpha\rangle$ in the form

$$|\alpha,\pm\rangle = \frac{|\alpha\rangle \pm |\alpha\rangle}{N_{\pm}(\alpha)} \quad ,$$

where $N_{\pm}(\alpha)$ is the normalization

$$N_{+}(\alpha) = 2e^{-|\alpha|^2/2} \cosh|\alpha|^2 \quad ,$$

$$N_{-}(\alpha) = 2e^{-|\alpha|^2/2} \sinh|\alpha|^2 \quad .$$

We restrict ourselves here to these two types of Schrödinger “cat” with the two signs. The state $|\alpha, +\rangle$ is known as the even coherent state because it only has even numbers in its photon-number distribution and likewise the state $|\alpha, -\rangle$ is known as the odd coherent state [46,47].

Using the even and odd coherent states as initial states we have computed the time evolution of the state vector following the quantum-state diffusion of Eq. (17). The most striking feature of this evolution is localization [15,19,23]; very rapidly one of the two components of the Schrödinger “cat” is selected. This is very visibly demonstrated by using a phase-space representation of the state. We use the Wigner quasiprobability function because of the way it demonstrates the existence of quantum interference through the presence of phase-space interference. The Wigner function also yields the correct marginal distributions when integrated and can be inferred experimentally from such measurable marginals [48]. We calculate the Wigner function from the state vector using the method outlined in Ref. [49]; if the state vector is expressed in the Fock basis as

$$|\psi(t)\rangle = \sum_{n=0}^{\infty} a_n(t) |n\rangle \quad ,$$

then the Wigner function is found in polar coordinates as

$$W(r, \theta) = \sum_{m,n} a_m a_n^* W_{mn}(r, \theta) \quad ,$$

where

$$W_{mn}(r, \theta) = \frac{2}{\pi} (-1)^n \frac{n!}{m!} e^{i (m-n) \theta} \times (2r)^{m-n} e^{-r^2} L_n^{m-n}(4r^2)$$

for $m \geq n$. The results are subsequently given in the Cartesian coordinate system: $X = r \cos \theta, Y = r \sin \theta$.

Figure 1 shows a typical example of the localization process. The initial Wigner function for an even coherent state is seen in Fig. 1(a) with its dominating fringes between the components of the Schrödinger “cat.” In Fig. 1(b) the Wigner function shows that the state is clearly approaching one of the components and within a very short time [Fig. 1(c)] the fringes have nearly completely disappeared. In Fig. 1(d) we much more closely approach one of the coherent-state components. Subsequently this coherent state subsides to the vacuum state during the final stages of the dissipative process.

We reported in Ref. [24] that the uncertainty

$$\Delta X = \sqrt{\langle \hat{X}^2 \rangle - \langle \hat{X} \rangle^2} \quad ,$$

where $\langle \hat{X} \rangle = \langle \psi(t) | (\hat{a} + \hat{a}^\dagger) | \psi(t) \rangle / 2$, shows the localization process by a very rapid reduction to the coherent state value of one-half; see the dotted curve in Fig. 2(a). The same is true of $\Delta Y$ [though it is not seen in Fig. 2(b)]. During the localization period a nonzero value of $\langle \hat{X} \rangle$ is formed which thereafter slowly decays as the selected coherent-state component relaxes to the vacuum; this can be seen in the solid curve of Fig. 3. A remarkable feature of these simple Schrödinger “cats” is that, although $\langle \hat{X} \rangle, \Delta X$, and $\Delta Y$ behave in a partly random way, the expectation value of the number operator $\langle \hat{n} \rangle$ does not. It decays smoothly to zero exactly as for the density matrix case (see Fig. 4).

The time scale of the localization is faster if the Schrödinger “cat” components are larger. In fact the loss of the fringes by localization seems to take place at the same rate as the loss of fringes in the density matrix.
FIG. 1. Localization of a Schrödinger "cat" state which is initially the even coherent state $|2,0, +\rangle$ as defined in Eq. (26). These results are an example of a single sample undergoing quantum-state diffusion. We depict the Wigner functions for $\kappa t = 0, 0.1, 0.2,$ and $0.5$ in (a)–(d). Localization is seen as the increasing dominance of one component of the "cat."

FIG. 2. A plot of the fluctuations (a) $\Delta X$ and (b) $\Delta Y$. The parameters are the same as in Fig. 1. In both (a) and (b) the solid curve shows the quantum-jump simulation and the dashed curve shows the density matrix result. The dotted curve in (a) is the result of the quantum-state diffusion calculation. In (b) the quantum-state diffusion and density-matrix results cannot be distinguished.

FIG. 3. A plot of the mean value of the quadrature $\langle \hat{X} \rangle$ for quantum-state diffusion (solid curve) and the parameters of Figs. 1 and 2. The density matrix and quantum-jump result for $\langle \hat{X} \rangle$ (dashed curve) are always zero. All three methods give a zero result for $\langle \hat{Y} \rangle$ because of the symmetry of the problem.
FIG. 4. The mean photon number for an initial Schrödinger "cat" and the same parameters as in Fig. 1. The solid curve shows the quantum-jump simulation as the Schrödinger "cat" evolves and jumps towards the vacuum. The dashed curve indicates the result from the density-matrix treatment and the quantum-state diffusion simulation. In the latter case the curve also relates to Fig. 1.

treatment. Of course, in the density matrix case there is no localization; once the Wigner fringes have gone an equal mixture of two components is left [50].

B. Localization of a Fock state

The Fock state, an eigenstate of the harmonic oscillator, is a very nonclassical state and does not remain intact for very long under the influence of dissipation [2]. In a quantum-state diffusion simulation or heterodyne measurement, the state localizes and approaches a coherent state. The process is illustrated in Fig. 5 for the initial state $|n\rangle$ with $n=9$. The initial Wigner function, as described by $W_{in}$ in Eq. (30), is shown in Fig. 5(a). During a short space of time [Figs. 5(b) and 5(c)], the Wigner function loses its circular structure and eventually collapses into a single peak located close to the outer rim of the initial Wigner function [Fig. 5(d)]. During this process the mean photon number $\langle \hat{n} \rangle$ simply decays in a roughly exponential, though stochastic, manner as can be seen in Fig. 6. A decay can also be seen in the mean values of the quadratures $\langle \hat{X} \rangle$ and $\langle \hat{Y} \rangle$ in Fig. 7, but only after nonzero values of these quantities have been established. The initial state had zero values of $\langle \hat{X} \rangle$ and $\langle \hat{Y} \rangle$ and the development of definite nonzero values is another manifestation of the localization process. As in the case of the Schrödinger "cat," localization can be seen in the fluctuations $\Delta X$ and $\Delta Y$ in Fig. 8. These fluctuations reduce to one-half, which is the value for a coherent state. However, the rate of the reduction is rather less rapid when compared to the even coherent state of Fig. 3.

We may suppose that in the localization process the initial state may be regarded as divided into coherent states from which one component is selected. In the case of the Schrödinger "cat" we had a choice of two components. In the case of a Fock state there are an infinite number of components because we can write the Fock state as [51]

FIG. 5. Localization of a Fock state with $n=9$. These results are for a single sample undergoing quantum-state diffusion. The Wigner functions are shown for $\kappa t = 0, 0.1, 0.2$, and 1.0 in (a)–(d).
FIG. 6. The mean photon number from quantum-state diffusion (solid curve) and a density-matrix treatment (dashed curve). The initial state was the Fock state $|\rangle$ and the Wigner functions are presented in Fig. 5.

$$|n\rangle = \frac{e^{r^2/2\sqrt{n}}}{2\pi r^n} \int_0^{2\pi} d\theta e^{-in\theta} |r e^{i\theta}\rangle.$$  \hspace{1cm} (32)

This shows the Fock state to be a superposition of coherent states $|re^{i\theta}\rangle$ around a ring of radius $r$. Any of these states could be selected when localization takes place provided the radius of the ring of coherent states is such that the coherent state that is selected has the correct energy.

This picture of localization is, however, only approximate. If we examine Eq. (17) or (25) we will observe that the change in the state vector is always such as to produce a superposition of Fock states including and below the initial Fock state. This is because the only operators that act on $|\psi(t)\rangle$ are $\hat{a}$ or $\hat{a}^\dagger$; there are no operators that will connect the state to higher Fock states. After localization takes place the photon-number distribution resembles that of a coherent state, but it is bounded within an upper limit, as may be seen in Fig. 9. Thus it is

FIG. 7. Mean values of the quadratures for the example of quantum-state diffusion presented in Fig. 6. The mean values are zero in a quantum jump or density-matrix treatment and become nonzero in the case of quantum-state diffusion because of the localization process. The solid curve is $\langle \hat{X} \rangle$ and the dotted curve is $\langle \hat{Y} \rangle$.

FIG. 8. The fluctuations in the quadratures (a) $\Delta X$ and (b) $\Delta Y$ for the example of quantum-state diffusion presented in Fig. 6. The solid curve shows the quantum-state diffusion result and the dashed curve shows the result from a density-matrix computation.

FIG. 9. Photon-number distributions for the localizing Fock state portrayed in Fig. 5. We show $\kappa t=0.0, 0.1, 0.5,$ and $1.0$ by the curves (a)–(d). The photon-number distribution for a coherent state with a mean energy of three photons is shown by (e).
necessary for the peak in the photon-number distribution at \( n \) to lie at least \( \sqrt{n} \) away from the initial photon number of the Fock state \( (n_0 \text{ say}) \) for localization to be completed. A simple calculation shows that for large \( n_0 \) we achieve this condition if \( n \sim n_0 - \sqrt{n_0} \). Now \( n \) gives the mean energy at the localization time \( t_f \) and \( n_0 \) gives the initial energy. Because the decay of the mean photon number is roughly exponential (see, for example, Fig. 6) it follows that \( n \sim n_0 \exp(-\kappa t_f) \), which yields the estimate for the localization time \( \kappa t_f \sim 1/\sqrt{n_0} \). Clearly, the time taken for localizing decreases as the initial photon number increases.

### C. Localization of the squeezed vacuum

The squeezed vacuum may be defined from the action of the squeeze operator on the vacuum state [52],

\[
|s, \theta\rangle = \exp\left\{ (s/2) [ (\hat{a}^\dagger)^2 e^{i\theta} - \hat{a}^2 e^{-i\theta}] \right\} |0\rangle,
\]

where \( s \) is the squeezing factor. Unlike the Fock state, the squeezed vacuum has an orientation in phase space, a feature it shares with the Schrödinger "cat." This axis of orientation is at an angle of \( \theta/2 \) to the phase-space axes and the Wigner function of the state is a squeezed Gaussian function as shown in Fig. 10(a) for \( s = 0.8 \). Because the squeezed vacuum has this orientation we may suppose that the localization process will be more definite.

---

**Fig. 10.** Wigner functions in a quantum-state diffusion simulation starting from a squeezed vacuum state [Eq. (33)] with \( s(0) = 0.8 \) and \( \theta = 0 \). In (a) we show the initial state and in (b) we show the Wigner function when \( \kappa t = 1.0 \). In the latter case the Wigner function has lost much of its squeezing, but is displaced from the phase-space origin.

**Fig. 11.** Mean photon number from an initial squeezed vacuum [Eq. (33)] with \( s(0) = 0.8 \) as in Fig. 10. The solid curve shows the quantum-jump simulation, the dotted curve shows the quantum-state diffusion simulation, and the dashed curve shows the result from the density-matrix calculation.

**Fig. 12.** Fluctuations in the quadratures during evolution from an initial squeezed vacuum. The parameter and curves are defined in Fig. 11. Note that under quantum-state diffusion \( \Delta X \) and \( \Delta Y \) are smooth curves, unlike the quantum-state diffusion result for \( \langle \hat{\theta} \rangle \) seen in Fig. 11.
than in the case of a Fock state. This is because of the connection to a heterodyne measurement, an amplitude measure, which was outlined in Sec. II C. Indeed, in Fig. 10(b) we can see evidence of localization in the displacement of the Wigner function from the phase-space origin. As in the case of the Fock states the localization can be regarded as state selection from a group of coherent states. The squeezed vacuum can be expressed in terms of Gaussian distribution of coherent states along a line in phase space such that [51]

$$|s, \theta \rangle = (2\pi \sinh s)^{-1/2} \times \int_{-\infty}^{\infty} dr \exp[-r^2/(e^{2s} - 1)] |re^{i\theta} /2 \rangle .$$  (34)

This means that localization is more likely near the center of the distribution.

In Fig. 11 the dotted line shows the decay of the mean photon number during the decay process. As expected it is stochastic, but loosely follows the density-matrix result which is shown as the dashed line. The surprising result is found in Fig. 12, where we see that the fluctuations \( \Delta X \) and \( \Delta Y \) follow smooth curves. (Compare this to the quantum-state diffusion simulation of \( \langle \hat{X} \rangle \) in Fig. 4.) In both cases the fluctuations steadily approach the coherent state value of one-half. This localization is less rapid than in the case of the Schrödinger “cat.” Note that to obtain the master-equation result for \( \Delta X \) from the simulations it is necessary to ensemble average over \( \langle \hat{X} \rangle \) and \( \langle \hat{X}^2 \rangle \) separately and then compute \( \Delta X \) from these averages.

IV. QUANTUM JUMPS AND THE DECAY OF NONCLASSICAL STATES

A. The “jumping cat”

In this section we will consider the quantum jump theory of an initial Schrödinger “cat” such as the even and odd coherent states of Sec. III A. The results will be contrasted with quantum-state diffusion. The quantum jump theory naturally divides into two parts: the non-Hermitian evolution and the jumps themselves. We consider the non-Hermitian evolution first.

To determine the non-Hermitian evolution with \( H_{\text{eff}} \) [Eq. (4)] we simply have to expand the coherent states in the Fock basis to find that

$$|\psi_0(t)\rangle = \frac{e^{\kappa t}}{N_0(t)} |\alpha, \pm \rangle = |ae^{-\kappa t}, \pm \rangle ,$$  (35)

where the normalization factor was

$$N_0(t)^2 = \begin{cases} \cosh(|\alpha|^2 e^{-\kappa t}) & \text{(even coherent state)} \\ \cosh(|\alpha|^2) & \text{(odd coherent state)} \\ \sinh(|\alpha|^2 e^{-\kappa t}) & \text{(odd coherent state)} \\ \sinh(|\alpha|^2) & \end{cases}$$  (36)

The normalized state (35) represents a Schrödinger “cat” that shrinks in time (see Fig. 3); both of the components of the “cat” move towards the phase-space origin while

FIG. 13. A “jumping cat” that was initially comprised of the coherent states \( |\alpha \rangle \) and \( |-\alpha \rangle \) with \( \alpha = 2 \). These results are for a single sample where the internal phase of the cat changes at each quantum jump. We show the Wigner functions before and after the first jump (at \( \kappa t = 0.708 \)) in (a) and (b). In (c) and (d) we show the Wigner functions before and after the second jump (at \( \kappa t = 1.127 \)). The same jumps are seen in Figs. 2–4.
the coherence of superposition is maintained because it is a pure state. The time-dependent probability (36) indicates, as expected, that as \( t \to \infty \) it is impossible for the odd coherent state to avoid at least one jump while there is a finite probability of \( 1/\cosh |\alpha|^2 \) that the even coherent state never performs a quantum jump at all.

At any time during this shrinking process the probability (per unit time) of a quantum jump is given by Eq. (2) as

\[
\kappa(\psi(t)|\bar{\eta}|\psi(t)) = \begin{cases} 
\tanh |\alpha(t)|^2 & \text{(even coherent state)} \\
\coth |\alpha(t)|^2 & \text{(odd coherent state)} 
\end{cases}
\]

(37)

where for the shrinking "cat"

\[
\alpha(t) = e^{-\sigma t} \alpha(0).
\]

(38)

When the Schrödinger "cat" jumps the state vector transforms as [Eq. (3)]

\[
|\alpha, \pm \rangle \to |\alpha, \mp \rangle,
\]

(39)

which means that the Schrödinger "cat" jumps from one type of "cat" to another type of "cat." (See Fig. 13.) During the complete evolution of jumps and non-Hermitian evolution we find that there are essentially only two quantum trajectories: the shrinking even coherent state and the shrinking odd coherent state. The effect of the quantum jumps is simply to switch from one of these trajectories to the other, or vice versa. This is seen clearly in Fig. 4, which shows by the solid curve the mean photon number of the Schrödinger "cat" state as it evolves and jumps. Similar behavior is seen in Fig. 2 for the fluctuation \( \Delta X \) and especially in \( \Delta Y \) because the even coherent state shows slight squeezing in \( \Delta Y \) whereas the odd coherent state does not.

The principal conclusion in this section is that under continuous photodetection a Schrödinger "cat" remains a Schrödinger "cat" as it relaxes to the vacuum state. Thus the coherence of the two components is maintained by watching the "cat." Unlike the quantum Zeno effect this kind of watching does not prevent the decay, it prevents the decay of the coherence. If we were to consider a different type of superposition we may find a different result. For example, if we have a superposition of a coherent state \( |\beta \rangle \) and the vacuum we would have a type of Schrödinger "cat" considered in Ref. [10]. However, as soon as there has been a single quantum jump we would only have the single component \( |\beta(t) \rangle \) left [where \( \beta(t) = \exp(-\kappa t) |\beta(0) \rangle \)]. This reflects the gain of information when a photon leaves the system; as soon as we detect a photon the possibility of the state \( |0 \rangle \) is excluded.

### B. Quantum jumps and Fock states

We consider the case of quantum jumps and Fock states here only for completeness because their case is very straightforward. The non-Hermitian evolution (4) has no effect on the state after renormalization, as the jumps (3) cause downwards transitions from Fock state to Fock state. The state vector remains nonclassical throughout the evolution. For a Fock state \( |n \rangle \) the probability of \( m \) jumps up to a time \( t \) is given by Eq. (16):

\[
P_m(t) = (e^{\kappa t} - 1)^m e^{-\kappa t} \frac{n!}{m!(n-m)!}.
\]

(40)

### C. Quantum jumps and the squeezed vacuum

An account of a related problem has been given by Ogawa, Ueda, and Imoto in Ref. [53] where they examined the Husimi function of the density matrix after one and two photodetections. The initial state in that case was a displaced squeezed vacuum. Here we will present an analysis in terms of the pure state evolution that will be valid for any number of quantum jumps or photocounts. We consider the squeezed vacuum without any displacement. We will give details of the integral representation of the time-dependent state in terms of coherent states and its relation to a Schrödinger "cat" as the number of jumps increases. However, we first consider the evolution of the state under the effective Hamiltonian \( H_{\text{eff}} \) and then we look at the effect of the quantum jumps.

The evolution of \( |\psi(t) \rangle \) under only the non-Hermitian \( H_{\text{eff}} \) results in the state vector

\[
|\psi(t) \rangle = \frac{1}{N_0(t)} e^{-\kappa t \hat{a}^\dagger \hat{a} / 2} \hat{S}(s, \theta)|0 \rangle,
\]

(41)

where

\[
\hat{S}(s, \theta) = \exp \left[ \frac{s}{2} (\hat{a}^\dagger)^2 e^{i\theta} - \hat{a}^2 e^{-i\theta} \right]
\]

(42)

as in Eq. (33). As before, the normalization \( N_0(T) \) is required because \( H_{\text{eff}} \) is non-Hermitian and the state vector would otherwise shrink. To proceed we note that

\[
|\psi(t) \rangle = \frac{1}{N_0(t)} e^{-\kappa t \hat{a}^\dagger \hat{a} / 2} \hat{S}(s, \theta) e^{i\theta \hat{a}^\dagger \hat{a} / 2 e^{-\kappa t \hat{a}^\dagger \hat{a} / 2}} |0 \rangle
\]

\[
= \frac{1}{N_0(t)} \exp \left[ \frac{s}{2} (\hat{a}^\dagger)^2 e^{i\theta} - \kappa t \right] \hat{a}^2 e^{-i\theta \hat{a}^\dagger} |0 \rangle.
\]

(43)

We can rephrase this result by first disentangling the operators using the SU(1,1) disentangling expressions [54] and then reentangling the result as a new squeezed state. The disentangling results in the state

\[
|\psi(t) \rangle = \frac{1}{N_0(t) \sqrt{\cosh s}} \exp[e^{i\theta - \kappa t} \tanh(\hat{a}^\dagger)^2 / 2] |0 \rangle,
\]

(44)

and when we reentangle we obtain the state as

\[
|\psi(t) \rangle = \hat{S}(s(t, \theta) |0 \rangle,
\]

(45)

where the normalization was found as

\[
N_0(t) = \left[ \frac{\cosh s(t)}{\cosh(0)} \right]^{1/2}.
\]

(46)
The time-dependent squeezing factor is found to be given from
\[ \tanh s(t) = e^{-xt} \tanh s(0). \] (47)

Thus we see that the effect of the non-Hermitian evolution is to decrease the squeezing of the state. The probability of continuous evolution without a quantum jump is given by \( N'_m(t)^2 \).

To obtain the quantum state after \( m \) jumps we recall Eq. (11) and using Eqs. (41)–(47) the normalized state vector is found as
\[ \ket{\psi_m(t)} = \frac{(Ke^{m(t-r)/m/2})_m}{N_m(t)} \hat{a}^m \hat{S}[s(t), \theta] \ket{0}. \] (48)

\[
\frac{\hat{a}^m}{N_m(t)} \hat{S}[s(t), \theta] \ket{0} = \frac{\hat{a}^m}{N'_m(t) \cosh s(t)} \sum_{l=0}^{\infty} \left[ \frac{\tanh s(t)e^{i\theta}}{2} \right]^l \sqrt{\frac{(2l)!}{l!}} |m \rangle \langle 2l | m+n \rangle \langle 2l | \cosh s(t) | n \rangle. \] (50)

The photon-number distribution contains only even photon numbers or only odd photon numbers depending on the number of jumps. We can now formally derive the normalization \( N'_m(t) \) from
\[
[N'_m(t)]^2 = \frac{1}{\cosh s(t)} \times \sum_{m+n \text{ even}} \left[ \frac{\tanh s(t)e^{i\theta}}{2} \right]^{m+n} \times \frac{[(m+n)!]^2}{[(m+n)/2]!^2 n!}. \] (51)

This is an infinite sum; later we will find a better expression in the form of a finite sum.

To obtain the integral representation of the new state (49) in terms of coherent states we may extend Eq. (34) so that [56]
\[
\ket{\psi_m(t)} = \frac{e^{im\theta/2}}{N'_m(t) \sqrt{2\pi \sinh s(t)}} \times \int_{-\infty}^{\infty} dr \exp\left[-r^2/(2\tanh s(t) - 1)\right] \times \sum_{m+n \text{ even}} \left[ \frac{\tanh s(t)e^{i\theta}}{2} \right]^{m+n}, \] (52)

as can be verified from the Fock state expansion. Thus the distribution of coherent states is the Gaussian of the squeezed vacuum modified by \( r^m \). The integral representation (52) leads to a better expression for the normalization. We obtain first
\[
\langle n | \psi(t) \rangle = \frac{e^{i(m+n)\theta}}{N'_m(t) \sqrt{2\pi \sinh s(t)n!}} \times \int_{-\infty}^{\infty} dr \exp\left[-r^2/(2\tanh s(t))\right] r^{m+n}, \] (53)

so that
\[
To find the probability of reaching this state we would require the normalization factor \( N'_m(t) \), although we will focus on the state itself rather than the probability of finding it, and so write it in the form
\[
\ket{\psi_m(t)} = \frac{1}{N'_m(t)} \hat{a}^m \hat{S}[s(t), \theta] \ket{0}. \] (49)

The photon-number distribution and Fock state expansion are found from the Fock state expansion of the squeezed vacuum [55]:

\[
P(n) = \frac{1}{2\pi \sinh s(t) [N'_m(t)]^2 n!} \times \int \int dx \, dy \exp\left[-(x^2+y^2)/[2 \tanh s(t)]\right] \times (xy)^{m+n}, \] (54)

and thus
\[
[N'_m(t)]^2 = \frac{1}{2\pi \sinh s(t)} \times \int \int dx \, dy \exp\left[-(x^2+y^2)/[2 \tanh s(t)]\right] + xy |(xy)^m, \] (55)

which can be expressed in polar coordinates. When the radial integral is carried out we obtain
\[
[N'_m(t)]^2 = \frac{m!}{2} \int_0^{2\pi} d\theta \frac{(\sin \theta \cos \theta)^m}{1/ \cosh s(t) - \sin \theta \cos \theta} m+1, \] (56)

which can be integrated to give the finite series
\[
[N'_m(t)]^2 = 2\pi \sinh s(t) m! \left[ \frac{\tanh s(t)}{2[1-\tanh s(t)]]} \right]^m \times \sum_{l=0}^{m} \left[ \frac{\tanh s(t)-1}{\tanh s(t)+1} \right]^l \times \frac{(2m-2l-1)![(2l-1)!]}{(m-l)!}. \] (57)

This series is easier to calculate than the infinite series (51) above. The first few values yields
\[ N'_0 = 1 , \]
\[ N'_{1} = \sinh s(t) , \]
\[ N'_2 = \sqrt{3} \sinh^3 s(t) , \]
\[ N'_3 = \sqrt{3} \sinh^5 s(t) \sqrt{2 + 3 \coth^3 s(t)} . \]

(58)

\[
|\psi_m(t)\rangle \sim \frac{e^{im\theta/2}}{N'_m(t)\sqrt{2\pi \sinh s(t)}} e^{-m/2} \sum \left( \pm r_0 \right)^m \int_{-\infty}^{\infty} dr \exp\left[-2(r \pm r_0)^2/(e^{2s(t)} - 1)\right] re^{i\theta/2} ,
\]

(59)

where
\[
r_0(t) = \sqrt{m \left| \exp[2s(t)] - 1 \right| / 2} = \left( \frac{m \tanh(s(0))}{e^{-2s} - \tanh(s(0))} \right)^{1/2} ,
\]

(60)

Now a more general squeezed state, the squeezed and displaced vacuum
\[
|s, \theta, \alpha\rangle = \hat{B}(\alpha) \hat{S}(s, \theta) |0\rangle ,
\]

(61)

(where \( \hat{B} \) represents the displacement operator) has the representation in terms of coherent states
\[
|s, \theta, \alpha\rangle = (2\pi \sinh s)^{-1/2} \times \int_{-\infty}^{\infty} dr \exp\left[-r^2/(e^{2s} - 1)\right]
+ i r \text{Im}(\alpha e^{-i\theta/2}) |\alpha + re^{i\theta/2}\rangle .
\]

(62)

By comparing the approximate representation of the state for large \( m \) with Eq. (62) for the squeezed state we can see that Eq. (59) approximates a superposition of two squeezed states located at \( \pm r_0 e^{i\theta/2} \) in phase space. Thus the state (49) may be approximated as
\[
|\psi_m(t)\rangle \sim \frac{1}{N'_m(t)} \left[ |s', \theta, r_0\rangle + (-1)^m |s', \theta, -r_0\rangle \right]
\]

(63)

with \( N''_m(t) \) found from the overlap of the squeezed states as
\[
[N''_m(t)]^2 = 2[1 + (-1)^m e^{-r_0^2}/2] .
\]

(64)

Each of the squeezed state components of this Schrödinger “cat” has a squeezing of
\[
s' = \frac{1}{2} \ln \left[ 1 + e^{2s(t)} \frac{2}{2} \right] .
\]

(65)

This approximation to the state reveals it to be a special kind of Schrödinger “cat.” Two examples of the exact and approximate photon number distributions are illustrated in Fig. 14. It is interesting to note that a better approximation is found by using Stirling’s formula on Eq. (50), but this does not offer an obvious interpretation.

In Fig. 11 the solid curve shows the quantum jumps of an initial squeezed vacuum. Unlike the case of the Schrödinger “cat” (the even and odd coherent states) we find that there are more than two trajectories present.

We can also use the integral representation (52) to examine the state (49) for large \( m \). By carrying out a saddle-point approximation on the function in the integrand we obtain

This is because at each jump the state vector becomes increasingly complicated and the approximate state vector (63) comprises two Schrödinger “cat” components with a separation that depends on the number of jumps \( m \) through Eq. (60). However, there are two families of trajectories reflected in the change of sign in Eq. (63) and in the fact that the state vector contains only even Fock states for even \( m \) and only odd Fock states for odd \( m \). In the latter case the mean photon number always ap-

FIG. 14. The exact (solid line) and approximate (diamonds) photon-number distributions of the state (49) for (a) \( s = 0.8 \) and \( m = 4 \) and (b) \( s = 0.4 \) and \( m = 7 \). The results are from Eq. (50) and the Fock state expansion of Eq. (63).
FIG. 15. The Wigner functions of the quantum state as it evolves through the first four quantum jumps seen in Figs. 11 and 12. The Wigner functions shown are (a) before and (b) after the quantum jumps at $\kappa t = 0.079$, (c) before and (d) after the quantum jump at $\kappa t = 0.350$, (e) before and (f) after the quantum jump at $\kappa t = 0.574$, and (g) before and (h) after the quantum jump at $\kappa t = 1.339$. 

proaches one for large $\kappa t$, although for large enough $\kappa t$ there is at least one more jump to come. The fluctuations are shown in Fig. 12 and exhibit a character that is similar to the even and odd coherent states of Fig 2. However, there is a much greater degree of squeezing in Fig. 12. This can be understood from the approximate solution (63) because the direction of the squeezing of the "cat" components in phase space is at right angles to the direction along which they are aligned. This is more clearly seen from the plots of the Wigner function shown in Fig. 15. The initial Wigner function has been seen in the quantum-state diffusion case in Fig. 10(a) and is clearly squeezed in the $x$ direction. Figure 15(a) shows the evolution under $H_{\text{ext}}$ up to the point of a jump; consequently there has only been a reduction in the squeezing according to Eq. (47). After the first quantum jump in Fig. 15(b) a hole is forming in the center of the Wigner function. Evolution without jumps continues in Fig. 15(c) with a further loss of squeezing. The second jump in Fig. 15(d) results in a return to squeezing in $Ax$ and a Wigner function that looks remarkably like that of the even coherent state. This evolves in Fig. 15(e) and jumps in Fig. 15(f), resulting in a Wigner function similar to that of the odd coherent state. However, we know from Eq. (63) that it is better approximated by the superposition of squeezed states given there. After a much greater elapsed time [Figs. 15(g) and 15(h)], the Wigner function lacks a close resemblance to that of a Schrödinger "cat" because so few photons are left.

V. CONCLUSION

A quantum state in phase space is described by a patch (or patches) whose center dictates mean values and whose extent dictates the size of the fluctuations. Different representations of the patch in terms of various basis states result in different "tilings" of phase space: for an oscillator, energy eigenstates containing specific quanta are essentially annuli with zero mean amplitude, whereas coherent states tile phase space with circles each centered on a specific mean amplitude. Individual realizations are conditioned by the specific information gained by the measurement scheme. The two simulation schemes examined here reflect different kinds of conditioning and emphasize their own preferred phase-space tiling as we have shown. We have illustrated these preferences with a number of nonclassical superposition states. The localization phenomenon has been exhibited for an initial Schrödinger "cat," Fock state, and the squeezed vacuum, with the use of the Wigner phase-space quasiprobability. We have presented analytic results for arbitrary initial states after a finite number of quantum jumps, leading to the "jumping cat" in the case of an initial superposition of two coherent states. For the squeezed vacuum we have shown how the detection of photons results in the emergence of a special Schrödinger "cat" with squeezed state components.
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FIG. 1. Localization of a Schrödinger "cat" state which is initially the even coherent state $|2, 0, 0\rangle$ as defined in Eq. (26). These results are an example of a single sample undergoing quantum-state diffusion. We depict the Wigner functions for $\kappa t = 0, 0.1, 0.2, \text{ and } 0.5 \text{ in (a)–(d). Localization is seen as the increasing dominance of one component of the "cat."}
FIG. 10. Wigner functions in a quantum-state diffusion simulation starting from a squeezed vacuum state [Eq. (33)] with \( s(0) = 0.8 \) and \( \theta = 0 \). In (a) we show the initial state and in (b) we show the Wigner function when \( \kappa t = 1.0 \). In the latter case the Wigner function has lost much of its squeezing, but is displaced from the phase-space origin.
FIG. 13. A "jumping cat" that was initially comprised of the coherent states $|\alpha\rangle$ and $|\alpha\rangle$ with $\alpha=2$. These results are for a single sample where the internal phase of the cat changes at each quantum jump. We show the Wigner functions before and after the first jump (at $\kappa t=0.708$) in (a) and (b). In (c) and (d) we show the Wigner functions before and after the second jump (at $\kappa t=1.127$). The same jumps are seen in Figs. 2-4.
FIG. 15. The Wigner functions of the quantum state as it evolves through the first four quantum jumps seen in Figs. 11 and 12. The Wigner functions shown are (a) before and (b) after the quantum jumps at $\kappa t = 0.079$, (c) before and (d) after the quantum jump at $\kappa t = 0.350$, (e) before and (f) after the quantum jump at $\kappa t = 0.574$, and (g) before and (h) after the quantum jump at $\kappa t = 1.339$. 
FIG. 5. Localization of a Fock state with \( n = 9 \). These results are for a single sample undergoing quantum-state diffusion. The Wigner functions are shown for \( \kappa t = 0, 0.1, 0.2, \) and 1.0 in (a)–(d).