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Statement of Originality

Substantial parts of this thesis are believed to be original contributions to the field of lattice coding theory. This is also supported by publications. As far as the author is aware, the following aspects of the thesis are believed to be important and original contributions:

- **Explicit construction of capacity-achieving polar lattices for AWGN channels.** Especially on the implementation of lattice Gaussian shaping for the AWGN-good polar lattices.

- **Explicit construction of Polar lattices which achieve the strong secrecy capacity of Gaussian wiretap channels.**

- **Rate-distortion bound achieving polar lattices for Gaussian sources.**

- **Solving the Gaussian Wyner-Ziv problem and the Gaussian Gelfand-Pinsker problem through nested polar lattices.**

- **Extension of polar lattices for the general Poltyrev capacity of i.i.d. fading channels.**
Abstract

In the past several decades, lattice codes played an important role in coding theory and information theory [1]. Lattice codes with good performance in communication and source compression have attracted considerable interest. A typical method of constructing good lattice codes is to use existing linear codes. For instance, the famous Barnes-Wall lattices are generated by Reed-Muller (RM) codes, and more recently, the emerging low density Construction-A (LDA) lattices are resulted from low density parity check (LDPC) codes.

In this thesis, we develop a new class of lattices, called polar lattices, based on polar codes. The invention of polar codes is considered to be one of the major breakthroughs in coding theory for the past ten years. We show that polar lattices provide explicit solutions for many interesting problems in information theory. For channel coding, we prove that polar lattices are capable of achieving the capacity of the additive white Gaussian noise (AWGN) channel. For the dual side, i.e., source compression, polar lattices can also achieve the rate-distortion bound for the independent and identically distributed (i.i.d.) Gaussian source. Moreover, a combining design of polar lattices for both channel coding and source coding gives us explicit solutions to the Gaussian version of the Wyner-Ziv and Gelfand-Pinsker problems. For physical layer security, we prove that polar lattices are able to approach the secrecy capacity of the Gaussian wiretap channel under the strong secrecy criterion. Two more applications of polar lattices are achieving the capacity of the i.i.d. fading channel and extracting the common information of two joint Gaussian sources.

The explicit construction of polar lattices provides us better insights on the study of lattice coding. Many interesting problems of lattice coding, such as AWGN-
goodness, secrecy-goodness, lattice shaping, and lattice Gaussian distribution will be addressed from the perspective of polar lattices.
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Notations

\( X \) a RV \( X \) (All the random variables will be denoted by capital letters)

\( P(X) \) the probability distribution of a RV \( X \) taking values in a set \( \mathcal{X} \)

\( H(X) \) the entropy of a RV \( X \)

\( X_\ell \) a RV \( X \) at level \( \ell \) in the multilevel coding scheme

\( x_\ell^i \) an \( i \)-th realization of \( X_\ell \)

\( x_\ell^{i:j} \) a vector \((x_\ell^i, ..., x_\ell^j)\), which is a realization of RVs \( X_\ell^{i:j} = (X_\ell^i, ..., X_\ell^j) \)

\( x_{\ell:j}^i \) a vector of the \( i \)-th RVs at levels from the \( \ell \) to \( j \), i.e., the RVs \( X_{\ell:j}^i = (X_{\ell}^i, ..., X_j^i) \)

\( I^c \) the compliment set of the set \( I \)

\( |I| \) the cardinality of the set \( I \)

\([N] \) or \( 1:N \) a set of all integers from 1 to \( N \)

\( \hat{W} \) a binary memoryless symmetric (BMS) channel

\( W^N \) \( N \) independent uses of channel \( W \)

\( W_N \) a combined channel of polar codes

\( W_N^{(i)} \) an \( i \)-th subchannel generated by the channel combining and splitting of polar codes

\( W_{\ell,N} \) a combined channel for the \( \ell \)-th level

\( W_{\ell,N}^{(i)} \) an \( i \)-th subchannel for the \( \ell \)-th level

\( \text{SNR}_b \) (\( \text{SNR}_c \)) SNR of the main (wiretap) channel
1.1 Overview

Polar codes [4] are regarded as the first kind of error correction codes which can be proved to achieve the capacity of binary-input memoryless symmetric (BMS) channels. The key idea behind polar codes in the context of channel coding is the channel polarization technique, which converts two i.i.d. copies of a general noisy symmetric channel into a noisier synthetic channel and a less noisy synthetic channel. By increasing the block length, the synthetic channels get more polarized and eventually become either noiseless or useless channels. Efficient construction methods of polar codes for classical BMS channels such as binary erasure channels (BECs), binary symmetric channels (BSCs), and binary-input additive white Gaussian noise (BAWGN) channels were proposed in [5, 6, 7]. Besides channel coding, polar codes were then extended to source coding and their asymptotic performance was proved to be optimal [8, 9]. As a combination of the application of polar codes for channel coding and lossless source coding, polar codes were further studied for binary-input memoryless asymmetric channels (BMACs) in [10, 11, 12]. The versatility of polar codes makes them attractive and promising for coding over many other channels, such as wiretap channels [13], broadcast channels [14], multiple access channels (MACs) [15], compound channels [16, 17] and even quantum channels [18].

As the counterpart of linear codes in the Euclidean space, lattice codes provide more freedom over signal constellation for communication systems. The existence
of lattice codes achieving the point-to-point additive white Gaussian noise (AWGN) channel capacity was established in [19, 20]. Besides point-to-point communications, lattice codes are also useful in a wide range of applications in multiterminal communications, such as information-theoretical security [21], compute-and-forward [22], distributed source coding [23], and $K$-user interference channel [24] (see [1] for an overview).

There has been a long history of using error correction codes to construct good lattice codes. We will give some examples in Chapter 3. The invention of polar codes provides us a new method to construct lattice codes with explicit structure. In simple words, a polar lattice is generated by a series of nested polar codes according to the “Construction D” [25]. We will show that polar lattices inherit the versatility of polar codes in the Euclidean space, namely they are able to achieve the AWGN channel capacity with certain power constraint and also approach the rate-distortion bound for a Gaussian source.

Besides data transmission and source compression, the issues of data confidentiality and security have taken on an increasingly important role in current communication systems. At present, the widely used cryptographic protocols are designed and implemented assuming the physical layer has already been established and provides an error-free link. The wireless network especially needs the physical layer security due to its broadcast nature of wireless medium. We will see that polar lattices have great potential to offer such security in the context of Gaussian wiretap channels.

1.2 Motivation and Aims

Although much work has been carried out to find good lattice codes with optimal asymptotic properties, most of them are based on random lattice coding arguments.
The recently proposed LDA lattices have been proved to exhibit such optimal asymptotic properties under belief propagation (BP) decoding. Their construction is still not completely explicit. Similar to LDPC codes, the proof of LDA lattices are based on random ensembles. The aim of this thesis is to find explicit lattice coding solutions to some of the key problems in information theory.

Since polar codes were originally proposed for binary-input symmetric channels, as a direct extension, our first step is to design polar lattices for the AWGN channel with a certain power constraint. This work includes the construction of the AWGN-good polar lattices and the implementation of lattice Gaussian shaping. The designed polar lattices for AWGN channels can then be used in the Gaussian wiretap channel to guarantee efficient and reliable transmission for the legitimate receiver. Our second step is to design the secrecy-good polar lattices to prevent the eavesdropper from intercepting the information about the secure message. Since lattice codes can also be used to compress continuous sources, our third step is to design polar lattices which are good for source compression. The aim of this work is not just to find the rate-distortion bound achieving lattices through the polarization technique, but also to solve the Gaussian Wyner-Ziv coding problem and its dual problem, the Gaussian Gelfand-Pinsker channel coding problem. Another application of the quantization polar lattices is to extract the common information of two joint Gaussian sources. Our final step is to return to channel coding and design polar lattices for the i.i.d. fading channels. This work can be viewed as a generalization of the work for the AWGN channel, since the AWGN channel is a special i.i.d. fading channel with constant fading gain.
1.3 Organization of the Thesis

We focus on the construction of polar lattices for efficient communication and source quantization. The organization of the rest of the thesis is as follows. In chapter 2, we provide the background of polar codes for channel coding, wiretap coding and source coding. Chapter 3 presents the preliminaries for lattice codes. Chapter 4 is devoted to the construction of the AWGN-good polar lattices and the implementation of the lattice Gaussian shaping to achieve the AWGN capacity. The secrecy-good polar lattices are discussed in Chapter 5, where we prove that polar lattices achieve the secrecy capacity of the Gaussian wiretap channel under the strong secrecy criterion. We then move source quantization in Chapter 6, where we show how to achieve rate-distortion bound for Gaussian sources. A combining scheme of polar lattices for channel coding and source quantization gives solutions to the Gaussian Wyner-Ziv coding problem and the Gaussian Gelfand-Pinsker coding problem. We will also give a brief introduction on how to use polar lattices to extract the common information of joint Gaussian sources. The extension of polar lattices for i.i.d. fading channels is given in Chapter 7.

1.4 Statement of Originality

Substantial parts of this thesis are believed to be original contributions to the field of lattice coding theory. This is also supported by publications. As far as the author is aware, the following aspects of the thesis are believe to be important and original contributions:

- Explicit construction of capacity-achieving polar lattices for AWGN channels. Especially on the implementation of lattice Gaussian shaping for the AWGN-good polar lattices.
1.4. Statement of Originality

- Explicit construction of Polar lattices which achieve the strong secrecy capacity of Gaussian wiretap channels.

- Rate-distortion bound achieving polar lattices for Gaussian sources.

- Solving the Gaussian Wyner-Ziv problem and the Gaussian Gelfand-Pinsker problem through nested polar lattices.

- Extension of polar lattices for the general Poltyrev capacity of i.i.d. fading channels.
Explicit construction method of provably capacity-achieving codes has been an essential challenge in information theory since Shannon only proved the existence of such codes, without presenting any specific example [26]. To solve this problem, many error correction codes with good practical performance were invented, such as Reed-Solomon (RS) codes, low density parity check (LDPC) codes, and convolutional codes. Although some of these codes have been shown to be capable of reaching the Shannon limit from their simulation results, a theoretical proof of such property is still lacking. In 2008, Arıkan proposed polar codes [4] and proved that they can achieve the capacity of any given binary-input discrete memoryless symmetric (BDMS) channel with low encoding and decoding complexity. We also note that the construction of polar codes was independently described by N. Stolte earlier in [27], without developing the theory of channel polarization. Being considered as the first kind of codes with such provable property, polar codes have spurred much recent attention. These codes have been investigated in many areas of classical information theory, including their efficient constructions [6, 28], and the bounds on error probabilities [29]. After that, polar codes have also been generalized to lossless and lossy source coding [30, 31], with a similar asymptotical property.

Moreover, in terms of communication security, polar codes are proved to achieve the strong secrecy for binary symmetric wiretap channels, which provides a wider range of applications for the polarization technique. It was then proved that the channel polarization also exists in quantum communication channels, which makes
it quite potential to construct quantum polar codes. Wilde, Renes and Guha showed that polar codes can be extended to different quantum channels such as classical-quantum channels, private classical channels, quantum erasure channels, and quantum depolarizing channels [32, 33, 34]. Our work will focus on the classical polar coding techniques and we will give a brief introduction of them in this chapter.

2.1 Polar Codes for Channel Coding

Since polar codes were originally proposed as a type of capacity achieving codes for BDMS channels, for convenience, we firstly introduce the concept of polar codes in the scenario of channel coding.

![Figure 2.1: The recursive construction of polar codes based of $G_2$, $G_4$, and $G_N$.](image)

Consider a polar code with block length $N$ (assume that $N = 2^n$ is an integer power of 2) transmitted over a BDMS channel $W$. According to [4], the main idea of channel polarization is based on an $N \times N$ generator matrix $G_N$, which is defined as

$$G_N = B \cdot F^\otimes n,$$

(2.1)

where $\otimes$ denotes Kronecker product, $F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}$ denotes the $2 \times 2$ kernel of polar
codes and \( B \) denotes a bit-reverse matrix \(^1\). The recursive construction of polar codes based on \( G_N \) is shown in Fig. 2.1. For a \( W \) with input \( X \in \{0, 1\} \) and output \( Y \), let \( u_1^N = (u_1, u_2, \ldots, u_N) \) denote the data vector, \( x_1^N \) denote the transmitted codeword and \( y_1^N \) denote the received data vector, the combining channel \( W_N \) can be represented as

\[
W_N(y_1^N|u_1^N) = W_N(y_1^N|x_1^N) = W_N(y_1^N|u_1^N G_N), \tag{2.2}
\]

where \( W_N(y_1^N|x_1^N) = \prod_{i=1}^{N} W(y_i|x_i) \) denotes \( N \) parallel uses of \( W \). Let \( u_i^j = (u_i, u_{i+1}, \ldots, u_j) \) be a subvector of \( u_1^N \), the \( i \)-th subchannel \( W_{N}^{(i)} \) after channel splitting is defined as

\[
W_{N}^{(i)}(y_1^N, u_{i-1}^N|u_i) = \frac{1}{2^{N-1}} \sum_{u_{i+1}^N} W_N(y_1^N|u_i^N), \tag{2.3}
\]

treating \( u_i \) as the only input and \((y_1^N, u_{i-1}^N)\) as the outputs. Due to the recursive structure of polar codes, generator matrix \( G_2^N \) can be constructed by \( G_N \) and the channel pair \((W_{2N}^{(2i-1)}, W_{2N}^{(2i)})\) can be calculated by \((W_{N}^{(i)}, W_{N}^{(i)})\) as

\[
W_{2N}^{(2i-1)}(y_1^{2N}, u_{1}^{2i-2}|u_{2i-1}) = \sum_{u_{2i}} \frac{1}{2} W_{N}^{(i)}(y_1^{N}, u_{1,2i-2} \oplus u_{1,2i-1} \oplus u_{2i} | u_{2i-1} \oplus u_{2i}) \cdot W_{N}^{(i)}(y_1^{2N}, u_{1,2i-2}|u_{2i}) \tag{2.4}
\]

and

\[
W_{2N}^{(2i)}(y_1^{2N}, u_{1}^{2i-1}|u_{2i}) = \frac{1}{2} W_{N}^{(i)}(y_1^{N}, u_{1,2i-2} \oplus u_{1,2i-1} \oplus u_{2i} | u_{2i-1} \oplus u_{2i}) \cdot W_{N}^{(i)}(y_1^{2N}, u_{1,2i-2}|u_{2i}), \tag{2.5}
\]

where \( u_{1,2i-2} (u_{1,2i-2}) \) denotes the subsequence of \( u_{2i-2} \) with odd (even) indices.

\(^1\)Since \( B \) is a re-ordering of the indices \([1, \ldots, N]\), sometimes we ignore it and write \( G_N = F^{\otimes n} \) for simplicity.
An important property of polar codes is that the mutual information between inputs and outputs is preserved after channel combining and splitting process, namely

\[ I(U_N; Y_N) = N I(W) = \sum_{i=1}^{N} I(W_N^{(i)}), \]  

(2.6)

where \( I(W) \) is the symmetric capacity of \( W \). Moreover, after a single channel combining and splitting operation, we have

\[ I(W_{2N}^{(2i)}) \leq I(W_N^{(i)}) \leq I(W_{2N}^{(2i+1)}), \]  

(2.7)

which means that we obtain a better channel and a worse channel, respectively. As \( N \) grows large, \( I(W_N^{(i)}) \) takes a value approximate to 0 or 1, and the fraction of subchannels \( W_N^{(i)} \) with capacity equal to one is close to \( I(W) \), which means that we can directly design a capacity-approaching code by selecting the elements of \( U_1^N \) whose corresponding subchannels are with mutual information near 1 as information bits and simply freezing the rest elements (assumed to be all zero). An example of such polarization in mutual information is shown in Fig. 2.2. To sum up, we give the definition of polar codes as follows.
2.1. Polar Codes for Channel Coding

Definition 2.1.1. The polar code $C_N(F, u_F)$ of length $N = 2^n$, defined for any frozen set $F \subseteq \{1, \ldots, N\}$ and frozen bits $u_F \in \mathbb{F}_2^{|F|}$, is a linear code given by

$$C_N(F, u_F) = \{x_1^N = u_1^N G_N : u_{F^c} \in \mathbb{F}_2^{|F^c|}\},$$

(2.8)

where $F^c$ denotes the complement of $F$ with respect to the set $\{1, \ldots, N\}$ and $\mathbb{F}_2 = \{0, 1\}$.

Note that we can also choose the indices of subchannels according to their associated Bhattacharyya parameters, which is defined as follows.

Definition 2.1.2 (Bhattacharyya parameter for BDMS channels).

$$\tilde{Z}(W_N^{(i)}) = \sum_{y_1^N, u_1^{i-1}} \sqrt{W_N^{(y_1^N, u_1^{i-1}|0)} W_N^{(y_1^N, u_1^{i-1}|1)}}.$$  

(2.9)

We note that this definition is for BDMS channels. In Chapter 4, we will introduce a more general definition of the Bhattacharyya parameter, which can also be used for asymmetric channels.

Here we conclude the construction process of polar codes as follows.

1) Given a fixed $N$, calculate the Bhattacharyya parameter of all split channels and obtain the sequence $\{\tilde{Z}(W_N^{(1)}), \ldots, \tilde{Z}(W_N^{(N)})\}$.

2) Given a fixed $K$, sort the sequence $\{\tilde{Z}(W_N^{(1)}), \ldots, \tilde{Z}(W_N^{(N)})\}$ and select a $K$-element subset of $\{1, \ldots, N\}$ such that $\tilde{Z}(W_N^{(i)}) \leq \tilde{Z}(W_N^{(j)})$ for all $i \in \Omega, j \in \Omega^c$. Note that $\Omega$ is the set consists of information index and $\Omega^c$ is the complementary set of $\Omega$.

3) Choose the information set $u_\Omega$ to be the source bits and freeze bit set $u_{\Omega^c}$ to be all-zero sequence, and obtain the codeword $x_1^N$ by $(u_\Omega, u_{\Omega^c}) \times G_N$.

Because of the assumption that the subsequence $u_1^{i-1}$ is already known for each subchannel $W_N^{(i)}$, Arıkan considered successive cancellation (SC) decoding which
processes bit by bit to achieve capacity within $O(N \log N)$ complexity. For the SC decoding of the $i$-th bit, given the decision of previous $i - 1$ bits $\hat{u}_i$, if $i$ is in the set of frozen bits, we simply decode it as 0; if $i$ is in the set of information set, we decode it as

$$
\hat{u}_i = \begin{cases} 
0, & \text{if } W_N^{(i)}(y_i^N, \hat{u}_i^{-1}|0) \leq 1 \\
1, & \text{otherwise.} 
\end{cases}
$$

(2.10)

The probability $W_N^{(i)}(y_i^N, \hat{u}_i^{-1}|0)$ and $W_N^{(i)}(y_i^N, \hat{u}_i^{-1}|1)$ can be calculated by (2.4) and (2.5) recursively. The next theorem shows that polar codes are capacity achieving under SC decoding.

**Theorem 2.1.1.** [Polar Codes Achieve the Symmetric Capacity [35]]. Given a BMS channel $W$ and fixed $R < I(W)$, for any $0 < \beta < 1/2$ there exists a sequence of polar codes of rate $R_N > R$ such that its block error probability under the SC decoding satisfies

$$
P_B(R_N) = O(2^{-N^{2\beta}}).
$$

(2.11)

The following definition and remark will be important to the construction of polar lattices, which require a series of nested polar codes.

**Definition 2.1.3.** (Channel degradation): Consider two channels $W_1 : \mathcal{X} \rightarrow \mathcal{Y}_1$ and $W_2 : \mathcal{X} \rightarrow \mathcal{Y}_2$. $W_1$ is said to be (stochastically) degraded with respect to $W_2$ if there exists a distribution $Q : \mathcal{Y}_2 \rightarrow \mathcal{Y}_1$ such that

$$
W_1(y_1|x) = \sum_{y_2 \in \mathcal{Y}_2} W_2(y_2|x)Q(y_1|y_2).
$$

Remark 2.1.1 ([30, Lemma 4.7]). Let $\tilde{W}$ and $\tilde{V}$ be two BMS channels. If $\tilde{V}$ is degraded with respect to $\tilde{W}$, after channel polarization, we have that $\tilde{V}_N^{(i)}$ is degraded with respect to $\tilde{W}_N^{(i)}$, and $\tilde{Z}(\tilde{W}_N^{(i)}) \leq \tilde{Z}(\tilde{V}_N^{(i)})$. For any given constant
0 < \delta < 1$, the index set \( \{ i \in [N] : \tilde{Z}(\tilde{V}_N^{(i)}) \leq \delta \} \) is a subset of the index set \( \{ i \in [N] : \tilde{Z}(\tilde{W}_N^{(i)}) \leq \delta \} \). Therefore, the polar code \( C_V \) constructed according to the Bhattacharyya parameter rule for \( \tilde{V} \) is a subcode of the polar code \( C_W \) for \( \tilde{W} \), i.e., \( C_V \subseteq C_W \).

In spite of owning such good asymptotic property, polar codes still have two main drawbacks. One is their finite-length performance under SC decoding, which is far behind that of some existing error correction codes such as LDPC codes and Turbo codes. To improve the decoding performance of SC decoding, successive cancellation list (SCL) decoding is introduced [36], which makes the decoding performance of polar codes better than that of LDPC and Turbo codes with the assistance of cyclic redundancy check (CRC). Maximum likelihood (ML) decoding using Viterbi and BCJR algorithms on the codeword trellis of polar codes was proposed as well [37]. Unfortunately, this decoding method can only work on very short polar codes due to its high complexity. In [38], Arikan also suggested that BP decoding can be utilized for polar codes based on the factor graph representation, and Hussami et. al. showed that BP decoding is significantly superior to SC decoding [31]. An intensive study of BP decoding on polar codes is presented in [39], where many interesting issues on BP decoding including stopping set, girth, and error floor have been discussed. In addition, there are some other kinds of decoding methods such as linear programming (LP) decoding [40].

Another drawback of polar codes is their construction in arbitrary binary-input memoryless symmetric (BMS) channels. The originally proposed construction method in [4] can only work for BDMS channels and its computational complexity is exponential in \( N \) for other BDMS channels except binary erasure channels (BEC). Then Arikan developed a heuristic method for arbitrary BMS channel by treating any given BMS channel as a BEC with the same channel capacity [38]. However, this heuristic method can not guarantee capacity achieving polar codes. To solve this
2.2 Polar Codes for Lossless Compression [2]

Consider a sequence of $N = 2^n$ i.i.d. source symbols $X_i^N$ generated from a Bernoulli source $\text{Ber}(p)$. As in channel coding, the two main ingredients of polar source coding are sequential encoding and polarization. Instead of encoding $X_i^N$ directly we consider encoding the sequence $U_i^N = X_i^N G_N$. Since the transform is invertible, we have

$$H(U_i^N) = H(X_i^N) = Nh_2(p), \quad (2.12)$$

where $h_2(p)$ is the binary entropy function. Furthermore, we have the chain rule of entropy

$$N \cdot h_2(p) = H(U_i^N) = \sum_{i=1}^{N} H(U_i|U_{i-1}^{i-1}). \quad (2.13)$$

Polarization of entropy would imply that the terms on the right of (2.13) become either close to 1 or close to 0 when we increase $N$. Now if we encode $U_i^N$ in a sequential fashion from index 1 to $N$, we do not need to encode the $U_i$ for which $H(U_i|U_{i-1}^{i-1})$ is close to 0, since they can be estimated from the source model given $U_{i-1}^{i-1}$. Therefore, the $U_i$ for which $H(U_i|U_{i-1}^{i-1})$ is close to 1 are stored. The main difference with polar coding for a channel coding setting is that the encoder can perform the estimation and compare with the realization $u_i$. When the estimate turns out to be wrong, the index of the wrong estimate should be announced to the decoder.
and this will involve rate loss. From (2.13) it follows that the fraction of bits whose conditional entropy approaches 1 is \( h_2(p) \) which results in a compression rate of \( h_2(p) \).

The source encoder is defined by a set of frozen indices \( F \) and each index \( i \in F \) corresponds to a entropy term \( H(U_i|U_{i-1}^{i-1}) \) close to 1. The frozen set \( F \) and the source model are assumed to be known to the encoder as well as to the decoder. Let \( \bar{x}(x_1^N) \) denote the realization of the source sequence. A source encoder performs the following steps.

1) Computes \( \bar{u} = \bar{x}G_N \).

2) For each \( i \in F^c \), calculate the probability \( P(U_i|U_{i-1}^{i-1} = u_{i-1}^{i-1}) \), and estimates the value of \( u_i \) as

\[
\hat{u}_i = \text{round}(P(U_i|U_{i-1}^{i-1} = u_{i-1}^{i-1})) .
\] (2.14)

3) Record a set of indices \( T \) which is defined as \( T = \{ i : i \in F^c, \hat{u}_i \neq u_i \} \).

The set \( T \) contains all indices for which the estimation of the corresponding \( u_i \) would be incorrect. Finally, the output of the encoder is given by \( (\bar{u}_F, T) \).

![Figure 2.3: Example of a factor graph for a polar code with block length of \( 2^3 = 8 \).](image-url)
Now we discuss how to obtain $P(U_i|U_i^{i-1} = u_i^{i-1})$. The computation can be performed in an efficient way by considering the factor graph between $\bar{u}(u_i^N)$ and $\bar{x}(x_i^N)$. Fig. 2.3 shows an example of such a factor graph for $n = 3$. Due to the duality between the source compression and the channel coding problems, the task of recovering $\bar{x}$ from $u_F$ can be formulated as the following channel decoding problem for a BSC with crossover probability $p$ (We denote it by BSC$(p)$ for short). Let $\bar{x}$ be the input of a channel whose output is always $\bar{0}$, which means the noise during the transmission can be given by $\bar{z} = \bar{x}(\bar{y} = \bar{x} \oplus \bar{z} = \bar{0})$. Since $\bar{x}$ is an i.i.d. Ber$(p)$ source, it implies that the noise $\bar{z}$ is also i.i.d. Ber$(p)$ vector. By construction, $\bar{x} \in C_N(F, u_F)$. Therefore, recovering $\bar{x}$ from $u_F$ is equivalent to decoding at the output of $W$, which can be viewed as a BSC$(p)$ with output $\bar{y} = \bar{0}$. Consequently, the probability $P(U_i|U_i^{i-1})$ is equal to the posterior probability $P(U_i|U_i^{i-1}, Y_i^N = \bar{0})$ in the channel coding context. The SC algorithm indeed estimates the bits in $F^c$ based on these posteriors.

The input of the decoder is given by $(u_F, T)$. The decoder performs the following steps. First, the decoder computes for $i \in F^c$ an estimate of $u_i$. If $i \in T$ the value of the estimate is flipped. Once $u_F^c$ has been recovered, the encoder knows $\bar{u}$ and can recover $\bar{x}$ as $\bar{x} = \bar{u}G_N^{-1} = \bar{u}G_N$.

**Theorem 2.2.1 (Polar Code is Optimal for Lossless Compression [2]).** Let $X$ be a Ber$(p)$ random variable. For any rate $R > h_2(p)$ there exists a sequence of polar codes of length $N$ and rate $R_N < R$ so that the source can be compressed losslessly with rate $R_N$.

**Proof.** Let $\epsilon > 0$, $R = h_2(p) + \epsilon$, and $F_N$ be a frozen set such that $\frac{|F_N|}{N} \leq h_2(p) + \epsilon/2$. Because $T$ is the set of erroneous indices, the average rate of compression is given by

$$\frac{1}{N}(|F_N| + E[|T|\log N]) \leq \frac{1}{N}(|F_N| + Pr(|T| > 0) N\log N), \quad (2.15)$$
As we have discussed previously, the probability \( P_r(|T| > 0) \) is equal to the block error probability of using a polar code \( C_N(F_N, u_{F_N}) \) for the BSC(\( p \)) under SC decoding. By Theorem 2.1.1, the required rate is at most

\[
R_N \leq \frac{|F_N| + P_B(F_N)N\log N}{N} \leq \frac{|F_N|}{N} + O(2^{-N^\beta}). \tag{2.16}
\]

When \( N \) is sufficiently large, we have \( R_N < R \).

Let \( \mathcal{E}_i \) denote the failure probability of encoding bit \( U_i \) given the past \( U_{i-1}^i \). We can express the expected encoding length \( E[L] \) as

\[
E[L] = E[|F|] + \sum_{i \in F_c} \mathbb{1}(\hat{U}_i \neq U_i) \cdot \log N
\]

\[
= |F| + \log N \cdot E\left[\sum_{i \in F_c} \mathbb{1}(\hat{U}_i \neq U_i)\right] \tag{2.17}
\]

\[
= |F| + \log N \cdot \sum_{i \in F_c} \mathcal{E}_i.
\]

Furthermore, the expected encoding rate is defined as \( E[R] = \frac{E[L]}{N} \). In order to get \( E[R] \), we need to know how to calculate \( \mathcal{E}_i \). By the previous analysis, it is clear that \( \mathcal{E}_i \) is equivalent to the error probability of the subchannel \( W_N^{(i)} \) when the channel \( W \) is the BSC(\( p \)). We can use density evolution method or the smart channel quantization method to estimate this error probability. After obtaining the \( \mathcal{E}_i \) for all \( i \in \{1, \ldots, N\} \), we have the following lemma.

**Lemma 2.2.2.** The expected encoding length \( E[L] \) is minimized when \( F \) is chosen as

\[
F = \{ i : \mathcal{E}_i \geq \frac{1}{\log N} \}. \tag{2.18}
\]

For each \( i \) we have the choice of including it in \( F \) or \( F_c \), contributing 1 bit or \( \mathcal{E}_i \log N \) bits to \( E[L] \) respectively, which implies the above construction principle is
2.3. Polar Codes for Lossy Compression

In this part, we discuss polar lossy source coding. We model the source as a sequence of i.i.d. realizations of a random variable $Y \in \mathcal{Y}$. Let $\mathcal{X}$ denote the reconstruction space. Let $d : \mathcal{Y} \times \mathcal{X} \to \mathbb{R}_+$ denote the distortion function with maximum value $d_{\text{max}}$. The distortion function naturally extends to vectors as $d(y_1^N, x_1^N) = \sum_{i=1}^{N} d(y_i, x_i)$.

Fig. 2.4 shows the expected encoding rate for a Ber($p$) source with an entropy of 0.9, 0.5 and 0.1, respectively. $n$ is chosen in the range $n = 8, \ldots, 22$. For $h(p) = 0.5$, the estimation of $E[R]$ is 0.6050, 0.5837, 0.5687, 0.5549, 0.5440... respectively. We observe that for increasing block lengths the average encoding rate approaches the theoretical entropy limit. Even for the smaller block lengths the gap is not that large. Simulation results for an actual encoder are shown in Fig. 2.5.
Let \( C_N \subseteq X^N \) be the code used for lossy compression. The encoder maps a source sequence \( \bar{Y}(Y^N) \) to an index \( f_N(\bar{Y}) \). The index refers to a codeword \( \bar{X}(X^N) \in C_N \). Therefore, the number of bits required for the encoder to convey the index is at most \( \log |C_N| \). The decoder reconstructs the codeword \( \bar{X} \) from the index. Let \( g_N \) denote the reconstruction function. The rate of such a scheme is given by \( \frac{\log |C_N|}{N} \) and the resulting average distortion is given by the single-letter distortion measure \( D_N = \frac{1}{N} E[d(\bar{Y}, g_N(f_N(\bar{Y})))]. \)

Shannon’s rate-distortion theorem characterizes the minimum rate required to achieve a given distortion.

**Theorem 2.3.1 (Shannon’s Rate-Distortion Theorem).** Consider an i.i.d. source \( Y \) with probability distribution \( P_Y(y) \). To achieve an average distortion \( D \) the required rate is at least

\[
R(D) = \min_{p(y,x): E_p[d(y,x)] \leq D, p(y) = P_Y(y)} I(Y; X).
\]

Since polar codes are utilized in the symmetrical scenarios, similarly to the def-
inition of the symmetric channel capacity, we define the symmetric rate-distortion function as follows.

**Definition 2.3.1** (Symmetric Rate-Distortion Function). For a random variable $Y$ with probability distribution $P_Y(y)$, the symmetric rate distortion function $R_s(D)$ is defined as

$$R_s(D) = \min_{p(y,x): E[d(y,x)] \leq D, P(y) = P_Y(y), p(x) = \frac{1}{|X|}} I(Y; X). \quad (2.20)$$

In this definition we have the additional constraint that the induced probability distribution over $X$ must be uniform. This is is similar in spirit to the symmetric capacity of a channel which is defined as the mutual information between the input and output of the channel when the input distribution is uniform. Clearly, $R(D) > R_s(D)$. Let $p^*(y, x)$ be a probability distribution that minimizes (2.20). Therefore, the marginal of $p^*(y, x)$ over $Y$ is $P_Y$ and its marginal over $X$ is uniform. The conditional distribution $p^*(y|x)$ is defined as test channel and it is denoted by $W(Y|X)$.

Let us consider using a polar code $C_N(F, u_F)$ for lossy source coding. The frozen set $F$ as well as the vector $u_F$ are known both to the encoder and the decoder. A source word $\bar{Y}$ is mapped to a codeword $\bar{X} \in C_N(F, u_F)$. This codeword can be described by the index $u_{F^c}$. Therefore, the required rate is $\frac{|F^c|}{N}$. Since the decoder knows $u_F$ in advance, it recovers the codeword $\bar{X}$ by performing the operation $u^N_1 G_N$. Fig. 2.6 provides a pictorial description of the relationship between $\bar{U}$, $\bar{X}$ and $\bar{Y}$.

Let $\bar{y}$ denote $N$ i.i.d. realizations of the source $Y$ and $\hat{U}(\bar{y}, u_F)$ denote the output of encoder. The encoding operation can be described as follows. Given $\bar{y}$, for each $i$ in the range 1 till $N$:

1) If $i \in F$, then set $\hat{u}_i = u_i$. 
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Figure 2.6: The probabilistic model used for source coding. The source word $\tilde{Y}$ is treated as the output of a channel. The code is defined through its frozen set $F = 0, 1, 2$. The codewords are indexed using $U^3$. As we will see later, the frozen bits for the lossy source coding problem match with the frozen bits of the channel coding problem, with slight difference in the unpolarized region, which is of vanishing proportion.

2) If $i \in F^c$, then compute $L_N^{(i)}(\tilde{y}, \hat{u}_i^{(i)})$, which is defined as $\frac{W_N^{(i)}(\tilde{y}, \hat{u}_i^{(i)} | 0)}{W_N^{(i)}(\tilde{y}, \hat{u}_i^{(i)} | 1)}$, and set

$$\hat{u}_i = \begin{cases} 
0, & \text{w.p. } \frac{L_N^{(i)}}{1 + L_N^{(i)}} \\
1, & \text{w.p. } \frac{1}{1 + L_N^{(i)}}.
\end{cases} \quad (2.21)$$

There is a slight difference between (2.10) and (2.21). Note that unlike in channel coding, where we made a hard decision based on $L_N^{(i)}$, $\hat{u}_i$ is chosen randomly with a probability based on $L_N^{(i)}$ (MAP rule). We refer to this decision rule as randomized rounding. Actually, randomized rounding and the MAP rule perform similarly in practice. The purpose of using randomized rounding here is for the analysis convenience (theoretical proof).

**Theorem 2.3.2** (Polar Codes Achieve the Symmetric Rate-Distortion Bound). Con-
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Consider an i.i.d. source $Y$ and a distortion function. Fix a distortion $D$ and $0 < \beta < \frac{1}{2}$.

For any rate $R > R_s(D)$, there exists a sequence of polar codes of length $N$ and rate $R_N \leq R$, such that under SC encoding using randomized rounding they achieve expected distortion $D_N$ satisfying

$$D_N \leq D + O(2^{-N\beta}).$$

(2.22)

A detailed proof of the above theorem can be found in [30]. The main idea behind the proof is that if we use all the variables $U_i$ to represent the source word i.e., if $F$ is empty, then the algorithm results in an average distortion $D$ because $G_N$ is invertible. But the rate of such a code would be 1. Fortunately, by polarization, there exists some “essentially random” bits among $\bar{U}$, which means their posteriori probabilities $P_{U_i|U_{i-1},Y}(0|U_{i-1},\bar{Y}) \approx \frac{1}{2}$. If we choose $F$ to consist of those variables and make a random guess for them when decoding, there will be only a small distortion penalty. Note that the additional distortion is caused by the fact that some frozen bits are exactly uniformly random, especially when $N$ is not sufficiently large.

**Lemma 2.3.3** (How to Construct Polar Lossy Source Coding). For a small real number $\delta_N$, if the frozen set $F$ is chosen to be all the indices $i$ such that $\bar{Z}(W_N^{(i)}) \geq 1 - 2\delta_N^2$, then we have

$$E_P[\frac{1}{2} - P_{U_i|U_{i-1},Y}(0|U_{i-1},\bar{Y})] \leq \delta_N,$$  

(2.23)

and the distortion achieved by this polar code satisfies

$$D_N(F_N) \leq D + 2|F_N|d_{max}\delta_N \leq D + O(2^{-N\beta}).$$

(2.24)

when $\delta_N$ is chosen to be $\frac{1}{2N_{max}}2^{-N\beta}$.

Let us consider how polar codes behave in practice. We consider the binary sym-
Figure 2.7: The rate-distortion performance for the SC encoding algorithm with randomized rounding for $n = 10, 12, 14, 16, 18$.

Metric source (BSS) and the Hamming distortion measure. Hence the rate distortion function is given by $R(D) = 1 - h_2(D)$. The test channel is the BSC($D$). Fig. 2.7 shows the performance of polar codes based on the mentioned construction method. As the block length increases the points move closer to the rate-distortion bound.

Polar coding is a powerful tool which is able to handle the problems of channel coding, lossless source coding, and lossy source coding. Moreover, its asymptotic property in these problems can be theoretically proved. Note that the construction methods of polar codes in these problems are different. In the case of channel coding and lossy source coding, frozen set carries no information and can be treated as all zero set. Whereas in the case of lossless source coding, frozen set carries most information. The reason for this difference is that for lossless source coding, polarization is caused by the asymmetry of the source itself, while for channel coding and lossy source coding, polarization is caused by communication channel or test channel. The former one can be viewed as maintaining the system uncertainty as far
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as possible, while the purpose of the latter ones is to avoid communication errors or compression distortions as far as possible.

The code construction for channel coding and lossy source coding requires knowledge of \( \tilde{Z}(W_N^{(i)}) : \forall i \in \{1, ..., N\} \). The set \( F \) for channel coding is given by
\[
\{ i : \tilde{Z}(W_N^{(i)}) \geq 2^{-N^\beta} \}.
\]
Whereas the set \( F \) for lossy compression is given by
\[
\{ i : \tilde{Z}(W_N^{(i)}) \geq 1 - 2^{-N^\beta} \}.
\]
This also implies for channel coding we always have \( R < I(W) \) and to source coding we always have \( R > I(W) \). For lossless source coding, we need the knowledge of the error probability \( P(W_N^{(i)}) \) of each subchannel.

By using density evolution [6] and smart channel states quantization [28], we can obtain a good estimation of \( P(W_N^{(i)}) \) and \( \tilde{Z}(W_N^{(i)}) \) for any BMS channels.

2.4 Polar Codes for Wiretap Coding

Wyner [41] introduced the wiretap channel and showed that both reliability to transmission errors and a prescribed degree of data confidentiality could be attained by channel coding without any key bits, if the channel between the sender and the eavesdropper (wiretapper’s channel) is a degraded version of the channel between the sender and the legitimate receiver (main channel). The goal is to design a coding scheme that makes it possible to communicate both reliably and securely, as the block length of transmitted codeword \( N \) tends to infinity. Reliability is measured by the decoding error probability of the legitimate user, namely
\[
\lim_{N \to \infty} \Pr\{ \hat{M} \neq M \} = 0,
\]
where \( M \) is the confidential message and \( \hat{M} \) is its estimation. Secrecy is measured by the mutual information between \( M \) and the signal received by the eavesdropper \( Z_1^N \). Currently the widely accepted strong secrecy condition was proposed by Csiszár [42]:
\[
\lim_{N \to \infty} I(M; Z_1^N) = 0.
\]
In simple terms, the secrecy capacity is the maximum achievable rate of any coding scheme that can satisfy both the reliability and strong secrecy conditions.
Polar codes have shown their great potential of solving this wiretap coding problem. The polar coding scheme proposed in [43] is proved to achieve the strong secrecy capacity with explicit construction when the main channel and the wiretapper’s channel are both binary-input memoryless channels, although it is not able to guarantee the reliability condition. A subsequently modified scheme [44] fixes this issue and finally satisfies the two conditions. However, for continuous channels such as the Gaussian wiretap channel, the problem of achieving strong secrecy with a practical code is still open. To solve this problem, we firstly need to modify the polar wiretap coding scheme proposed in [43]. We will introduce the modified scheme in this part and the modification is for the purpose of the shaping scheme, which is going to be discussed in the next section.

Now we consider the construction of polar codes on the binary symmetric wiretap channel. With some abuse of notation, we use $\tilde{V}$ and $\tilde{W}$ to denote the main channel between Alice and Bob and the wiretap channel between Alice and Eve respectively. Both $\tilde{V}$ and $\tilde{W}$ are with binary input $X$ and $\tilde{W}$ is degraded with respect to $\tilde{V}$. Let $Y$ and $Z$ denote the output of $\tilde{V}$ and $\tilde{W}$. After the channel combination and splitting of $N$ independent uses of the $\tilde{V}$ and $\tilde{W}$ by the polarization transform $U^{1:N} = X^{1:N}G_N$, we define the sets of reliability-good indices for Bob and information-bad indices for Eve as

$$G(\tilde{V}) = \{i : \bar{Z}(\tilde{V}^{(i)}_N) \leq 2^{-N^\beta}\},$$
$$N(\tilde{W}) = \{i : \bar{Z}(\tilde{W}^{(i)}_N) \geq 1 - 2^{-N^\beta}\}. \quad (2.25)$$

In [43], the information-bad set $N(\tilde{W})$ is defined as $\{i : I(\tilde{W}^{(i)}_N) \leq 2^{-N^\beta}\}$, which was directly from the mutual information of the subchannels. However, our new criterion is based on the Bhattacharyya parameter. The following lemma shows that the new criterion is similar to the original one in the sense that the mutual information of the subchannels with indices in the new set $N(\tilde{W})$ can also be bounded in
the same form.

**Lemma 2.4.1.** Let \( \tilde{W}_N^{(i)} \) be the \( i \)-th subchannel after the polarization transform on independent \( N \) uses of a BMS channel \( \tilde{W} \). For any \( 0 < \beta < 0.5 \), if \( \tilde{Z}(\tilde{W}_N^{(i)}) \geq 1 - 2^{-N^\beta} \), the mutual information of the \( i \)-th subchannel can be upper-bounded as

\[
I(\tilde{W}_N^{(i)}) \leq 2^{-N^\beta'}, \quad 0 < \beta' < \beta < 0.5.
\]

**Proof.** Since \( \tilde{W} \) is symmetric, \( \tilde{W}_N^{(i)} \) is symmetric as well. By the [4, Proposition 1], we have

\[
I(\tilde{W}_N^{(i)}) \leq \sqrt{1 - \tilde{Z}(\tilde{W}_N^{(i)})^2} \leq \sqrt{2 \cdot 2^{-N^\beta}} \leq 2^{-N^\beta'},
\]

where the last inequality holds for sufficiently large \( N \).

Since the mutual information of subchannels in \( \mathcal{N}(\tilde{W}) \) can be upper-bounded in the same form. It is not difficult to understand that the strong secrecy can be achieved using the technique proposed in [43]. Similarly, we divide the index set \( [N] \) into the following four sets:

\[
A = \mathcal{G}(\tilde{V}) \cap \mathcal{N}(\tilde{W}) \\
B = \mathcal{G}(\tilde{V}) \cap \mathcal{N}(\tilde{W})^c \\
C = \mathcal{G}(\tilde{V})^c \cap \mathcal{N}(\tilde{W}) \\
D = \mathcal{G}(\tilde{V})^c \cap \mathcal{N}(\tilde{W})^c.
\]

Clearly, \( A \cup B \cup C \cup D = [N] \). Then we assign set \( A \) with message bits \( M \), set \( B \) with random bits \( R \), set \( C \) with frozen bits \( F \) which are known to both Bob and Eve prior to transmission and set \( D \) with random bits \( R \).

The next lemma shows that this assignment achieves strong secrecy.
Lemma 2.4.2. According to the partitions of the index set shown in (2.28), if we assign the four sets as follows

\[
\begin{align*}
A &\leftarrow M \\
B &\leftarrow R \\
C &\leftarrow F \\
D &\leftarrow R,
\end{align*}
\]

then the information leakage \( I(M; Z^{1:N}) \) can be upper-bounded as

\[
I(M; Z^{1:N}) \leq N \cdot 2^{-N\beta'}.
\]  
(2.30)

Proof. As has been shown in [43], the induced channel \( MF \to Z^{1:N} \) is symmetric when \( B \) and \( D \) are fed with random bits \( R \). For a symmetric channel, the maximum mutual information is achieved by uniform input distribution. Let \( \tilde{U}_A \) and \( \tilde{U}_C \) denote independent and uniform versions of \( M \) and \( F \) and \( \tilde{Z}^{1:N} \) be the corresponding channel output. Letting \( i_1 < i_2 < \ldots < i_{|A\cup C|} \) be the indices in \( A \cup C \),

\[
I(MF; Z^{1:N}) \leq I(\tilde{U}_A\tilde{U}_C; \tilde{Z}^{1:N})
\]

\[
= \sum_{j=1}^{|A\cup C|} I(\tilde{U}_{ij}; \tilde{Z}^{1:N}|\tilde{U}_{i1}, ..., \tilde{U}_{ij-1})
\]

\[
= \sum_{j=1}^{|A\cup C|} I(\tilde{U}_{ij}; \tilde{Z}^{1:N}, \tilde{U}_{i1}, ..., \tilde{U}_{ij-1})
\]  
(2.31)

\[
\leq \sum_{j=1}^{|A\cup C|} I(\tilde{U}_{ij}; \tilde{Z}^{1:N}, \tilde{U}^{1:ij-1})
\]

\[
= \sum_{j=1}^{|A\cup C|} I(\tilde{W}_N^{-ij}) \leq N \cdot 2^{-N\beta'}.
\]
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Note that there is no specific assumption on the distribution on \( M \) and \( F \) and a similar proof can be found in [44]. With regard to the secrecy rate, we show that the modified polar coding scheme can also achieve the secrecy capacity.

**Lemma 2.4.3.** Let \( C(\tilde{V}) \) and \( C(\tilde{W}) \) denote the channel capacity of the main channel \( \tilde{V} \) and wiretap channel \( \tilde{W} \) respectively. Since \( \tilde{W} \) is degraded with respect to \( \tilde{V} \), the secrecy capacity, which is given by \( C(\tilde{V}) - C(\tilde{W}) \), is achievable using the modified wiretap coding scheme, i.e.,

\[
\lim_{N \to \infty} \frac{|G(\tilde{V}) \cap \mathcal{N}(\tilde{W})|}{N} = C(\tilde{V}) - C(\tilde{W}). \tag{2.32}
\]

**Proof.** According to the definitions of \( G(\tilde{V}) \) and \( \mathcal{N}(\tilde{W}) \) presented in (2.25),

\[
\lim_{N \to \infty} \frac{|G(\tilde{V})|}{N} = \lim_{N \to \infty} \frac{1}{N} \left| \{ i : \tilde{Z}(\tilde{V}^i_N) \leq 2^{-N^\beta} \} \right| = C(\tilde{V}), \tag{2.33}
\]

\[
\lim_{N \to \infty} \frac{|\mathcal{N}(\tilde{W})|}{N} = \lim_{N \to \infty} \frac{1}{N} \left| \{ i : \tilde{Z}(\tilde{W}^i_N) \geq 1 - 2^{-N^\beta} \} \right| = 1 - C(\tilde{W}). \tag{2.34}
\]

Here we define another two sets \( \tilde{G}(\tilde{V}) \) and \( \tilde{\mathcal{N}}(\tilde{W}) \) as

\[
\tilde{G}(\tilde{V}) = \{ i : \tilde{Z}(\tilde{V}^i_N) \geq 1 - 2^{-N^\beta} \},
\]

\[
\tilde{\mathcal{N}}(\tilde{W}) = \{ i : \tilde{Z}(\tilde{W}^i_N) \leq 2^{-N^\beta} \}. \tag{2.35}
\]

Similarly, we have \( \lim_{N \to \infty} \frac{1}{N} |\tilde{G}(\tilde{V})| = 1 - C(\tilde{V}) \) and \( \lim_{N \to \infty} \frac{1}{N} |\tilde{\mathcal{N}}(\tilde{W})| = C(\tilde{W}) \). Since \( \tilde{W} \) is degraded with respect to \( \tilde{V} \), \( \tilde{G}(\tilde{V}) \) and \( \tilde{\mathcal{N}}(\tilde{W}) \) are disjoint with each other, then we have

\[
\lim_{N \to \infty} \frac{|\tilde{G}(\tilde{V}) \cup \tilde{\mathcal{N}}(\tilde{W})|}{N} = 1 - C(\tilde{V}) + C(\tilde{W}). \tag{2.36}
\]

By the property of polarization, the proportion of the unpolarized part is vanishing
as \( N \) goes to infinity, i.e.,

\[
\lim_{N \to \infty} \frac{|G(\tilde{V}) \cup \bar{G}(\tilde{V})|}{N} = 1, \\
\lim_{N \to \infty} \frac{|\mathcal{N}(\tilde{W}) \cup \mathcal{N}(\bar{W})|}{N} = 1,
\]

(2.37) (2.38)

Finally, we have

\[
\lim_{N \to \infty} \frac{|G(\tilde{V}) \cap \mathcal{N}(\bar{W})|}{N} = 1 - \lim_{N \to \infty} \frac{|G(\tilde{V}) \cup \mathcal{N}(\bar{W})|}{N} = C(\tilde{V}) - C(\bar{W}).
\]

(2.39)

\[
\square
\]

It is not difficult to observe that the proportion of the problematic set \( \mathcal{D} \) is arbitrarily small. This is because set \( \mathcal{D} \) is a subset of the unpolarized set \( \{ i : 2^{-N^{\beta}} < \tilde{Z}(\tilde{V}(i)) < 1 - 2^{-N^{\beta}} \} \). As has been shown in [43], the reliability condition cannot be proved due to the existence of set \( \mathcal{D} \). Fortunately, since the proportion of set \( \mathcal{D} \) can still be made arbitrarily small, we can use the blocking technique proposed in [44, 45] to achieve reliability and strong secrecy condition simultaneously.
In this chapter, we give a brief introduction of lattices and their construction methods. Some classical lattices will be revisited as examples. We also discuss some newly emerging lattices including the polar lattices for the following chapters.

As mentioned in Chapter 1, our first application of polar lattices will focus on achieving the capacity of AWGN channels. To this end, we will need two essential ingredients, i.e., the construction of lattices which are good for AWGN channel coding without power constraint (the AWGN-good lattices) and the lattice Gaussian shaping. We will present the definitions of those concepts in this chapter. Some definitions of other good lattices, such as the secrecy-good lattices [21] and quantization-good lattices [46], will be discussed in Chapter 5 and Chapter 6, respectively. For more details of lattices, we recommend [25] and [1].

3.1 Lattices and lattice codes

Lattice codes are useful in many communication scenarios with continuous-output channels, such as the AWGN channel. The first thing is to understand the difference between lattices and lattice codes. In practice, only a finite set of points of a lattice Λ can be used as a signal constellation in a communication system. This set consists of those points of Λ that are contained in a bounded shaping region S, and is known as the lattice code C(Λ, S) based on S and Λ. The performance of a lattice code C(Λ, S) on the AWGN channel depends not only on the underlying lattice Λ
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(packing problem, coding gain) [47] but also on the shape of the support region \( S \) (covering problem, shaping gain) [48]. A lattice code is generated by applying the power constraint to an infinite lattice.

### 3.1.1 Lattices

Mathematically, a lattice is defined as a modulo over a certain ring and embedded in a vector space over a field. For our purposes, we will only consider real lattices, that is \( \mathbb{Z} \)-modulo in the Euclidean space. And we will only deal with full rank lattices, namely \( n \)-dimensional lattices in an \( n \)-dimensional Euclidean space.

**Definition 3.1.1.** A lattice is a discrete subgroup of \( \mathbb{R}^n \) which can be described by

\[
\Lambda = \{ \lambda = Bx : x \in \mathbb{Z}^n \},
\]

where the columns of the generator matrix \( B = [b_1, \cdots, b_n] \) are linearly independent.

For a vector \( x \in \mathbb{R}^n \), the nearest-neighbor quantizer associated with \( \Lambda \) is \( Q_\Lambda(x) = \arg \min_{\lambda \in \Lambda} \| \lambda - x \| \). We define the modulo lattice operation by \( x \mod \Lambda \triangleq x - Q_\Lambda(x) \) [20]. The Voronoi region of \( \Lambda \), defined by \( \mathcal{V}(\Lambda) = \{ x : Q_\Lambda(x) = 0 \} \), specifies the nearest-neighbor decoding region. The Voronoi cell is one example of fundamental region of the lattice. A measurable set \( \mathcal{R}(\Lambda) \subset \mathbb{R}^n \) is a fundamental region of the lattice \( \Lambda \) if \( \cup_{\lambda \in \Lambda} (\mathcal{R}(\Lambda) + \lambda) = \mathbb{R}^n \) and if \( (\mathcal{R}(\Lambda) + \lambda) \cap (\mathcal{R}(\Lambda) + \lambda') \) has measure 0 for any \( \lambda \neq \lambda' \) in \( \Lambda \). The volume of a fundamental region is equal to that of the Voronoi region \( \mathcal{V}(\Lambda) \), which is given by \( V(\Lambda) = | \det(B) | \). The minimum distance of a lattice \( \Lambda \) is \( d_{\min}(\Lambda) = \min_{x \in \Lambda} \| x \| \).

Since a lattice has infinite lattice points, it is known as infinite constellation (IC) or coding without power constraint [49]. This scenario is simpler than the power...
constrained case in the sense that the decoding does not take the shaping region into account. Such a lattice decoder simply returns the closest lattice point to the decoder input. Due to the symmetry of the lattice, the performance of such a lattice decoder does not depend on the transmitting lattice points but only depends on the fundamental region of the lattice.

### 3.1.2 Lattice Partition

A sublattice $\Lambda' \subset \Lambda$ induces a partition (denoted by $\Lambda/\Lambda'$) of $\Lambda$ into equivalence groups modulo $\Lambda'$. The order of the partition is denoted by $|\Lambda/\Lambda'|$, which is equal to the number of the cosets. If $|\Lambda/\Lambda'| = 2$, we call this a binary partition. Let $\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda_r$ for $r \geq 2$ be an $n$-dimensional lattice partition chain. If only one level is applied ($r = 2$), the construction is known as “Construction A”. If multiple levels are used, the construction is known as “Construction D” [25, p.232].

For each partition $\Lambda_\ell/\Lambda_{\ell+1}$ ($1 \leq \ell \leq r - 1$) a code $C_\ell$ over $\Lambda_\ell/\Lambda_{\ell+1}$ selects a sequence of coset representatives $a_\ell$ in a set $A_\ell$ of representatives for the cosets of
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This construction requires a set of nested linear binary codes $C_\ell$ with block length $N$ and dimension of information bits $k_\ell$ for $1 \leq \ell \leq r - 1$ and $C_1 \subseteq C_2 \cdots \subseteq C_{r-1}$. Let $\psi$ be the natural embedding of $\mathbb{F}_2^N$ into $\mathbb{Z}^N$, where $\mathbb{F}_2$ is the binary field. Let $b_1, b_2, \cdots, b_N$ be a basis of $\mathbb{F}_2^N$ such that $b_1, \cdots, b_{k_\ell}$ span $C_\ell$. When $n = 1$, the binary lattice $L$ consists of all vectors of the form

$$
\sum_{\ell=1}^{r-1} 2^{\ell-1} \sum_{j=1}^{k_\ell} \alpha_j^{(\ell)} \psi(b_j) + 2^{r-1} l, \quad (3.2)
$$

where $\alpha_j^{(\ell)} \in \{0, 1\}$ and $l \in \mathbb{Z}^N$.

A mod-$\Lambda$ channel is a Gaussian channel with a modulo-$\Lambda$ operator in the front end [50]. The capacity of the mod-$\Lambda$ channel is [50]

$$
C(\Lambda, \sigma^2) = \log V(\Lambda) - h(\Lambda, \sigma^2), \quad (3.3)
$$

where $h(\Lambda, \sigma^2)$ is the differential entropy of the $\Lambda$-aliased noise over $V(\Lambda)$:

$$
h(\Lambda, \sigma^2) = - \int_{V(\Lambda)} f_{\sigma,\Lambda}(x) \log f_{\sigma,\Lambda}(x) dx. \quad (3.4)
$$

The differential entropy is maximized to $\log V(\Lambda)$ by the uniform distribution over $V(\Lambda)$. It is known that the $\Lambda/\Lambda'$ channel (i.e., the mod-$\Lambda'$ channel whose input is drawn from $\Lambda \cap V(\Lambda')$) is regular, and the optimum input distribution is uniform [50]. Furthermore, the $\Lambda/\Lambda'$ channel is a symmetric binary-input channel if $|\Lambda/\Lambda'| = 2$ [51]. The capacity of the $\Lambda/\Lambda'$ channel for Gaussian noise of variance $\sigma^2$ is given by [50]

$$
C(\Lambda/\Lambda', \sigma^2) = C(\Lambda', \sigma^2) - C(\Lambda, \sigma^2) = h(\Lambda, \sigma^2) - h(\Lambda', \sigma^2) + \log(V(\Lambda')/V(\Lambda)). \quad (3.5)
$$

Each lattice construction from error correction codes needs a lattice partition.
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Figure 3.2: The encoding and decoding system of the $D_4$ lattice. The binary code is the Reed-Muller code with $N = 4$ and $k = 3$.

This is different with the conventional modulations. The beauty of the lattice system is that it is able to merge the channel coding and the modulation as one process. The lattice partition defines the available cosets and how to choose cosets to construct a lattice depends on the binary codes (a coset of a lattice can be simply regarded as a shift of this lattice). The process is depicted in Fig. 3.1. We call $\mathbb{Z}$ and $2\mathbb{Z}$ as the top lattice and the bottom lattice in this partition tree. There are $2^3$ codewords of this binary code. Therefore $D_4$ is the combination of the $2^3$ cosets of $2\mathbb{Z}^4$ which are chosen from $2^4$ cosets by the $(4, 3)$ code (the number of the cosets is $|Z^4/2Z^4| = 2^4$):

**Example 3.1.1.**

\[
D_4 = \bigcup_{c_i \in C}(2\mathbb{Z}^4 + c_i).
\]

Its generator matrix $B$ is

\[
B = \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 2
\end{pmatrix}.
\]

Then the transmitting symbols $X^N$ for the AWGN channel are $[0, 0, 0, 0], [1, 0, 0, 1], [0, 0, 0, 2], \cdots$. The encoding and decoding system is shown in Fig. 3.2.
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3.1.3 Lattice Codes

Since a lattice is infinite, shaping is needed to bound the transmission power. The common practice is to apply a finite shaping region.

**Definition 3.1.2** (Lattice codes). Given a lattice \( \Lambda \in \mathbb{R}^n \) and a bounded region \( S \in \mathbb{R}^n \), a lattice code (or lattice constellation) \( C \) is the intersection of \( \Lambda \) (possibly a shifted version of \( \Lambda \)) and \( S \):

\[
C(\Lambda, S) = (\Lambda + c) \cap S,
\]

(3.8)

where \( S \) is called the shaping region, and \( c \) is a shift of \( \Lambda \). Letting \( M \) be the cardinality of the lattice code, its rate is defined as

\[
R_C = \frac{\log M}{n}.
\]

(3.9)

The average power of this lattice code per dimension is

\[
P = \frac{1}{nM} \sum_{\lambda \in \Lambda \cap S} \|\lambda\|^2.
\]

(3.10)

Here the shaping region can be generalized to the notion of a shaping technique. As long as we can control the transmit power by selecting points from an infinite lattice, we obtain a lattice code. There are some general shaping methods such as the Cubic shaping and the Voronoi shaping [1]. In this work, we use the probabilistic shaping over an infinite lattice proposed by [20]. The main idea is that each coordinate of the input follows a discrete Gaussian distribution.
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3.2.1 AWGN-goodness of Lattices

In this section, we give an introduction about the AWGN-goodness of the lattices. It is the best possible tradeoff between the volume of a lattice and the error probability $P_e (L, \sigma^2)$ when transmitting in the additive white Gaussian noise (AWGN) channel without power restriction. It is also known as achieving the Poltyrev capacity [49] or sphere-bound-achieving lattices [50]. In this thesis, we adapt these terms under different context accordingly.

Let $V(\Lambda)$ be the fundamental volume of $\Lambda$, which is the volume of the Voronoi region of $\Lambda$. Packing radius $r_{\Lambda}^{\text{pack}}$ shown in Fig. 3.3 is the radius of the largest $n$-dimensional ball contained in the Voronoi region of $\Lambda$. $r_{\Lambda}^{\text{pack}} = \frac{d_{\min}(\Lambda)}{2}$, where $d_{\min}(\Lambda)$ is the minimum distance between two lattice points of $\Lambda$.

The effective radius $r_{\Lambda}^{\text{effe}}$ shown in Fig. 3.3 is the radius of a sphere with the
volume $V(\Lambda)$. It is known [25, p9] that the volume of a unit sphere $V_n$ in $\mathbb{R}^n$ is

$$V_n = \frac{\pi^{n/2}}{\Gamma(\frac{n}{2} + 1)} = \begin{cases} \frac{\pi^k}{k!}, & n = 2k \\ \frac{2^n \pi^k k!}{n!}, & n = 2k + 1 \end{cases}$$  \quad (3.11)$$

where $\Gamma(t) = \int_0^\infty u^{t-1}e^{-u}du$ is the gamma function.

Since $V_n(r_{\text{eff}}^{\text{core}})^n = V(\Lambda)$, the effective radius $r_{\text{eff}}^{\text{core}}$ is

$$r_{\text{eff}}^{\text{core}} = \frac{V(\Lambda)^{1/n}}{V_n^{1/n}} = \frac{V(\Lambda)^{1/n} \Gamma(\frac{n}{2} + 1)}{\sqrt{\pi}}.$$  \quad (3.12)$$

Let $\sigma^2$ be the variance of the Gaussian noise. Best possible performance is achieved when the Voronoi regions of the lattice is approximately a sphere as $n \to \infty$. For example, the error probability is lower bounded by the probability that the noise leaves a sphere with the same volume as a Voronoi region. In other words, as $n$ grows, the Voronoi regions of the optimal lattice becomes closer to a sphere with squared radius that is equal to the mean squared radius of the noise, $n\sigma^2$. Therefore, a plausible way to describe this goodness with presence of the noise would be to measure the ratio between the squared effective radius of the lattices and the expected square noise amplitude [52], i.e.

$$\alpha^2(\Lambda, \sigma^2) = \frac{(r_{\text{eff}}^{\text{core}})^2}{n\sigma^2} \approx \frac{V(\Lambda)^2}{2\pi e \sigma^2},$$  \quad (3.13)$$

where the approximation is obtained by using the Stirling approximation of $k! \approx (k/e)^k$ for even $n$. Here $\frac{V(\Lambda)^{2}}{\sigma^2}$ is called the volume-to-noise ratio (VNR).

**Definition 3.2.1.** Given $\sigma$, the VNR of an $n$-dimension lattice $\Lambda$ is defined by

$$\gamma_\Lambda(\sigma) \triangleq \frac{V(\Lambda)^2}{\sigma^2}.$$  \quad (3.14)$$
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We are concerned with the block error probability of lattices $P_e(\Lambda, \sigma^2)$. It is the probability $\mathbb{P}\{X^n \notin V(\Lambda)\}$ that an $n$-dimensional i.i.d. Gaussian noise vector $X^n$ with zero mean and variance $\sigma^2$ per dimension falls outside the Voronoi region of $\Lambda$.

Then we are ready to introduce the notion of lattices which are good for the AWGN channel without power constraint:

**Definition 3.2.2 (AWGN-goodness[20])**. A sequence of lattices $\Lambda^{(n)}$ of increasing dimension $n$ is AWGN-good if, for any fixed $P_e(\Lambda^{(n)}, \sigma^2) \in (0, 1)$,

$$
\lim_{n \to \infty} \gamma_{\Lambda^{(n)}}(\sigma) = 2\pi e
$$

(3.15)

and if, for a fixed VNR greater than $2\pi e$, $P_e(\Lambda^{(n)}, \sigma^2)$ goes to 0 as $n \to \infty$.

### 3.2.2 Lattice Gaussian Distribution and Flatness Factor

For $\sigma > 0$, we define the noise distribution of the AWGN channel with zero mean and variance $\sigma^2$ as

$$
f_{\sigma}(x) = \frac{1}{(\sqrt{2\pi}\sigma)^n} e^{-\frac{\|x\|^2}{2\sigma^2}},
$$

(3.16)

for all $x \in \mathbb{R}^n$.

We also need the $\Lambda$-periodic function

$$
f_{\sigma,\lambda}(x) = \sum_{\lambda \in \Lambda} f_{\sigma,\lambda}(x) = \frac{1}{(\sqrt{2\pi}\sigma)^n} \sum_{\lambda \in \Lambda} e^{-\frac{\|x-\lambda\|^2}{2\sigma^2}},
$$

(3.17)

for all $x \in \mathbb{R}^n$, where $f_{\sigma,\lambda}(x) = f_{\sigma}(x - \lambda)$ is a $\lambda$-shifted version of $f_{\sigma}(x)$.

We note that $f_{\sigma,\lambda}(x)$ is a probability density function (PDF) if $x$ is restricted to the the fundamental region $R(\Lambda)$. This distribution for $x \in R(\Lambda)$ is actually the PDF of the $\Lambda$-aliased Gaussian noise, i.e., the Gaussian noise after the mod-$\Lambda$ operation [50]. It gets flat as $\sigma$ increases as shown in Fig. 3.4. In order to describe
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(a) When $\sigma$ is small, the effect of aliasing becomes insignificant and the $\Lambda$-aliased Gaussian density $f_{\sigma,\Lambda}(x)$ approaches the Gaussian distribution. The flatness factor $\epsilon_\Lambda(\sigma)$ is large.

(b) When $\sigma$ is large, $f_{\sigma,\Lambda}(x)$ approaches the uniform distribution. The flatness factor $\epsilon_\Lambda(\sigma)$ is small.

Figure 3.4: The comparison of the $\Lambda$-aliased Gaussian distributions with different flatness factors.

such phenomenon, the flatness factor of a lattice $\Lambda$ is defined as [21]

$$\epsilon_\Lambda(\sigma) \triangleq \max_{x \in \mathbb{R}(\Lambda)} | V(\Lambda) f_{\sigma,\Lambda}(x) - 1 |, \quad (3.18)$$

where $f_{\sigma,\Lambda}(x) \to \frac{1}{V(\Lambda)}$ when it approaches uniform distribution.

Remark 3.2.1. $\epsilon_\Lambda(\sigma_1) < \epsilon_\Lambda(\sigma_2)$, if $\sigma_1 > \sigma_2$ [21].

We define the discrete Gaussian distribution over $\Lambda$ centered at $c$ as the discrete distribution taking values in $\lambda \in \Lambda$:

$$D_{\Lambda,\sigma,c}(\lambda) = \frac{f_{\sigma,c}(\lambda)}{f_{\sigma,c}(\Lambda)}, \forall \lambda \in \Lambda, \quad (3.19)$$

where $f_{\sigma,c}(\Lambda) = \sum_{\lambda \in \Lambda} f_{\sigma,c}(\lambda)$. For convenience, we write $D_{\Lambda,\sigma} = D_{\Lambda,\sigma,0}$. This distribution has been proved to achieve the optimum shaping gain when the flatness factor is small [21].

Theorem 3.2.1 (Mutual information of lattice Gaussian distribution [20]). Consider an AWGN channel $Y = X + Z$ where the input constellation $X$ has a discrete Gaussian distribution $D_{\Lambda-c,\sigma}$, for arbitrary $c \in \mathbb{R}^n$, and where the variance of the noise
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$Z$ is $\sigma^2$. Let the average signal power be $P$, and let $\hat{\sigma} \triangleq \frac{\sigma_s \sigma}{\sqrt{\sigma_s^2 + \sigma^2}}$ be the minimum mean square error (MMSE) re-scaled noise deviation. Then, if $\varepsilon = \varepsilon_\Lambda (\hat{\sigma}) < \frac{1}{2}$ and $\frac{\pi \varepsilon_\Lambda}{1 - \varepsilon_\Lambda} \leq \varepsilon$, where

$$\varepsilon_t \triangleq \begin{cases} 
\varepsilon_\Lambda \left( \frac{\sigma_s}{\sqrt{\pi - t}} \right), & t \geq 1/e, \\
(t^{-4} + 1)\varepsilon_\Lambda \left( \frac{\sigma_s}{\sqrt{\pi - t}} \right), & 0 < t < 1/e,
\end{cases} \quad (3.20)$$

the discrete Gaussian constellation results in mutual information

$$I_D \geq \frac{1}{2} \log \left( 1 + \frac{P}{\sigma^2} \right) - \frac{5\varepsilon}{n} \quad (3.21)$$

per channel use.

Motivated by Theorem 3.2.1, one may choose a low-dimensional $\Lambda$ such as $\mathbb{Z}$ and $\mathbb{Z}^2$ whose mutual information has a negligible gap to the AWGN channel capacity, and then construct lattices to achieve the capacity. This idea will be used for the shaping of polar lattices in Chapter 4.

3.2.3 Existence of Capacity-Achieving Lattices

In [49], Poltyrev has presented a proof of the existence of capacity-achieving by using mod-$p$ lattices, with a tight error bounds which decays exponentially near capacity. Loeliger [53] then reproved the result using standard averaging arguments for the mod-$p$ lattices which are lifted from linear codes over the $p$-ary field $\text{GF}(p)$. Both of the two proofs are based on the Minkowski-Hlawka theorem.

For a general infinite constellation (not necessarily a lattice), there are several ways to define its coding rate or capacity per unit volume. One simple way used in [1] is to count the number of codewords per unit volume within a “large” cube and translate it into bits.
Definition 3.2.3 (Rate per unit volume [1]). The coding rate per unit volume of an infinite constellation is defined as

\[
\delta = \frac{1}{n} \limsup_{a \to \infty} \log \left( \frac{|C_a|}{a^n} \right),
\]  

(3.22)

where

\[ C_a = \Lambda \cap \text{CUBE}(a) \]  

(3.23)

is the intersection of the infinite constellation with the \(n\)-dimensional cube \(\text{CUBE}(a) = [-a/2, a/2]^n\). We note that the rate per unit volume is also called normalized logarithmic density (NLD) [49].

Definition 3.2.4 (Poltyrev capacity). The highest rate per unit volume that allows reliable communication (i.e., with a vanishing error probability) over a large block of independent channel uses of AWGN channel is given by

\[
\delta^* = \frac{1}{2} \log \frac{1}{2\pi e \sigma^2}.
\]  

(3.24)

Let the infinite constellation be a lattice \(\Lambda\). The number of codewords contained in the cube is bounded between \((a - d)^n / V(\Lambda)\) and \((a + d)^n / V(\Lambda)\), where \(d\) is the finite diameter of the Voronoi cell of \(\Lambda\). Therefore, when \(a\) is large and \(\frac{d}{a}\) is negligible, the total number of codewords inside the cube is approximately \(\frac{a^n}{V(\Lambda)}\).

In this case, the rate per unit volume of a lattice is given by

\[
\delta = \frac{1}{n} \log \frac{1}{V(\Lambda)}.
\]  

(3.25)

The error performance of a lattice for unconstrained AWGN channels can be described by the error exponent \(E(\delta)\). The decoding error probability is defined as
$P_e = e^{-n(E(\delta)+o(1))}$. In [49], the author derived a lower bound and a upper bound for $E(\delta)$. The lower bound is given by the random coding exponent $E_r(\delta)$, which is

$$E_r(\delta) = \begin{cases} 
\frac{1}{2} \log \frac{1}{8\pi \sigma^2} - \delta, & \delta \leq \delta_{cr}; \\
\frac{e^{-2\delta}}{4\pi e \sigma^2} + \delta + \frac{1}{2} \log 2\pi \sigma^2, & \delta_{cr} \leq \delta \leq \delta^*; \\
0, & \delta \geq \delta^*,
\end{cases}$$

(3.26)

where $\delta_{cr} = \frac{1}{2} \log \frac{1}{4\pi e \sigma^2}$. This low bound can be further improved by an expurgation-type argument at low rate region. More details can be found in [49] and [54].

The upper bound is given by the sphere packing exponent

$$E_{sp}(\delta) = \frac{1}{4\pi e^{2\delta + 1}} + \delta + \frac{1}{2} \log 2\pi \sigma^2.$$  

(3.27)

Please note that for a lattice with high dimension, the optimal decoding region is the equivalent sphere with effective radius $r_{\text{eff}}$, which leads to the upper bound on the error exponent (lower bound on the error probability).

By combining both the lower bound and upper bound on $E(\delta)$, we have

$$e^{-n(E_{sp}(\delta)+o(1))} \leq P_e(n, \delta) \leq e^{-n(E_r(\delta)+o(1))},$$

(3.28)

where $P_e(n, \delta)$ is the decoding error probability.

We also note that $P_e(n, \delta)$ can be upper bounded by the union bound as

$$P_e(n, \delta) \leq e^n \delta nV_n \int_0^{2r} \int_0^{2r} \int_0^{2r} \Pr\{X^n \in D(r, w)\} dw + \Pr\{|X^n| > r\},$$

(3.29)

where the first term denotes the ambiguity error and $D(r, w)$ is defined as the section of the sphere with radius $r$ that is cut off by a hyperplane at a distance $\frac{w}{2}$ from the origin. The second term is independent of the lattice.
Loeliger [53] reproved the existence of capacity-achieving lattices by using the mod-$p$ lattices generated by Construction A. The proof is again based on the Minkowski-Hlawka theorem.

**Theorem 3.2.2** (Loeliger’s coding theorem [53]). Let $E$ be a Jordan measurable bounded subset of $\mathbb{R}^n$, for any $\alpha > 0$, for all sufficiently small $\epsilon$, and all sufficiently large primes $p$, the arithmetic average of the ambiguity probability over all lattices $\epsilon L_C$ is upper bounded by [53]

$$
\overline{P}_{\text{amb}|E} \lesssim (1 + \alpha) V(E)/V,
$$

(3.30)

where $V = e^n p^{n-k}$ is the fundamental volume of the scaled mod-$p$ lattices $\epsilon L_C$, $C \in C$. $C$ is any balanced set of linear $(n, k)$ codes over $\mathbb{Z}_p$.

Recall that $\delta = \frac{1}{n} \log \frac{1}{V(\epsilon L_C)}$ is the rate per unit volume and $h(E) = \frac{1}{2} \log V(E)$ is the geometric entropy rate of $E$, and thus (3.30) can be rewritten as

$$
\overline{P}_{\text{amb}|E} \lesssim (1 + \alpha) 2^{n(\delta + h(E))}.
$$

(3.31)

For $n \to \infty$, $h(E)$ converges to the differential entropy $h(\epsilon) = \frac{1}{2} \log 2\pi e \sigma^2$ of Gaussian noise. For reliable transmission, we can see that the fundamental volume $V(\epsilon L)$ should be larger than $V(E)$, i.e., $\delta \leq \delta^*$. The lattice shaping problem was also considered in [53]. For a properly chosen shaping region $S \subset \mathbb{R}^n$, we would expect to obtain a code with about $M = V(S)/V$ codewords. The bound in (3.31) is rewritten as

$$
\overline{P}_{\text{amb}|E} \lesssim (1 + \alpha) 2^{-n[h(S) - h(E) - R]},
$$

(3.32)

where $R \triangleq 1/n \log_2 M$ is the information rate of the lattice code in bits per dimension, and where $h(S) \triangleq 1/n \log_2 V(S)$. When $n \to \infty$, both $E$ and $S$ become
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In the context of error-correcting codes, the achievable mutual information can be expressed as

\[ \lim_{n \to \infty} h(E) = h(e) \quad \text{and} \quad \lim_{n \to \infty} h(S) = 1/2 \log_2(2\pi e P), \]

where \( P \) is the average signal power per dimension. Therefore, it is concluded that the AWGN channel capacity \( \frac{1}{2} \log_2(\frac{P}{N}) \) is achievable by using lattice codes and lattice decoding in the sense that the error probability can be made arbitrarily small (but positive).

### 3.3 Lattices constructed from error correction codes

Lattices can be constructed by different ways. In mathematics, lattices are usually constructed from the sphere packing theory [25]. In cryptography, people prefer the group theory for lattice construction. However, in communications, most lattices are lifted from the existing error correction codes [47]. The following table presents the summary of current lattice constructions from error correction codes.

**Table 3.1: Lattice constructions from error correction codes [3].**

<table>
<thead>
<tr>
<th>Name</th>
<th>References</th>
<th>Descriptions</th>
<th>Lattices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction A</td>
<td>[55] [25, p137]</td>
<td>Single level, binary and non-binary codes</td>
<td>( D_4, ) (8, 4, 4) Hamming Code and ( E_8 ), Random mod-( p ) lattices [53] [19], LDA lattices [56].</td>
</tr>
<tr>
<td>Construction B</td>
<td>[55] [25, p141]</td>
<td>Single level, the weight of the lattice vector must be divisible by 4</td>
<td>(8, 1, 8) Repetition Code and ( E_8 ), (16, 5, 8) Reed-Muller codes and Barnes-Wall lattice ( \Lambda_{16}, ) (24, 12, 8) Golay code and Leech lattice ( \Lambda_{24} ).</td>
</tr>
<tr>
<td>Construction D</td>
<td>[57] [25, p232]</td>
<td>Multilevel, nested binary linear codes, deals with generator matrix</td>
<td>Barnes-( p ) lattices, Polar lattices [51], Turbo lattices [58].</td>
</tr>
<tr>
<td>Construction D'</td>
<td>[57] [25, p235]</td>
<td>Multilevel, nested binary linear codes, deals with parity-check matrix</td>
<td>LDPC lattices [59]</td>
</tr>
<tr>
<td>Construction E</td>
<td>[60] [25, p236]</td>
<td>Multilevel, nested binary linear codes, higher dimensional lattice partition</td>
<td>Polar lattices [51]</td>
</tr>
</tbody>
</table>
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3.3.1 Single level constructions

In this subsection, we briefly introduce Construction A. The general definition of Construction A can be found at [25, p211]. Let $\Pi : \Lambda^N \rightarrow (\Lambda/\Lambda')^N$ be the natural projection. The lattice $L$ generated from Construction A is defined as:

$$L = \{ \overline{x} \in \Lambda^N | \Pi(\overline{x}) \in C \},$$

(3.33)

where $C(N, k, d_{\text{min}})$ is an $\mathbb{F}_p$-linear code with length $N$, dimension $k$ and minimum distance $d_{\text{min}}$.

A simple case for Construction A is the mod-$p$ lattice used in [53], where $\Lambda/\Lambda' = \mathbb{Z}/p\mathbb{Z}$. The fundamental volume of such a lattice is $V(L) = p^{N-k}$.

Let $I_k$ denote the $k$-by-$k$ identity matrix. The systematic form of the code $C$ is given by $(I_k, B)$. The generator matrix for $L$ has the form

$$\begin{pmatrix}
I_k & \Phi(B) \\
0 & pI_{N-k}
\end{pmatrix}$$

(3.34)

where $\Phi : \mathbb{F}_p \rightarrow \mathbb{Z}$ is a natural embedding from $\mathbb{F}_p$ to $\mathbb{Z}$. Moreover, the minimum distance of $L$ is given by

$$d_{\text{min}}(L) = \min\{ \sqrt{d_{\text{min}}(C)}, d_{\text{min}}(\Lambda') \} = \min\{ \sqrt{d_{\text{min}}(C)}, p \}.$$  

(3.35)

Consequently, Construction A cannot be successful for large dimension when $p$ is small. To improve the minimum distance of the mod-$p$ lattices, we may use a more powerful code $C$ and a finite field with larger size $p$. 
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3.3.1.1 Gosset lattice $E_8$

In this subsection, we give a brief review on the Gosset lattice $E_8$. The Gosset lattice $E_8$ is famous for having the densest packing efficiency among all known 8-dimensional lattices. One code formula of $E_8$ is given by

$$L = C(8, 4, 4) + 2\mathbb{Z}^8,$$

where $C(8, 4, 4)$ denotes the (8, 4, 4) Hamming code. Clearly, it is constructed by the binary partition $\mathbb{Z}/2\mathbb{Z}$ and Construction A.

There are $2^4$ codewords of the (8, 4, 4) Hamming code. From the viewpoint of coset codes [47], $E_8$ is the combination of the $2^4$ cosets of $2\mathbb{Z}^8$ which are chosen by the (8, 4, 4) Hamming Code.

3.3.1.2 Low-density integer lattices [56]

Low-density integer lattices (LDA) are constructed from non-binary LDPC codes [56] and Construction A. Similar to LDPC codes, LDA lattices can be decoded efficiently by the iterative message-passing algorithm based on their factor graphs. In [56], the authors gave an example using a (2, 5)-regular LDPC code and a non-binary partition $\mathbb{Z}/p\mathbb{Z}$ with $p = 11$. The decoding complexity is $O(p^2N \log N)$.

In 2013, it was further proved that two particular families of the LDA lattices can achieve the Poltyrev capacity under lattice decoding [61, 62]. The difference lies in the number of non-zero coefficients $h_i$ in a parity-check equation $\sum_{i=1}^n h_i x_i \equiv 0 \mod p$, which is called the row degree of LDA lattices. [61] shows that Poltyrev capacity can be achieved with LDA lattices when the row degree is growing logarithmically. This proof is inspired by the result proved by Gallager that binary LDPC codes need logarithmically growing row degrees to achieve the capacity of the binary symmetric channel. A stronger statement is then given in [62], which
shows that Poltyrev capacity can be attained also by LDA lattices with constant row
degrees. The typical settings of the LDA lattices to guarantee achieving the Poltyrev
capacity are \( p = n^{\frac{1}{2}} \) and the degree should at least be 7. It remains an open problem
that whether the degree can be reduced to 2.

### 3.3.2 Multilevel constructions

From the previous section, we know that the single level construction cannot gen-
erate high dimensional lattices with large coding gain if the component codes are
binary codes. However, by using multilevel construction, we can stack a series of
binary nested capacity-achieving codes and generate high dimensional lattices with
large coding gain. We define Construction \( D \) as follows.

Let \( C_0 \subseteq C_1 \subseteq \cdots \subseteq C_{a-1} \subseteq C_a = \mathbb{F}_2^N \) be a family of nested binary linear
codes, where \( C_i \) has parameters \((N, k_i, d_i)\) and \( C_a \) is the trivial \((N, N, 1)\) code. Let
\( \bar{b}_1, \bar{b}_2, \cdots, \bar{b}_N \) be a basis of \( \mathbb{F}_2^N \) such that \( \bar{b}_1, \cdots, \bar{b}_{k_i} \) span \( C_i \). The lattice \( \Lambda_D \) consists
of all vectors of the form

\[
\sum_{i=0}^{a-1} 2^i \sum_{j=1}^{k_i} \alpha_{j}^{(i)} \psi(\bar{b}_j) + 2^n \mathbb{Z}^N, \tag{3.37}
\]

where \( \alpha_j^{(i)} \in \{0, 1\} \), and \( \psi \) be the natural embedding of \( \mathbb{F}_2^N \) into \( \mathbb{Z}^N \).

Particularly, when the lattice partition chain is \( \mathbb{Z}/2\mathbb{Z}/\cdots/2^n\mathbb{Z} \), the fundamental
volume of \( \Lambda_D \) is given by

\[
V(\Lambda_D) = 2^{-N} \sum_{i=1}^{a-1} k_i V(\Lambda_a)^N = (2^{a-1})^N \cdot 2^{N-\sum_{i=1}^{a-1} k_i}. \tag{3.38}
\]

For construction \( D \) with the 1-dimensional binary lattice partition \( \Lambda_1/\Lambda_2\cdots = \mathbb{Z}/2\mathbb{Z} \cdots \). Let \( X_{1:r} = X_1, X_2, \cdots, X_r \) and \( Y \) denote the input and output for AWGN
channel where \( X_i \in \mathcal{X} = \{0, 1\}, Y \in \mathcal{Y} \). The channel of the \( \ell \)-th level is a well-
defined $2^{\ell-1}\mathbb{Z}/2^\ell\mathbb{Z}$ channel [50]. Given uniformly distributed $x_{1:\ell-1}$, letting $A_\ell(x_{1:\ell})$ denote the set of the chosen constellation, i.e., $A_\ell(x_{1:\ell}) = x_1 + \cdots + 2^{\ell-1}x_\ell + 2^\ell\mathbb{Z}$, the conditional PDF of this channel with input $x_\ell \in \{0, 1\}$ and output $\bar{y}_\ell = y \mod 2^\ell\mathbb{Z}$ is [50]

$$P_{\bar{Y}_\ell|X_\ell,X_{1:\ell-1}}(\bar{y}_\ell|x_\ell,x_{1:\ell-1}) = f_{\sigma,2^\ell\mathbb{Z}}(\bar{y}_\ell - x_1 - \cdots - 2^{\ell-1}x_\ell)$$

$$= \sum_{\lambda \in 2^\ell\mathbb{Z}} f_{\sigma,\lambda}(\bar{y}_\ell - x_1 - \cdots - 2^{\ell-1}x_\ell)$$

$$= \frac{1}{\sqrt{2\pi\sigma}} \sum_{a \in A_\ell(x_{1:\ell})} \exp \left( -\frac{1}{2\sigma^2} |\bar{y}_\ell - a|^2 \right).$$

This channel is the key to construct AWGN-good multilevel lattices. More details are introduced in Chapter 4.

### 3.3.2.1 Barnes-Wall lattices

Barnes-Wall lattices are constructed from Reed-Muller (RM) codes. Conventionally, RM codes are denoted by $\text{RM}(r, m)$ ($0 \leq r \leq m$), with parameters $N$, $k$, and $d$ given by

$$N = 2^m, k = 1 + \binom{m}{1} + \cdots + \binom{m}{r}, d = 2^{m-r},$$

respectively.

Barnes-Wall lattices are the densest lattices known in 4, 8, and 16 dimensions.\footnote{We give the example of Barnes-Wall lattices as a benchmark particularly because of the close connection between RM codes and polar codes [63]. As we show in Figure 4.8, the advantage of polar codes over RM codes will translate into the advantage of polar lattices over Barnes-Wall lattices.}

Following the code formulas given in [64], one may interpret the close relationship between Barnes-Wall lattices and RM codes as follows:
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For even $m - r$:

$$
\Lambda(r, m) = 2^{(m-r)/2} \mathbb{Z}^{2N} + \sum_{r + 1 \leq r' \leq m \atop m - r' \text{ odd}} \mathrm{RM}(r', m + 1) 2^{(r' - r - 1)/2}.
$$

For odd $m - r$:

$$
\Lambda(r, m) = 2^{(m-r+1)/2} \mathbb{Z}^{2N} + \sum_{r + 1 \leq r' \leq m \atop m - r' \text{ even}} \mathrm{RM}(r', m + 1) 2^{(r' - r - 1)/2}.
$$

Alternatively, one may use the complex code formula:

$$
\Lambda(r, m) = \phi^{(m-r)/2} \mathbb{G}^{N} + \sum_{r \leq r' < n} \mathrm{RM}(r', m) \phi^{r' - r},
$$

where $\phi = 1 + i$ and $\mathbb{G}$ is the lattice of Gaussian integers.

For example, the code formula of the Barnes-Wall lattice with dimension 1024 can be written as:

$$
BW_{1024} = \mathrm{RM}(1, 10) + 2\mathrm{RM}(3, 10) + \cdots + 2^{5} \mathbb{Z}^{1024}.
$$

We note that the normalized fundamental volume of Barnes-Wall lattices is $2^{m}$, and the minimum squared Euclidean distance is $2^{m}$, which also means an asymptotic coding gain of $2^{m}$. It is worth mentioning that Barnes-Wall lattices can be decoded with the bounded distance decoder (BDD) efficiently [65].
3.3.2.2 Low-density parity-check lattices [59]

Low-density parity-check lattices are constructed by a set of nested LDPC codes [59] according to Construction D’ [25, p232]. This kind of lattices can be represented by a Tanner graph, which in turn is used to efficiently decode the lattice by the generalized min-sum algorithm. One can also use multistage decoding to decode each level’s LDPC codes sequentially, using the standard belief propagation algorithm. This reduces the complexity at the expense of some loss in error performance. It was suggested to use the progressive-edge-growth algorithm (PEG) to find good component LDPC codes with larger girth. Furthermore, lattices based on irregular LDPC codes were proposed in [66]. Examples and decoding algorithms can be found in [59].

Instead of defining a lattice by the generator matrix, Construction $D’$ gives a definition based on the parity check matrix of the linear code at each level.

Suppose $C_0 \supseteq C_1 \supseteq \cdots \supseteq C_{a-1} \supseteq C_a$ be a series of nested binary linear codes, where $C_i$ has parameters $(N, k_i, d_i)$. Let $C_i^*$ denote the dual code of $C_i$. Let $\{\overline{h}_1, \cdots, \overline{h}_N\}$ be linearly independent vectors in $\mathbb{F}_2^N$ such that each dual code $C_i^*$ is generated by $\{\overline{h}_1, \cdots, \overline{h}_{r_i}\}$, where $r_i = N - k_i$. Let $\Lambda_{D’}$ be the corresponding lattice constructed by Construction $D’$. The parity-check matrix of $\Lambda_{D’}$ is given by

$$
H = \begin{pmatrix}
\overline{h}_1 \\
\vdots \\
\overline{h}_{r_0} \\
\vdots \\
2^a\overline{h}_{r_{a-1}+1} \\
\vdots \\
2^a\overline{h}_{r_a}
\end{pmatrix}.
$$

Then a lattice point $\overline{x} \in \mathbb{Z}^N$ is in $\Lambda_{D’}$ if and only if

$$
H\overline{x}^T \equiv 0 \mod 2^{a+1}.
$$
3.3.2.3 Turbo lattices (2010)

When turbo codes are used in Construction D, we get turbo lattices [58]. The turbo code for each level is generated by the tail-biting convolutional codes. Let $C_0 \subseteq C_1 \subseteq \cdots \subseteq C_{a-1} \subseteq C_a = \mathbb{F}_2^N$ be a family of nested binary turbo codes. The code formula for the turbo lattice is

$$\Lambda_{TC} = C_1 + 2C_2 + \cdots + 2^{a-1}C_{a-1} + 2^a \mathbb{Z}^N, \quad (3.42)$$

which is similar to that of Barnes-Wall lattices.

Consider two nested turbo codes $C_0 \subseteq C_1$ generated by a generator matrix $G$ of a convolutional code with size $K \times N$ and a random interleaver $\Pi$ with size $k = LK$. Each interleaver can be represented by a permutation matrix $P_{k \times k}$. Therefore the generator matrix of $C_2$ has form

$$G_{TC} = \begin{pmatrix} I_k & F & PF \end{pmatrix}, \quad (3.43)$$

where $F$ is a $LK \times L(N - K)$ submatrix including only parity columns of the tail-biting generator matrix $G$. Note that the generator matrix of $C_1$ consists of the first $k_1$ rows of $G_{TC}$. As a result, the generator matrix of the turbo lattice is

$$G_{TL} = \begin{pmatrix} I_{k_1} & 0 & F_1 & P_1F_1 \\ 0 & 2I_{k_2} & 2F_2 & 2P_2F_2 \\ 0 & 0 & 4I_{k_3} & 0 \\ 0 & 0 & 0 & 4I_{k_3} \end{pmatrix}, \quad (3.44)$$

Taking the same example in [58], consider a component turbo code $C_2$ with
generator matrix
\[
\begin{pmatrix}
1 & 0 & \frac{1+x+x^2+x^3}{1+x^2+x^3} \\
0 & 1 & \frac{1+x+x^2}{1+x^2+x^3}
\end{pmatrix}.
\]

The resulting turbo code has rate \( R_2 = \frac{1}{2} \), and \( d_2 = 13 \) when \( k_2 = 400 \). Consider, the component encoder for \( C_1 \) with the following generator matrix
\[
\begin{pmatrix}
1 & 0 & \frac{1+x+x^2+x^3}{1+x^2+x^3}
\end{pmatrix},
\]

which is the first row of the generator matrix of \( C_2 \). It can be checked that \( C_1 \) has rate \( R_1 = \frac{1}{3} \) and \( d_1 = 28 \) when \( k_1 = 576 \).

Suppose a block of information bits of size 1000 is used. Since \( C_2 \) is a rate-\( \frac{1}{2} \) block turbo code, the dimension of the turbo lattice is 2000. The generator matrix of the turbo lattice \( \Lambda_{TL} \) is
\[
G_{TL} = \begin{pmatrix}
I_{576} & 0 & F_1 & P_1F_1 \\
0 & 2I_{324} & 2F_2 & 2P_2F_2 \\
0 & 0 & 4I_{500} & 0 \\
0 & 0 & 0 & 4I_{500}
\end{pmatrix},
\]
and its minimum distance is \( \min\{4, d_1, d_2\} = 4 \).

### 3.3.2.4 Polar lattices (2013)

Polar lattices are generated by a set of nested polar codes according to Construction D or Construction E \(^2\). Since polar lattices are as explicit as polar codes, their construction is equally efficient. Furthermore, compared with the above existing schemes [59, 56, 67, 58], polar lattices are distinguished by their provable AWGN-
goodness, namely, they asymptotically achieve the sphere bound with multistage decoding, as we will show in Chapter 4.

In simple words, the construction of polar lattices requires a set of nested binary polar codes $\mathcal{P}_\ell$ with block length $N$ and dimension of information bits $k_\ell$ for $1 \leq \ell \leq r$. Let $\mathcal{P}_1 \subseteq \mathcal{P}_2 \cdots \subseteq \mathcal{P}_r$ for the nesting requirement. Denote by $\psi$ be the natural embedding of $\mathbb{F}_2^N$ into $\mathbb{Z}^N$. Consider $g_1, g_2, \cdots, g_N$ be a basis of $\mathbb{F}_2^N$ such that $g_1, \cdots, g_{k_\ell}$ span $\mathcal{P}_\ell$. When $n = 1$, the polar lattice $L$ consists of all vectors of the form

$$
\sum_{\ell=1}^{r} 2^{\ell-1} \sum_{j=1}^{k_\ell} \alpha_j^{(\ell)} \psi(g_j) + 2^r z,
$$

where $\alpha_j^{(\ell)} \in \{0, 1\}$ and $z \in \mathbb{Z}^N$.

### 3.3.3 Other lattices

Besides constructing from error-correcting codes, there are other lattices, such as the convolutional lattice codes [68] (also called as signal codes) and low-density lattice codes [67], which are designed directly from the Euclidean space. These constructions may be alternatives to the well known techniques (constructions A-D) that generate lattices from finite alphabet linear codes. For brevity, we skip the details of these lattices, and the rest of the thesis will mainly focus on polar lattices.

### 3.4 Summary

The concept of lattice codes for the AWGN channel is introduced in Chapter 1. Some basics about lattices, including discrete Gaussian distribution, AWGN-goodness of lattices, lattice constructions from error-correcting codes and theoretical analysis based on radome lattices are introduced in this Chapter. No mathematical novel-
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But all the background which is needed to understand the sequel is presented in this chapter. We will show how to construct AWGN-good lattices from polar codes explicitly and prove their AWGN-goodness in the next chapter Chapter 4.
4.1 Introduction

A fast-decodable, structured code achieving the capacity of the power-constrained additive white Gaussian-noise (AWGN) channel is the dream goal of coding theory. Polar codes, proposed by Arıkan in [63], can provably achieve the capacity of binary memoryless symmetric (BMS) channels. There are considerable efforts to extend polar codes to general discrete memoryless channels, to nonbinary polar codes, and to asymmetric channels [69, 70, 71, 72, 10, 73]. A largely theoretic attempt to construct polar codes for the AWGN channel was given in [74, 75], based on nonbinary polar codes or on the technique for the multi-access channel. However, these methods turn out to be inefficient in the sense of coding complexity. In this chapter, we propose polar lattices to fulfil this goal, based on a combination of binary polar codes and multilevel lattice codes.

Lattice codes are the counterpart of linear codes in the Euclidean space. It is well known that the design of a lattice code consists of two essentially separate problems: AWGN coding and shaping. AWGN coding is addressed by the notion of AWGN-good lattices [49, 19]. Informally, AWGN-goodness means that if the fundamental volume of the lattice is slightly greater than that of the “noise sphere”, the error probability of infinite lattice decoding could be made arbitrarily small. Recently, several new lattice constructions with good performance have been introduced [59, 56, 76, 67]. On the other hand, shaping takes care of the finite power constraint.
of the Gaussian channel. Capacity-achieving shaping techniques include Voronoi shaping [19] and lattice Gaussian shaping [20]. Despite these significant progresses, an explicit construction of lattice codes achieving the capacity of the Gaussian channel has been missing up until now.

We settle this open problem by employing the powerful tool of polarization in lattice construction. The technical ingredients of this work are the following:

- The construction of polar lattices and the proof of their AWGN-goodness. We follow the multilevel construction of Forney, Trott and Chung [50], where for each level we build a polar code to achieve its capacity. A salient feature of the proposed method is that it naturally leads to a set of nested polar codes, as required by the multilevel construction. This compares favorably with existing multilevel constructions [59], where extra efforts are needed to nest the component codes.

- The Gaussian shaping technique for polar lattices in the power-constrained AWGN channel. This is based on source polarization. We are able to achieve the capacity \( \frac{1}{2} \log(1 + \text{SNR}) \) with low-complexity multistage successive cancellation (SC) decoding for any given signal-to-noise ratio (SNR). It is worth mentioning that our proposed shaping scheme is not only a practical implementation of lattice Gaussian shaping, but also an improvement in the sense that we successfully remove the restriction \( \text{SNR} > e \) in [20, Theorem 3].

Both source and channel polarization are employed in the construction, resulting in an integrated approach in the sense that error correction and shaping are performed by one single polar code on each level. Further, it is worth pointing out that each aspect may also be of independent interest. AWGN-good lattices have many applications in network information theory (e.g., the aforementioned compute-and-forward and Wyner-Ziv coding), while lattice Gaussian shaping, i.e., generating a
Gaussian distribution over a lattice, is useful in lattice-based cryptography as well [77].

Both theoretic and practical aspects of polar lattices are addressed in this chapter. We not only prove the theoretic goodness of polar lattices, but also give practical rules for designing these lattices.

### 4.2 Construction of Polar Lattices

As reviewed in the preceding chapter, achieving the channel capacity involves an AWGN-good lattice. Forney et al. gave single and multilevel constructions of AWGN-good lattices in [50]. We now follow their multilevel approach to construct polar lattices. In order to achieve the capacity of the AWGN channel with the noise variance $\sigma^2$, the concerned noise variance for the AWGN-good lattice is $\tilde{\sigma}^2$ (recall $\tilde{\sigma} \triangleq \frac{\sigma \sigma}{\sqrt{\sigma^2 + \sigma^2}}$), which is the variance of the equivalent noise after MMSE rescaling [20]. This methodology can also be justified by the equivalence lemma in the next section (see Lemma 4.3.11).

#### 4.2.1 Forney et al.’s Construction Revisited

Recall that a mod-$\Lambda$ Gaussian channel is a Gaussian channel with an input in any fundamental region $R(\Lambda)$ and with a mod-$R(\Lambda)$ operator at the receiver front end [50]. The capacity of the mod-$\Lambda$ channel for noise variance $\tilde{\sigma}^2$ is

$$C(\Lambda, \tilde{\sigma}^2) = \log V(\Lambda) - h(\Lambda, \tilde{\sigma}^2),$$

where $h(\Lambda, \tilde{\sigma}^2) = -\int_{V(\Lambda)} f_{\tilde{\sigma}, \Lambda}(x) \log f_{\tilde{\sigma}, \Lambda}(x) dx$ is the differential entropy of the $\Lambda$-aliased noise over $V(\Lambda)$.

**Remark 4.2.1.** A mod-$\Lambda$ Gaussian channel with noise variance $\sigma_1^2$ is degraded with
respect to one with noise variance $\sigma_1^2$ if $\sigma_1^2 > \sigma_2^2$. Let $\tilde{W}_1$ and $\tilde{W}_2$ denote the two channels respectively. Consider an intermediate channel $\tilde{W}'$ which is also a mod-$\Lambda$ channel, with noise variance $\sigma_1^2 - \sigma_2^2$. By the property $[X \mod \Lambda + Y] \mod \Lambda = [X + Y] \mod \Lambda$, it is easy to see that $\tilde{W}_1$ is stochastically equivalent to a channel constructed by concatenating $\tilde{W}_2$ with $\tilde{W}'$. Therefore, $C(\Lambda, \sigma_1^2) < C(\Lambda, \sigma_2^2)$, and $h(\Lambda, \sigma_1^2) > h(\Lambda, \sigma_2^2)$.

Given lattice partition $\Lambda/\Lambda'$, the $\Lambda/\Lambda'$ channel is a mod-$\Lambda'$ channel whose input is restricted to discrete lattice points in $(\Lambda + a) \cap \mathcal{R}(\Lambda')$ for some translate $a$. The capacity of the $\Lambda/\Lambda'$ channel is given by

\[
C(\Lambda/\Lambda', \tilde{\sigma}^2) = C(\Lambda', \tilde{\sigma}^2) - C(\Lambda, \tilde{\sigma}^2)
\]

\[
= h(\Lambda, \tilde{\sigma}^2) - h(\Lambda', \tilde{\sigma}^2) + \log V(\Lambda')/V(\Lambda).
\]

Further, if $\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda'$ is a lattice partition chain, then

\[
C(\Lambda/\Lambda', \tilde{\sigma}^2) = C(\Lambda/\Lambda_1, \tilde{\sigma}^2) + \cdots + C(\Lambda_{r-1}/\Lambda', \tilde{\sigma}^2).
\]

The key idea of [50] is to use a good component code $C_\ell$ to achieve the capacity $C(\Lambda_{\ell-1}/\Lambda_\ell, \tilde{\sigma}^2)$ for each level $\ell = 1, 2, \ldots, r$ in Construction D. For such a construction, the total decoding error probability with multistage decoding is bounded by

\[
P_\ell(L, \tilde{\sigma}^2) \leq \sum_{\ell=1}^{r} P_\ell(C_\ell, \tilde{\sigma}^2) + P_\ell((\Lambda')^N, \tilde{\sigma}^2).
\]

To make $P_\ell(L, \tilde{\sigma}^2) \to 0$, we need to choose the lattice $\Lambda'$ such that $P_\ell((\Lambda')^N, \tilde{\sigma}^2) \to 0$ and the codes $C_\ell$ for the $\Lambda_{\ell-1}/\Lambda_\ell$ channels whose error probabilities also tend to zero.
Since \( V(L) = 2^{-N R_C V(L')} \), the logarithmic VNR of \( L \) is

\[
\log \left( \frac{\gamma_L(\tilde{\sigma})}{2\pi e} \right) = \log \frac{V(L)}{2\pi e \tilde{\sigma}^2} = \log \frac{2^{-\frac{1}{2} R_C V(L')}}{2\pi e \tilde{\sigma}^2} = -\frac{2}{n} R_C + \frac{2}{n} \log V(L') - \log 2\pi e \tilde{\sigma}^2. \tag{4.5}
\]

Define

\[
\begin{align*}
\epsilon_1 &= C(\Lambda_1, \tilde{\sigma}^2) \\
\epsilon_2 &= h(\tilde{\sigma}^2) - h(\Lambda', \tilde{\sigma}^2) \\
\epsilon_3 &= C(\Lambda/\Lambda', \tilde{\sigma}^2) - R_C = \sum_{\ell=1}^r C(\Lambda_{\ell-1}/\Lambda_\ell, \tilde{\sigma}^2) - R_\ell,
\end{align*}
\tag{4.6}
\]

where \( h(\tilde{\sigma}^2) = \frac{n}{2} \log 2\pi e \tilde{\sigma}^2 \) is the differential entropy of the Gaussian noise. We note that, \( \epsilon_1 \geq 0 \) represents the capacity of the mod-\( \Lambda_1 \) channel, \( \epsilon_2 \geq 0 \) (due to the data processing theorem) is the difference between the entropy of the Gaussian noise and that of the mod-\( \Lambda_r \) Gaussian noise, and \( \epsilon_3 \geq 0 \) is the total capacity loss of component codes.

Then we have

\[
\log \left( \frac{\gamma_L(\tilde{\sigma})}{2\pi e} \right) = \frac{2}{n} (\epsilon_1 - \epsilon_2 + \epsilon_3). \tag{4.7}
\]

Since \( \epsilon_2 \geq 0 \), we obtain the upper bound\(^1\)

\[
\log \left( \frac{\gamma_L(\tilde{\sigma})}{2\pi e} \right) \leq \frac{2}{n} (\epsilon_1 + \epsilon_3). \tag{4.8}
\]

Since \( \log \left( \frac{\gamma_L(\tilde{\sigma})}{2\pi e} \right) = 0 \) represents the Poltyrev capacity, the right hand side of (4.8) gives an upper bound on the gap to the Poltyrev capacity. The bound is equal to

\(^1\)It was shown in [50] that \( \epsilon_2 \approx \pi P_e(\Lambda', \tilde{\sigma}^2) \), which is negligible compared to the other two terms.
\[ \frac{6.02}{n}(\epsilon_1 + \epsilon_3) \text{ decibels (dB)}, \] by conversion of the binary logarithm into the base-10 logarithm.

To approach the Poltyrev capacity, we would like to have \( \log \left( \frac{\gamma L(\sigma)}{2\pi e} \right) \to 0 \) while \( P_e(L, \sigma^2) \to 0 \). Thus, from (4.8), we need that both \( \epsilon_1 \) and \( \epsilon_3 \) are negligible. In [78, Appendix A], we prove the following lemma.

**Lemma 4.2.1.** The capacity of the mod-\( \Lambda \) channel is bounded by

\[ C(\Lambda, \sigma^2) \leq \log (1 + \epsilon_\Lambda(\sigma)) \leq \log(e) \cdot \epsilon_\Lambda(\sigma). \]  

Thus, we have the following design criteria:

- The top lattice \( \Lambda \) has a negligible flatness factor \( \epsilon_\Lambda(\sigma) \).
- The bottom lattice \( \Lambda' \) has a small error probability \( P_e(\Lambda', \sigma^2) \).
- Each component code \( C_\ell \) is a capacity-approaching code for the \( \Lambda_{\ell-1}/\Lambda_\ell \) channel.

These conditions are essentially the same as those of Forney et al. [50], except that we impose a slightly stronger condition on the top lattice. In [50], the top lattice satisfies \( C(\Lambda, \sigma^2) \approx 0 \). The reason why we require negligible \( \epsilon_\Lambda(\sigma) \) is to achieve the capacity of the power-constrained Gaussian channel. This will become clear in the next section.

Asymptotically, the error probability of polar codes decrease as \( e^{-O(\sqrt{N})} \) and we may desire the same for the error probability of polar lattices. To make this happen, we may want \( P_e(\Lambda', \sigma^2) \) to decrease exponentially since \( P_e((\Lambda')^N, \sigma^2) \leq NP_e(\Lambda', \sigma^2) \). It is easy to see that the number of levels \( r = O(\log N) \) is sufficient such that \( P_e(\Lambda', \sigma^2) = e^{-O(N)} \) (see [78, Appendix B] for a proof). In practical designs, if the target error probability (e.g., \( P_e(L, \sigma^2) = 10^{-5} \)) is fixed, a small number of levels will suffice.
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4.2.2 Polar Lattices

It is shown in [50] that the $\Lambda_{\ell-1}/\Lambda_{\ell}$ channel is symmetric, and that the optimum input distribution is uniform. Since we use a binary partition $\Lambda_{\ell-1}/\Lambda_{\ell}$, the input $X_{\ell}$ is binary for $\ell \in 1, 2, \ldots, r$. Associate $X_{\ell}$ with representative $a_{\ell}$ of the coset in the quotient group $\Lambda_{\ell-1}/\Lambda_{\ell}$. The fact that the $\Lambda_{\ell-1}/\Lambda_{\ell}$ channel is a BMS channel allows a polar code to achieve its capacity.

Let $Y$ denote the output of the AWGN channel. Given $x_{1:\ell-1}$, let $A_{\ell}(x_{1:\ell})$ denote the coset chosen by $x_{\ell}$, i.e., $A_{\ell}(x_{1:\ell}) = a_{1} + \cdots + a_{\ell} + \Lambda_{\ell}$. Assuming a uniform input distribution for all $X_{\ell}$, the conditional PDF of this $\Lambda_{\ell-1}/\Lambda_{\ell}$ channel with input $x_{\ell}$ and output $\bar{y}_{\ell} = y \mod \Lambda_{\ell}$ is given by [79, (5)]

$$P_{y_{\ell}|x_{\ell}, x_{1:\ell-1}}(\bar{y}_{\ell}|x_{\ell}, x_{1:\ell-1}) = f_{\sigma, \Lambda_{\ell}}(\bar{y}_{\ell} - a_{1} - \cdots - a_{\ell}) = \frac{1}{\sqrt{2\pi}\sigma} \sum_{a \in A_{\ell}(x_{1:\ell})} \exp\left(-\frac{||\bar{y}_{\ell} - a||^{2}}{2\sigma^{2}}\right). \quad (4.10)$$

In [50], this conditional PDF is written in a somewhat different form. Namely, the conditional PDF is $f_{\sigma, \Lambda_{\ell}}(\bar{y}_{\ell} - a - a_{\ell})$ with an offset $a$. Nevertheless, the two forms are equivalent because we can let the offset $a = a_{1} + \cdots + a_{\ell-1}$. The regularity (symmetry) and capacity separability [50, Th. 4 and Th. 5] of the $\Lambda/\Lambda'$ channel hold for any offset on its input. In fact, the offset due to previous input bits $x_{1:\ell-1}$ would be removed by the multistage decoder at level $\ell$, which means that the code for level $\ell$ can be designed according to (5.5) with $x_{1:\ell-1} = 0$. For this reason, we will fix $x_{1:\ell-1} = 0$ to prove channel degradation in the following lemma. The reason why we use the form (5.5) is for consistency with the case of non-uniform input $x_{1:\ell-1}$ in Sect. 4.3, where one cannot always let $x_{1:\ell-1} = 0$.

The proof of the following lemma is given in Appendix A.

**Lemma 4.2.2.** Consider a self-similar binary lattice partition chain $\Lambda/\Lambda_{1}/\cdots/\Lambda_{r-1}/\Lambda'$, in which we have $\Lambda_{\ell} = T^{\ell}\Lambda$ for all $\ell$, with $T = \alpha V$ for
some scale factor $\alpha > 1$ and orthogonal matrix $V$. Then, the $\Lambda_{\ell-1}/\Lambda_\ell$ channel is
degraded with respect to the $\Lambda_\ell/\Lambda_{\ell+1}$ channel for $1 \leq \ell \leq r - 1$.

With component polar codes $\mathcal{P}(N, k_\ell)$ for all the $\Lambda_{\ell-1}/\Lambda_\ell$ channels ($1 \leq \ell \leq r$),
we stack them as in Construction D to build the polar lattice. The following lemma
shows that these component codes are nested, which is to guarantee that the multilevel construction creates a lattice [50]. We consider two rules to determine the
component codes, for theoretical and practical purposes, respectively. One is the
capacity rule [50, 79], where we select the channel indices according to a threshold on the mutual information. The other is the equal-error-probability rule [79],
namely, the same error probability for each level, where we select the channel indices according to a threshold on the Bhattacharyya parameter. The advantage of the equal-error-probability rule based on the Bhattacharyya parameter is that it leads to an upper bound on the error probability. For this reason, we use the equal-error-probability rule in the practical design. It is well known that these two rules will converge as the block length goes to infinity [63]. This nesting relation is a consequence of [30, Lemma 4.7].

**Lemma 4.2.3.** For either the capacity rule or the equal-error-probability rule,
the component polar codes built in the multilevel construction are nested, i.e.,
$\mathcal{P}(N, k_1) \subseteq \mathcal{P}(N, k_2) \subseteq \cdots \subseteq \mathcal{P}(N, k_r)$.

**Proof.** Firstly, consider the equal-error-probability rule. By [30, Lemma 4.7], if
a BMS channel $\tilde{V}$ is a degraded version of $\tilde{W}$, then the subchannel $\tilde{V}_N^{(i)}$ is also
degraded with respect to $\tilde{W}_N^{(i)}$ and $\tilde{Z}(\tilde{V}_N^{(i)}) \geq \tilde{Z}(\tilde{W}_N^{(i)})$. Let the threshold be $2^{-N^\beta}$
for some $\beta < 1/2$. The codewords are generated by $x^{1:N} = u^T G_{\mathcal{I}}$, where $G_{\mathcal{I}}$ is the
submatrix of $G$ whose rows are indexed by information set $\mathcal{I}$. The information sets
for these two channels are respectively given by

\[
\begin{align*}
\mathcal{I}_{\tilde{W}} &= \{ i : \tilde{Z}(\hat{W}_N^{(i)}) < 2^{-N^\beta} \}, \\
\mathcal{I}_{\tilde{V}} &= \{ i : \tilde{Z}(\hat{V}_N^{(i)}) < 2^{-N^\beta} \}.
\end{align*}
\]

Due to the fact that \(\tilde{Z}(\hat{V}_N^{(i)}) \geq \tilde{Z}(\hat{W}_N^{(i)})\), we have \(\mathcal{I}_{\tilde{V}} \subseteq \mathcal{I}_{\tilde{W}}\). If we construct polar codes \(\mathcal{P}(N, |\mathcal{I}_{\tilde{W}}|)\) over \(\tilde{W}\) and \(\mathcal{P}(N, |\mathcal{I}_{\tilde{V}}|)\) over \(\tilde{V}\), \(G_{\mathcal{I}_{\tilde{V}}}\) is a submatrix of \(G_{\mathcal{I}_{\tilde{W}}}\). Therefore \(\mathcal{P}(N, |\mathcal{I}_{\tilde{V}}|) \subseteq \mathcal{P}(N, |\mathcal{I}_{\tilde{W}}|)\).

From Lemma 4.2.2, the channel of the \(\ell\)-th level is always degraded with respect to the channel of the \((\ell + 1)\)-th level, and consequently, \(\mathcal{P}(N, k_\ell) \subseteq \mathcal{P}(N, k_{\ell+1})\).

Then, consider the capacity rule. The nesting relation still holds if we select the channel indices according to a threshold on the mutual information. This is because, by [30, Lemma 4.7], \(I(\hat{V}_N^{(i)}) \leq I(\hat{W}_N^{(i)})\) if a BMS channel \(\tilde{V}\) is a degraded version of \(\tilde{W}\).

### 4.2.3 AWGN Goodness

For a threshold \(2^{-N^\beta}\) of the Bhattacharyya parameter, the block error probability of the polar code with SC decoding is upper-bounded by \(N2^{-N^\beta}\). It can be made arbitrarily small by increasing the block length \(N\). Also, the capacity loss \(\epsilon_3\) diminishes as \(N \to \infty\). Therefore, we have the following theorem:

**Theorem 4.2.4.** Suppose \(\epsilon_A(\tilde{\sigma})\) is negligible. Construct polar lattice \(L\) from the \(n\)-dimensional binary lattice partition chain \(\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/N\) and \(r\) nested polar codes with block length \(N\), where \(r = O(\log N)\). Then, the error probability of \(L\) under multistage decoding is bounded by

\[
P_e(L, \sigma^2) \leq rN2^{-N^\beta} + N \left( 1 - \int_{V(N)} f_{\sigma^2}(x) dx \right),
\]

with the logarithmic VNR bounded by (4.8). As \(N \to \infty\), \(L\) can achieve the Poltyrev
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capacity, i.e., \( \log \left( \frac{\gamma_L(s)}{2\pi e} \right) \to 0 \) and \( P_e(L, \tilde{\sigma}^2) \to 0 \).

**Remark 4.2.2.** It is worth pointing out that Theorem 4.2.4 only requires mild conditions. The condition \( \epsilon_{\Lambda}(\tilde{s}) \to 0 \) is easily satisfied by properly scaling the top lattice \( \Lambda \). In practice, if the target error probability is fixed (e.g., \( 10^{-5} \)), \( r \) can be a small constant, namely, \( r \) does not have to scale as \( \log N \). Thus, the essential condition is \( N \to \infty \).

For finite \( N \), however, the capacity loss \( \epsilon_3 \) is not negligible. We investigate the finite-length performance of polar lattices in the following.

The finite-length analysis of polar codes was given in [80, 81, 82]. It was proved that polar codes need a polynomial block length with respect to the gap to capacity \( \epsilon_{\text{loss}} = I(\tilde{W}) - R = O(N^{-\frac{1}{2}}) \) [80, 81], where \( \mu \) is known as the scaling exponent. The lower bound of the gap is \( \epsilon_{\text{loss}} \geq \beta N^{-\frac{1}{2}} \), where \( \beta \) is a constant that depends only on \( I(\tilde{W}) \) and \( \mu = 3.55 \) [80]. The upper bound of the gap is \( \epsilon_{\text{loss}} \leq \bar{\beta} N^{-\frac{1}{2}} \), where \( \bar{\beta} \) is a constant that depends only on the block error probability \( P_B \) and \( \bar{\mu} = 7 \) was given in [80]. Later this scaling factor \( \bar{\mu} \) has been improved to 5.77 [82].

Thus, the gap to the Poltyrev capacity of finite-dimensional polar lattices is

\[
\log \left( \frac{\gamma_L(s)}{2\pi e} \right) \leq \frac{2}{n} \left( \epsilon_1 + r\bar{\beta} N^{-\frac{1}{2}} \right) \tag{4.12}
\]

with the corresponding block error probability

\[
P_e(L, \tilde{\sigma}^2) \leq rP_B + P_e(\Lambda^{1N}, \tilde{\sigma}^2), \tag{4.13}
\]

where the constant \( \bar{\beta} \) depends only on \( P_B \) (assuming equal error probabilities for the component polar codes). Since \( n \ll N \) is fixed, the gap to the Poltyrev capacity of polar lattices also scales polynomially in the dimension \( n_L = nN \).
In comparison, the optimal bound for finite-dimensional lattices is given by [83]

\[
\log \left( \frac{\gamma_L(\tilde{\sigma})}{2\pi e} \right)_{\text{opt}} = \sqrt{\frac{2}{n_L}} Q^{-1}(P_e(L, \tilde{\sigma}^2)) - \frac{1}{n_L} \log n_L + O \left( \frac{1}{n_L} \right).
\] (4.14)

At finite dimensions, this is more precise than the exponential error bound for lattices constructed from random linear codes given in [50]. Thus, given \( P_e(L, \sigma^2) \), the scaling exponent of optimum random lattices is 2 which is smaller than that of polar lattices \( \mu \). The result is consistent with the fact that polar codes require larger block length than random codes to achieve the same rate and error probability.

### 4.3 Polarization-Based Lattice Gaussian Shaping

To achieve the capacity of the power-constrained Gaussian channel, we can apply Gaussian shaping over the polar lattice \( L \). However, it appears difficult to do so directly. In this section, we will apply Gaussian shaping to the top lattice \( \Lambda \) instead, which is more friendly for implementation. This is motivated by Theorem 3.2.1, which implies that one may construct a capacity-achieving lattice code from a good constellation. More precisely, one may choose a low-dimensional top lattice such as \( \mathbb{Z} \) and \( \mathbb{Z}^2 \) whose mutual information has a negligible gap to the channel capacity as bounded in Theorem 3.2.1, and then construct a multilevel code to achieve the capacity. We will show that this strategy is equivalent to implementing Gaussian shaping over the AWGN-good polar lattice. For this purpose, we will employ the recently introduced polar codes for asymmetric channels [10, 73].

#### 4.3.1 Asymmetric Channels in Multilevel Lattice Coding

By Theorem 3.2.1, we choose a good constellation \( D_{\Lambda, \sigma} \), such that the flatness factor \( \epsilon_\Lambda (\tilde{\sigma}) \) is negligible. Let the binary partition chain \( \Lambda / \Lambda_1 / \cdots / \Lambda_{r-1} / \Lambda' / \cdots \) be la-
belled by bits $X_1, \ldots, X_r, \ldots$. Then, $D_{\Lambda, \sigma_s}$ induces a distribution $P_{X_1 r}$, whose limit corresponds to $D_{\Lambda, \sigma_s}$ as $r \to \infty$. An example for $D_{Z, \sigma_s}$ for $\sigma_s = 3$ is shown in Fig. 4.1. In this case, a shaping constellation with $M = 32$ points are actually sufficient, since the total probability of these points is rather close to 1.
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Figure 4.1: Lattice Gaussian distribution $D_{Z, \sigma_s}$ and the associated labelling.

By the chain rule of mutual information

$$I(Y; X_1 r) = \sum_{\ell=1}^{r} I(Y; X_{\ell} | X_{1: \ell-1}),$$

we obtain $r$ binary-input channels $W_{\ell}$ for $1 \leq \ell \leq r$. Given $x_{1: \ell-1}$, denote again by $A_{\ell}(x_{1: \ell})$ the coset of $\Lambda_{\ell}$ indexed by $x_{1: \ell-1}$ and $x_{\ell}$. According to [79], the channel
transition PDF of the \( \ell \)-th channel \( W_\ell \) is given by

\[
P_{Y|X_\ell, X_{1:\ell-1}}(y|x_\ell, x_{1:\ell-1}) = \frac{1}{P\{A_\ell(x_\ell)\}} \sum_{a \in A_\ell(x_\ell)} P(a) P_{Y|A}(y|a)
\]

\[
= \frac{1}{f_{\sigma_s}(A_\ell(x_\ell))} \sum_{a \in A_\ell(x_\ell)} \frac{1}{2\pi \sigma \sigma_s} \exp\left(-\frac{\|y-a\|^2}{2\sigma^2} - \frac{\|a\|^2}{2\sigma_s^2}\right)
\]

\[
= \exp\left(-\frac{\|y\|^2}{2(\sigma_s^2 + \sigma^2)}\right) \cdot \frac{1}{f_{\sigma_s}(A_\ell(x_\ell))} \frac{1}{2\pi \sigma \sigma_s} \sum_{a \in A_\ell(x_\ell)} \exp\left(-\frac{\sigma_s^2 + \sigma^2}{2\sigma_s^2 \sigma^2} \left\| \frac{\sigma_s^2}{\sigma_s^2 + \sigma^2} y - a \right\|^2\right)
\]

\[
= \exp\left(-\frac{\|y\|^2}{2(\sigma_s^2 + \sigma^2)}\right) \cdot \frac{1}{f_{\sigma_s}(A_\ell(x_\ell))} \frac{1}{2\pi \sigma \sigma_s} \sum_{a \in A_\ell(x_\ell)} \exp\left(-\frac{\|\alpha y - a\|^2}{2\sigma^2}\right).
\]

(4.16)

where we recall the MMSE coefficient \( \alpha = \frac{\sigma_s^2}{\sigma_s^2 + \sigma^2} \), and \( \tilde{\sigma} = \frac{\alpha \sigma}{\sqrt{\sigma_s^2 + \sigma^2}} \). In general, \( W_\ell \) is asymmetric with the input distribution \( P_{X_\ell|X_{1:\ell-1}} \), unless \( f_{\sigma_s}(A_\ell(x_\ell)) \approx \frac{1}{2} \), which means that \( \epsilon_{A_\ell}(\sigma_s) \) is negligible.

For a finite power, the number of levels does not need to be large. The following lemma shows in a quantitative manner how large \( r \) should be in order to achieve the channel capacity. The proof can be found in Appendix B.

**Lemma 4.3.1.** If \( r = O(\log \log N) \), the mutual information of the bottom level \( I(Y; X_r|X_{1:r-1}) \to 0 \) as \( N \to \infty \). Moreover, using the first \( r \) levels only incurs a capacity loss \( \sum_{\ell>r} I(Y; X_\ell|X_{1:\ell-1}) \leq O(\frac{1}{N}) \).

**Remark 4.3.1.** The condition \( r = O(\log \log N) \) is again theoretic. In practice, \( r \) can be a small constant so that the difference between \( I(Y; X_1:r) \) and the capacity is negligible, as we will see from the example in the next section.
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4.3.2 Polar Codes for Asymmetric Channels

Since the component channels are asymmetric, we need polar codes for asymmetric channels to achieve their capacity. Fortunately, polar codes for the binary memoryless asymmetric (BMA) channels have been introduced in [10, 73] recently.

Definition 4.3.1 (Bhattacharyya Parameter for BMA Channel [8, 10]). Let $W$ be a BMA channel with input $X \in \mathcal{X} = \{0, 1\}$ and output $Y \in \mathcal{Y}$, and let $P_X$ and $P_{Y|X}$ denote the input distribution and channel transition probability, respectively. The Bhattacharyya parameter $Z$ for channel $W$ is defined as

$$Z(X|Y) = 2 \sum_y P_Y(y) \sqrt{P_{X|Y}(0|y)P_{X|Y}(1|y)}$$

$$= 2 \sum_y \sqrt{P_{X,Y}(0,y)P_{X,Y}(1,y)}.$$  (4.17)

Note that Definition 4.3.1 is the same as Definition 2.1.2 when $P_X$ is uniform.

The following lemma shows that adding an observable at the output of $W$ will not decrease $Z$.

Lemma 4.3.2 (Conditioning reduces Bhattacharyya parameter $Z$). Let $(X, Y, Y') \sim P_{X,Y,Y'}, X \in \mathcal{X} = \{0, 1\}, Y \in \mathcal{Y}, Y' \in \mathcal{Y}',$ we have

$$Z(X|Y,Y') \leq Z(X|Y).$$  (4.18)

Proof.

$$Z(X|Y,Y') = 2 \sum_{y,y'} \sqrt{P_{X,Y,Y'}(0,y,y')P_{X,Y,Y'}(1,y,y')}$$

$$= 2 \sum_y \sum_{y'} \sqrt{P_{X,Y,Y'}(0,y,y')} \sqrt{P_{X,Y,Y'}(1,y,y')}$$

$$\leq (a) 2 \sum_y \sqrt{\sum_{y'} P_{X,Y,Y'}(0,y,y')} \sqrt{\sum_{y'} P_{X,Y,Y'}(1,y,y')}$$

$$= 2 \sum_y \sqrt{P_{X,Y}(0,y)P_{X,Y}(0,y)}$$
where (a) follows from Cauchy-Schwartz inequality.

Let $X_{1:N}$ and $Y_{1:N}$ be the input and output vector after $N$ independent uses of $W$. For simplicity, denote the distribution of $(X^i, Y^i)$ by $P_{XY} = P_X P_{Y|X}$ for $i \in [N]$. The following property of the polarized random variables $U_{1:N} = X_{1:N} G_N$ is well known.

**Theorem 4.3.3 (Polarization of Random Variables [10]).** For any $\beta \in (0, 0.5)$,

$$
\begin{align*}
\lim_{N \to \infty} \frac{1}{N} \left| \left\{ i : Z(U^i|U_{1:i-1}^{1:i-1}) \geq 1 - 2^{-N\beta} \right\} \right| &= H(X), \\
\lim_{N \to \infty} \frac{1}{N} \left| \left\{ i : Z(U^i|U_{1:i-1}^{1:i-1}) \leq 2^{-N\beta} \right\} \right| &= 1 - H(X), \\
\lim_{N \to \infty} \frac{1}{N} \left| \left\{ i : Z(U^i|U_{1:i-1}^{1:i-1}, Y_{1:N}) \geq 1 - 2^{-N\beta} \right\} \right| &= H(Y|X), \\
\lim_{N \to \infty} \frac{1}{N} \left| \left\{ i : Z(U^i|U_{1:i-1}^{1:i-1}, Y_{1:N}) \leq 2^{-N\beta} \right\} \right| &= 1 - H(Y|X),
\end{align*}
$$

and

$$
\begin{align*}
\lim_{N \to \infty} \frac{1}{N} \left| \left\{ i : Z(U^i|U_{1:i-1}^{1:i-1}, Y_{1:N}) \leq 2^{-N\beta} \text{ and } Z(U^i|U_{1:i-1}^{1:i-1}) \geq 1 - 2^{-N\beta} \right\} \right| &= I(X; Y), \\
\lim_{N \to \infty} \frac{1}{N} \left| \left\{ i : Z(U^i|U_{1:i-1}^{1:i-1}, Y_{1:N}) \geq 2^{-N\beta} \text{ or } Z(U^i|U_{1:i-1}^{1:i-1}) \leq 1 - 2^{-N\beta} \right\} \right| &= 1 - I(X; Y).
\end{align*}
$$

The Bhattacharyya parameter for asymmetric models was originally defined for distributed source coding in [8]. By the duality between channel coding and source coding, it can be also used to construct capacity-achieving polar codes for BMA channels [10]. Actually, $Z(U^i|U_{1:i-1}^{1:i-1})$ is the Bhattacharyya parameter for a single source $X$ (without side information).

The Bhattacharyya parameter of a BMA channel can be related to that of a symmetric channel. To this aim, we use a symmetrization technique which creates a binary-input symmetric channel $\tilde{W}$ from the BMA channel $W$. The following lemma was implicit in [10]; here we make it explicit.
Lemma 4.3.4 (Symmetrization). Let $\tilde{W}$ be a binary-input channel with input $\tilde{X} \in \mathcal{X} = \{0, 1\}$ and output $\tilde{Y} \in \{Y, \bar{X}\}$, built from the asymmetric channel $W$ as shown in Fig. 4.2. Suppose the input of $\tilde{W}$ is uniformly distributed, i.e., $P_{\tilde{X}}(\tilde{x} = 0) = P_{\tilde{X}}(\tilde{x} = 1) = \frac{1}{2}$. Then $\tilde{W}$ is a binary-input symmetric channel in the sense that $P_{\tilde{Y}|\tilde{X}}(y, x \oplus \tilde{x} | \tilde{x}) = P_{Y,X}(y, x)$. \footnote{We note that the definition of symmetric channel is slightly different from that given in [63] since we have a condition on the input distribution here. However, for the construction of polar codes and polar lattices, i.e., for the calculation of the Bhattacharyya parameter (see Theorem 4.3.5), we always assume uniform input distribution for the symmetrized channel. In this special case, the channel can be treated as a symmetric channel.}

![Figure 4.2: The relationship between the asymmetric channel $W$ and the symmetrized channel $\tilde{W}$.](image)

Proof.

\[
P_{\tilde{Y}|\tilde{X}}(y, x \oplus \tilde{x} | \tilde{x}) = \frac{P_{Y,\tilde{X}}(y, x \oplus \tilde{x}, \tilde{x})}{P_{\tilde{X}}(\tilde{x})} = \frac{\sum_{x' \in \mathcal{X}} P_{Y,X,\tilde{X}}(y, x \oplus \tilde{x}, x', \tilde{x})}{P_{\tilde{X}}(\tilde{x})}
\]

\[= \sum_{x' \in \mathcal{X}} P_{Y|X}(y|x') P_{X \oplus \tilde{X}|X,\tilde{X}}(x \oplus \tilde{x}, x', \tilde{x}) P_{\tilde{X}}(\tilde{x})
\]

\[= \sum_{x' \in \mathcal{X}} P_{Y|X}(y|x') P_{X \oplus \tilde{X}|X,\tilde{X}}(x \oplus \tilde{x} | x', \tilde{x}) P_X(x') P_{\tilde{X}}(\tilde{x})
\]

\[\equiv P_{Y,X}(y, x).
\]

The equalities (a)-(c) follow from (a) $Y$ is only dependent on $X$, (b) $X$ and $\tilde{X}$ are independent to each other and (c) $P_{X \oplus \tilde{X}|X,\tilde{X}}(x \oplus \tilde{x} | x', \tilde{x}) = 1(x' = x)$. \hfill \square

The following theorem connects the Bhattacharyya Parameter of a BMA channel $W$ and that of the symmetrized channel $\tilde{W}$. Denote by $W_N$ and $\tilde{W}_N$ the combining channels of $N$ uses of $W$ and $\tilde{W}$, respectively.
Theorem 4.3.5 (Connection Between Bhattacharyya Parameters [10]). Let $\tilde{X}^{1:N}$ and $\tilde{Y}^{1:N} = \left( X^{1:N} \oplus \tilde{X}^{1:N}, Y^{1:N} \right)$ be the input and output vectors of $\tilde{W}$, respectively, and let $U^{1:N} = X^{1:N}G_N$ and $\tilde{U}^{1:N} = \tilde{X}^{1:N}G_N$. The Bhattacharyya parameter of each subchannel of $W_N$ is equal to that of each subchannel of $\tilde{W}_N$, i.e.,

$$Z(U^i|U^{1:i-1}, Y^{1:N}) = \tilde{Z}(\tilde{U}^i|\tilde{U}^{1:i-1}, X^{1:N} \oplus \tilde{X}^{1:N}, Y^{1:N}).$$ (4.20) 

Now, we are in a position to construct polar codes for the BMA channel. Define the frozen set $\tilde{F}$ and information set $\tilde{I}$ of the symmetric polar codes as follows:

$$\begin{cases} 
\text{frozen set: } \tilde{F} = \{ i \in [N] : Z(U^i|U^{1:i-1}, Y^{1:N}) > 2^{-N^\alpha} \} \\
\text{information set: } \tilde{I} = \{ i \in [N] : Z(U^i|U^{1:i-1}, Y^{1:N}) \leq 2^{-N^\alpha} \}. 
\end{cases}$$ (4.21) 

By Theorem 4.3.5, the Bhattacharyya parameters of the symmetric channel $\tilde{W}$ and the asymmetric channel $W$ are the same. However, the channel capacity of $\tilde{W}$ is $I(\tilde{X}; X \oplus \tilde{X}) + I(\tilde{X}; Y|X \oplus \tilde{X}) = 1 - H(X) + I(X; Y)$, which is $1 - H(X)$ more than the capacity of $W$. To obtain the real capacity $I(X; Y)$ of $W$, the input distribution of $\tilde{W}$ needs to be adjusted to $P_X$. By polar lossless source coding, the indices with very small $Z(U^i|U^{1:i-1})$ should be removed from the information set $\tilde{I}$ of the symmetrized channel, and the proportion of this part is $1 - H(X)$ as $N \to \infty$. We name this set as the information set $\mathcal{I}$ of the asymmetric channel $W$. Further, there are some bits which are uniformly distributed and can be made independent from the information bits; we name this set as the frozen set $\mathcal{F}$. In order to generate the desired input distribution $P_X$, the remaining bits are determined from the bits in $\mathcal{F} \cup \mathcal{I}$; we call it the shaping set $\mathcal{S}$. This process is depicted in Fig. 4.3. We formally
4.3. Polarization-Based Lattice Gaussian Shaping

Figure 4.3: Polarization for symmetric and asymmetric channels.

define the three sets as follows:

\[
\begin{align*}
\text{frozen set: } & \mathcal{F} = \{ i \in [N] : Z(U^i | U^{1:i-1}, Y^{1:N}) \geq 1 - 2^{-N^\beta} \} \\
\text{information set: } & \mathcal{I} = \{ i \in [N] : Z(U^i | U^{1:i-1}, Y^{1:N}) \leq 2^{-N^\beta} \text{ and } Z(U^i | U^{1:i-1}) \geq 1 - 2^{-N^\beta} \} \\
\text{shaping set: } & \mathcal{S} = (\mathcal{F} \cup \mathcal{I})^c.
\end{align*}
\]

To find these sets, one can use Theorem 4.3.5 to calculate \(Z(U^i | U^{1:i-1}, Y^{1:N})\) with the known technique for symmetric polar codes [84, 5]. We note that \(Z(U^i | U^{1:i-1})\) can be computed in a similar way: one constructs a symmetric channel between \(\tilde{X}\) and \(X \oplus \tilde{X}\), which is actually a binary symmetric channel with cross probability \(P_X(x = 1)\). The above construction is equivalent to implementing shaping over the polar code for the symmetrized channel \(\tilde{W}\).

Besides the construction, the decoding can also be converted to that of the symmetric polar code. If \(X^{1:N} \oplus \tilde{X}^{1:N} = 0\), we have \(U^{1:N} = \tilde{U}^{1:N}\), which means the decoding result of \(U^{1:N}\) equals to that of \(\tilde{U}^{1:N}\). Thus, decoding of the polar code for \(W\) can be treated as decoding of the polar code for \(\tilde{W}\) given that \(X \oplus \tilde{X} = 0\). Clearly, the SC decoding complexity for asymmetric channel is also \(O(N \log N)\).
We summarize this observation as the following lemma.

**Lemma 4.3.6** (Decoding for Asymmetric Channel [10]). Let $y^{1:N}$ be a realization of $Y^{1:N}$ and $\hat{u}^{1:i-1}$ be the previous $i-1$ estimates of $u^{1:N}$. The likelihood ratio of $u^i$ is given by

$$
\frac{P_{U|U^{1:i-1},Y^{1:N}}(0|\hat{u}^{1:i-1},y^{1:N})}{P_{U|U^{1:i-1},Y^{1:N}}(1|\hat{u}^{1:i-1},y^{1:N})} = \tilde{W}^{(i)}_N((y^{1:N},0^{1:N}),\hat{u}^{1:i-1}|0), \tilde{W}^{(i)}_N((y^{1:N},0^{1:N}),\hat{u}^{1:i-1}|1),
$$

where $\tilde{W}^{(i)}_N$ denotes the transition probability of the $i$-th subchannel of $\tilde{W}_N$.

In [10], the bits in $\mathcal{F} \cup \mathcal{S}$ are all chosen according to $P_{U|U^{1:i-1}}(u^i|u^{1:i-1})$, which can also be calculated using (4.23) (treating $Y$ as an independent variable and remove it). However, in order to be compatible with polar lattices, we modify the scheme such that the bits in $\mathcal{F}$ are uniformly distributed over $\{0, 1\}$ while the bits in $\mathcal{S}$ are still chosen according to $P_{U|U^{1:i-1}}(u^i|u^{1:i-1})$. The expectation of the decoding error probability still vanishes with $N$. The following theorem is an extension of the result in [10, Theorem 3]. We give the proof in Appendix C for completeness.

**Theorem 4.3.7.** Consider a polar code with the following encoding and decoding strategies for a BMA channel.

- **Encoding:** Before sending the codeword $x^{1:N} = u^{1:N}G_N$, the index set $[N]$ are divided into three parts: the frozen set $\mathcal{F}$, the information set $\mathcal{I}$ and the shaping set $\mathcal{S}$ which are defined in (5.17). The encoder places uniformly distributed information bits in $\mathcal{I}$, and fills $\mathcal{F}$ with a uniform random $\{0, 1\}$ sequence which is shared between the encoder and the decoder. The bits in $\mathcal{S}$ are generated by a mapping $\phi_S \triangleq \{\phi_i\}_{i \in S}$ in the family of randomized mappings $\Phi_S$, which
yields the following distribution:

\[
    u^i = \begin{cases} 
    0 & \text{with probability } P_{U^i | U^{1:i-1}}(0 | u^{1:i-1}), \\
    1 & \text{with probability } P_{U^i | U^{1:i-1}}(1 | u^{1:i-1}).
\end{cases}
\]  

(4.24)

- Decoding: The decoder receives \( y^{1:N} \) and estimates \( \hat{u}^{1:N} \) of \( u^{1:N} \) according to the rule

\[
    \hat{u}^i = \begin{cases} 
    u^i, & \text{if } i \in \mathcal{F} \\
    \phi_i(\hat{u}^{1:i-1}), & \text{if } i \in \mathcal{S} \\
    \arg\max_u P_{U^i | U^{1:i-1}, Y^{1:N}}(u | \hat{u}^{1:i-1}, y^{1:N}), & \text{if } i \in \mathcal{I}.
\end{cases}
\]  

(4.25)

With the above encoding and decoding, the message rate can be arbitrarily close to \( I(Y; X) \) and the expectation of the decoding error probability over the randomized mappings satisfies \( E_{\phi_S}[P_e(\phi_S)] \leq N 2^{-N \beta'} \) for \( \beta' < 0.5 \). Consequently, there exists a deterministic mapping \( \phi_S \) such that \( P_e(\phi_S) \leq N 2^{-N \beta'} \).

In practice, to share the mapping \( \phi_S \) between the encoder and the decoder, we can let them have access to the same source of randomness, e.g., using the same seed for the pseudorandom number generators.

### 4.3.3 Multilevel Polar Codes

Next, our task is to construct polar codes to achieve the mutual information \( I(Y; X_\ell | X_{1:\ell-1}) \) for all levels. The construction of the preceding subsection is readily applicable to the construction for the first level \( W_1 \). To demonstrate the construction for other levels, we take the channel of the second level \( W_2 \) as an example. This is also a BMA channel with input \( X_2 \in \mathcal{X} = \{0, 1\} \), output \( Y \in \mathcal{Y} \) and side information \( X_1 \). Its channel transition probability is shown in (4.16). To construct a polar
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code for the second level, we propose the following two-step procedure.

Step 1: Construct a polar code for the BMS channel with input vector \( \tilde{X}_2 \) and output vector \( \tilde{Y}_2 \) where \( \tilde{X}_2 \in \mathcal{X} = \{0, 1\} \) is uniformly distributed. At this step \( X_1 \) is regarded as the output. Then the distribution of \( X_2 \) becomes the marginal distribution \( \sum_{x_1,x_3} P_{X_1,X_3}(x_1,x_3) \). Consider polarized random variables \( U_2^1 \) and \( \tilde{U}_2^1 \). According to Theorem 4.3.3, the polarization gives us the three sets \( \mathcal{F}_2, \mathcal{I}_2, \mathcal{S}_2 \)' as shown in Fig. 4.4. Similarly, we can prove that \( \frac{|\mathcal{I}_2|}{N} \to I(Y,X_1;X_2) \) and \( \frac{|\mathcal{F}_2|}{N} \to 1 - I(Y,X_1;X_2) \) as \( N \to \infty \). These three sets are defined as follows:

\[
\begin{align*}
\text{frozen set: } \mathcal{F}_2 &= \{ i \in [N] : Z(U_2^i|U_2^{i-1},X_1^{1:N}) \geq 1 - 2^{-N^\beta} \} \\
\text{information set: } \mathcal{I}_2 &= \{ i \in [N] : Z(U_2^i|U_2^{i-1},X_1^{1:N}) \leq 2^{-N^\beta} \} \\
& \quad \text{and } Z(U_2^i|U_2^{i-1}) \geq 1 - 2^{-N^\beta} \\
\text{shaping set: } \mathcal{S}_2 &= (\mathcal{F}_2 \cup \mathcal{I}_2)^c.
\end{align*}
\]

Step 2: Treat \( X_1^{1:N} \) as the side information for the encoder. Given \( X_1^{1:N} \), the choices of \( X_2^{1:N} \) are further restricted since \( X_1 \) and \( X_2 \) are generally correlated, i.e.,

\[
P_{X_1,X_2}(x_1,x_2) = f_{\sigma_s}(A(x_1,x_2))/f_{\sigma_s}(A) \text{ (cf. Fig. 4.1).}
\]

By removing from \( \mathcal{I}_2 \) the bits which are almost deterministic given \( U_2^{i-1} \) and \( X_1^{1:N} \), we obtain
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Figure 4.5: The second step of polarization in the construction for the second level.

the information set $I_2$ for $W_2$. Then the distribution of the input $X_2$ becomes
the conditional distribution $P_{X_2|X_1}(x_2|x_1)$. The process is shown in Fig. 4.5.

More precisely, the indices are divided into three portions as follows:

$$1 = 1 - I(\tilde{X}_2; \tilde{X}_2 \oplus X_2, X_1, Y) + I(\tilde{X}_2; \tilde{X}_2 \oplus X_2, X_1, Y)$$

$$= 1 - I(\tilde{X}_2; \tilde{X}_2 \oplus X_2, X_1, Y) + I(\tilde{X}_2; \tilde{X}_2 \oplus X_2) + I(\tilde{X}_2; X_1, Y|\tilde{X}_2 \oplus X_2)$$

$$= 1 - I(\tilde{X}_2; \tilde{X}_2 \oplus X_2, X_1, Y) + I(\tilde{X}_2; \tilde{X}_2 \oplus X_2) + I(\tilde{X}_2; X_1|\tilde{X}_2 \oplus X_2) + I(\tilde{X}_2; Y|X_1)$$

$$(4.27)$$

We give the formal statement of this procedure in the following lemma.

**Lemma 4.3.8.** After the first step of polarization, we obtain the three sets $\mathcal{F}_2$, $\mathcal{I}_2$ and $\mathcal{S}'_2$ in (4.26). Let $S_{X_1}$ denote the set of indices whose Bhattacharyya param-
As a result, the proportion of $\mathcal{S}_X$, is asymptotically given by
\[
\lim_{N \to \infty} \frac{|\mathcal{S}_X|}{N} = I(X_2; X_1).
\]

Secondly, we show that $\mathcal{S}_X \cup \mathcal{I}_2 = \mathcal{I}_2$. Again, by Lemma 4.3.2, if $Z(U_2^1|U_2^{1:i-1}, X_1^{:N}) \geq 1 - 2^{-N^2}$, and the difference between the definitions of $\mathcal{S}_X$ and $\mathcal{I}_2$ only lies on $Z(U_2^1|U_2^{1:i-1}, X_1^{:N})$. Observe that the union $\mathcal{S}_X \cup \mathcal{I}_2$ would remove the condition on $Z(U_2^1|U_2^{1:i-1}, X_1^{:N})$, and accordingly we have $\mathcal{S}_X \cup \mathcal{I}_2 = \mathcal{I}_2$. It can be also found that the proportion of

\[
\lim_{N \to \infty} \frac{|\mathcal{S}_X|}{N} = \lim_{N \to \infty} \frac{|\mathcal{S}_X'|}{N} = I(X_2; X_1).
\]
\( I_2 \) goes to \( I(X_2; Y | X_1) \) as \( N \to \infty \).

We summarize our main results in the following theorem:

**Theorem 4.3.9** (Coding Theorem for Multilevel Polar Codes). Consider a polar code with the following encoding and decoding strategies for the channel of the second level \( W_2 \) with the channel transition probability \( P_{Y|X_2,X_1}(y|x_2,x_1) \) shown in (4.16).

- **Encoding:** Before sending the codeword \( x_2^{1:N} = u_2^{1:N} G_N \), the index set \([N]\) are divided into three parts: the frozen set \( F_2 \), information set \( I_2 \), and shaping set \( S_2 \). The encoder first places uniformly distributed information bits in \( I_2 \). Then the frozen set \( F_2 \) is filled with a uniform random sequence which are shared between the encoder and the decoder. The bits in \( S_2 \) are generated by a mapping \( \phi_{S_2} \triangleq \{ \phi_i \}_{i \in S_2} \) form a family of randomized mappings \( \Phi_{S_2} \), which yields the following distribution:

\[
\hat{u}_2 = \begin{cases} 
0 & \text{with probability } P_{U_2^i|U_2^{i-1},X_1^{1:N}}(0|u_2^{i-1},x_1^{1:N}), \\
1 & \text{with probability } P_{U_2^i|U_2^{i-1},X_1^{1:N}}(1|u_2^{i-1},x_1^{1:N}).
\end{cases} 
\quad (4.30)
\]

- **Decoding:** The decoder receives \( y^{1:N} \) and estimates \( \hat{u}_2^{1:N} \) based on the previously recovered \( x_1^{1:N} \) according to the rule

\[
\hat{u}_2 = \begin{cases} 
u_2^i, & \text{if } i \in F_2 \\
\phi_i(\hat{u}_2^{i-1}), & \text{if } i \in S_2 \\
\arg\max_u P_{U_2^i|U_2^{i-1},X_1^{1:N},Y^{1:N}}(u|\hat{u}_2^{i-1},x_1^{1:N},y^{1:N}), & \text{if } i \in I_2
\end{cases} 
\quad (4.31)
\]

Note that probability \( P_{U_2|U_2^{i-1},X_1^{1:N},Y^{1:N}}(u|\hat{u}_2^{i-1},x_1^{1:N},y^{1:N}) \) can be calculated by (4.23) efficiently, treating \( Y \) and \( X_1 \) (already decoded by the SC decoder at level 1)
as the outputs of the asymmetric channel. With the above encoding and decoding, the message rate can be arbitrarily close to $I(Y; X_2|X_1)$ and the expectation of the decoding error probability over the randomized mappings satisfies $E_{\Phi_{S_2}}[P_e(\phi_{S_2})] \leq N2^{-N\beta'}$ for any $\beta' < \beta < 0.5$. Consequently, there exists a deterministic mapping $\phi_{S_2}$ such that $P_e(\phi_{S_2}) \leq N2^{-N\beta'}$.

The proof of this theorem is given in Appendix D.

Obviously, Theorem 4.3.9 can be generalized to the construction of a polar code for the channel of the $\ell$-th level $W_\ell$. The only difference is that the side information changes from $X_1^{1:N}$ to $X_1^{1:N}_{1:\ell-1}$. As a result, we can construct a polar code which achieves a rate arbitrarily close to $I(Y; X_\ell|X_1^{1:d})$ with vanishing error probability. We omit the proof for the sake of brevity.

### 4.3.4 Achieving Channel Capacity

So far, we have constructed polar codes to achieve the capacity of the induced asymmetric channels for all levels. Since the sum capacity of the component channels nearly equals the mutual information $I(Y; X)$, and since we choose a good constellation such that $I(Y; X) \approx \frac{1}{2} \log(1 + \text{SNR})$, we have constructed a lattice code to achieve the capacity of the Gaussian channel. We summarize the construction in the following theorem:

**Theorem 4.3.10.** Choose a good constellation with negligible flatness factor $\epsilon_\Lambda(\tilde{\sigma})$ and negligible $\epsilon_1$ as in Theorem 3.2.1, and construct a multilevel polar code with $r = O(\log \log N)$ as above. Then, for any SNR, the message rate approaches $\frac{1}{2} \log(1 + \text{SNR})$, while the error probability under multistage decoding is bounded by

$$P_e \leq rN2^{-N\beta'}, \quad 0 < \beta' < 0.5$$

as $N \rightarrow \infty$. 

(4.32)
Remark 4.3.2. It is simple to generate a transmitted codeword of the proposed scheme. For $n=1$, let
\[
\chi = \sum_{\ell=1}^{r} 2^{\ell-1} \left[ \sum_{i \in I_\ell} u_i^\ell g_i + \sum_{i \in S_\ell} u_i^\ell g_i + \sum_{i \in F_\ell} u_i^\ell g_i \right].
\] (4.33)

The transmitted codeword $x$ is drawn from $D_{2^r \mathbb{Z}^N + \chi, \sigma s}$. From the proof of Lemma 4.3.1, we know that the probability of choosing a point outside of the interval $[-2^{r-1}, 2^{r-1})$ is negligible if $r$ is sufficiently large, which implies there exists only one point in this interval with probability close to 1. Therefore, one may simply transmit $x = \chi \mod 2^r$, where the modulo operation is applied component-wise with range $[-2^{r-1}, 2^{r-1})$.

Next, we show that such a multilevel polar coding scheme is equivalent to Gaussian shaping over a coset $L + c'$ of a polar lattice $L$ for some translate $c'$. In fact, the polar lattice $L$ is exactly constructed from the corresponding symmetrized channels $\tilde{W}_\ell$. Recall that the $\ell$-th channel $W_\ell$ is a BMA channel with the input distribution $P(X_\ell | X_1: \ell - 1)$ ($1 \leq \ell \leq r$). It is clear that $P_{X_1:\ell}(x_1:\ell) = f_{\sigma s}(A_\ell(x_1:\ell))/f_{\sigma s}(\Lambda)$. By Lemma 4.3.4 and (4.16), the transition probability of the symmetrized channel $\tilde{W}_\ell$ is
\[
P_{\tilde{W}_\ell}( (y, x_1:\ell-1, x_\ell \oplus \tilde{x}_\ell ) | \tilde{x}_\ell )
= P_{Y,X_1:\ell}(y, x_1:\ell)
= P_{X_1:\ell}(x_1:\ell) P_{Y|X_\ell,X_1:\ell-1}(y | x_\ell, x_1:\ell-1)
= \exp \left( -\frac{||y||^2}{2(\sigma_s^2 + \sigma^2)} \right) \frac{1}{f_{\sigma s}(\Lambda)} \frac{1}{2\pi \sigma_s \sigma} \sum_{a \in A_\ell(x_1:\ell)} \exp \left( -\frac{||ay - a||^2}{2\tilde{\sigma}^2} \right).
\] (4.34)

Note that the difference between the asymmetric channel (4.16) and symmetrized channel (4.34) is the \textit{a priori} probability $P_{X_1:\ell}(x_1:\ell) = f_{\sigma s}(A_\ell(x_1:\ell))/f_{\sigma s}(\Lambda)$. Comparing with the $\Lambda_{\ell-1}/\Lambda_\ell$ channel (5.5), we see that the symmetrized channel (4.34) is equivalent to a $\Lambda_{\ell-1}/\Lambda_\ell$ channel, since the common terms in front of the sum will be
completely cancelled out in the calculation of the likelihood ratio\(^3\). We summarize
the foregoing analysis in the following lemma:

**Lemma 4.3.11** (Equivalence lemma). Consider a multilevel lattice code constructed
from constellation \(D_{\Lambda, \sigma_s}\) for a Gaussian channel with noise variance \(\sigma^2\). The \(\ell\)-th
symmetric channel \(\tilde{W}_\ell\) (\(1 \leq \ell \leq r\)) which is derived from the asymmetric channel
\(W_\ell\) is equivalent to the MMSE-scaled \(\Lambda_{\ell-1}/\Lambda_\ell\) channel with noise variance \(\tilde{\sigma}^2\).

Thus, the resultant polar codes for the symmetrized channels are nested, and the
polar lattice is AWGN-good for noise variance \(\tilde{\sigma}^2\); also, the multistage decoding is
performed on the MMSE-scaled signal \(\alpha y\) (cf. Lemma 4.3.6). Since the frozen sets
of the polar codes are filled with random bits (rather than all zeros), we actually
obtain a coset \(L + c'\) of the polar lattice, where the shift \(c'\) accounts for the effects of
all random frozen bits. Finally, since we start from \(D_{\Lambda, \sigma_s}\), we would obtain \(D_{\Lambda^N, \sigma_s}\)
without coding; since \(L + c' \subset \Lambda^N\) by construction, we obtain a discrete Gaussian
distribution \(D_{L+c', \sigma_s}\) over \(L + c'\).

**Remark 4.3.3.** This analysis shows that our proposed scheme is an explicit construc-
tion of lattice Gaussian coding introduced in [20], which applies Gaussian shaping
to an AWGN-good lattice (or its coset). Note that the condition of negligible \(\epsilon(\tilde{\sigma})\)
in Theorem 4.3.10 is the same as the condition on \(\Lambda\) imposed in the construction of
polar lattice in Section 4.2 (cf. Theorem 4.2.4). Again, it is always possible to scale
down the top lattice \(\Lambda\) such that both \(\epsilon(\tilde{\sigma})\) and \(\epsilon_t\) become negligible in Theorem
3.2.1. Thus, Theorem 4.3.10 holds for any SNR, meaning that we have removed the
condition \(\text{SNR} > e\) required by [20, Theorem 3]\(^4\). Moreover, if a good constellation
of the form \(D_{\Lambda-c, \sigma_s}\) for some shift \(c\) is used in practice (e.g., a constellation taking
values in \(\{\pm 1, \pm 3, \ldots\}\)), the proposed construction holds verbatim.

\(^3\)Even if \(y \in \mathbb{R}^n\) in (4.34), the sum over \(A_\ell(x_1, \ell)\) is \(\Lambda_\ell\)-periodic. Hence, the likelihood ratio will
be the same if one takes \(\tilde{y} = y \mod \Lambda_\ell\) and uses (5.5).

\(^4\)The reason of the condition \(\text{SNR} > e\) in [20] is that a more stringent condition is imposed on the
flatness factor of \(L\), namely, \(\epsilon_L\left(\frac{\sigma^2}{\sqrt{\sigma^2 + \sigma_s^2}}\right)\) is negligible.
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In this section, we give design examples of polar lattices based on one and two-dimensional partition chains, with and without the power constraint. The design follows the equal-error-probability rule. Multistage SC decoding is applied. Since the complexity of SC decoding is $O(N \log N)$, the overall decoding complexity is $O(rN \log N)$.

4.4.1 Design Examples without Power Constraint

Consider the one-dimensional lattice partition $\mathbb{Z}/2\mathbb{Z}/\cdots/2^r\mathbb{Z}$. To construct a multi-level lattice, one needs to determine the number of levels of lattice partitions and the
actual rates according to the target error probability for a given noise variance. By the guidelines of “Construction D” in Chapter 3, the effective levels are those which can achieve the target error probability with an actual rate not too close to either 0 or 1. Therefore, one can determine the number of effective levels with the help of capacity curves in Fig. 4.6. For example, at the given noise variance indicated by the straight line in Fig. 4.6, one may choose two levels of component codes, which was indeed suggested in [50].

The multilevel construction and the multistage decoding are shown in Fig. 4.7. For the \( \ell \)-th level, \( g_1, g_2, \cdots, g_k \), are a set of code generators chosen from the matrix \( G_N \), and \( \sigma_\ell \) is the standard deviation of the noise.

Now, we give an example for length \( N = 1024 \) and target error probability \( P_e(L, \tilde{\sigma}^2) = 10^{-5} \). Since the bottom level is a \( \mathbb{Z}^N \) lattice decoder, \( \sigma_3 \approx 0.0845 \) for target error probability \( \frac{1}{3} \cdot 10^{-5} \). For the middle level, \( \sigma_2 = 2 \cdot \sigma_3 = 0.1690 \). From Fig. 4.6, the channel capacity of the middle level is \( C(\mathbb{Z}/2\mathbb{Z}, \sigma_2^2) = C(2\mathbb{Z}/4\mathbb{Z}, \sigma_1^2) = 0.9874 \). For the top level, \( \tilde{\sigma} = \sigma_1 = 0.3380 \) and the capacity is 0.5145. Our goal is to find two polar codes approaching the respective capacities at block error probabilities \( \leq \frac{1}{3} \cdot 10^{-5} \) over these binary-input mod-2 channels.

For \( N = 1024 \), we found the first polar code with \( \frac{k}{N} = 0.23 \) for \( P_e(C_1, \sigma_1^2) \approx \)

Figure 4.7: A polar lattice with two levels, where \( \sigma_1 = \tilde{\sigma} \).
Block error probabilities of polar lattices and Barnes-Wall (BW) lattices of length $N = 1024$ with multistage decoding.

The first polar code with $\frac{k}{N} = 0.9$ for $P_e(C_2, \sigma_2^2) \approx \frac{1}{3} \cdot 10^{-5}$. Thus, the sum rate of component polar codes $R_C = 0.23 + 0.9$, implying a capacity loss $\epsilon_3 = 0.3719$. Meanwhile, the factor $\epsilon_1 = C(Z, 0.3380^2) = 0.0160$. From (7.29), the logarithmic VNR is given by

$$\log \left( \frac{\gamma_L(\tilde{\sigma})}{2\pi e} \right) \leq 2(\epsilon_1 + \epsilon_3) = 0.7758,$$

which is 2.34 dB. Fig. 4.8 shows the simulation results for this example. It is seen that the estimate 2.34 dB is very close to the actual gap at $P_e(L, \sigma_1^2) \approx 10^{-5}$. This simulation indicates that the performance of the component codes is very important to the multilevel lattice. The gap to the Poltyrev capacity is largely due to the capacity losses of component codes.

Thanks to density evolution [84], the upper bound $\sum_{i \in A} (\tilde{Z}(\tilde{W}^{(i)}))$ on the block error probability of a polar code with finite-length can be calculated numerically. According to (7.23), we plot the upper bound on the block error probability $P_e(L, \tilde{\sigma}^2)$ of the polar lattice in Fig. 4.8, which is quite tight.

Now we revisit the Barnes-Wall lattice with its performance shown in Fig. 4.8. We know that there are only 2 effective levels, but the Barnes-Wall lattice (3.41)
has 5 levels for $N = 1024$. The reason for its relatively poor performance is that it violates the capacity rule: at some levels, the rate of the code exceeds the capacity of the equivalent channel. For example, the rate of the first level is 0.01, which exceeds the capacity of the first level. Another reason is the relatively weak error-correction ability of Reed-Muller codes. Therefore, the error probability of the first level will be high in the low VNR region. Also shown in Fig. 4.8 is our prior design [85], where we followed the structure of the Barnes-Wall lattice, but changed the Reed-Muller code to a polar code on each level. It is seen that replacing the Barnes-Wall rule with our new design yields significantly improved performance.

We use the same multistage decoder for both polar lattices and Barnes-Wall lattices. Thus, the encoding and decoding complexity of polar lattices is almost the same as that of Barnes-Wall lattices.

The performance comparison of other competing lattices approaching the Poltyrev capacity with dimension around 1000 is shown in Fig. 4.9 in terms of the symbol error rate (SER)\textsuperscript{5}. The polar lattice used here is constructed from the two-dimensional lattice partition $\mathbb{Z}^2/R\mathbb{Z}^2/2\mathbb{Z}^2/2R\mathbb{Z}^2/4\mathbb{Z}^2$, where $R$ denotes the rotation matrix $[\begin{smallmatrix} 1 & 1 \\ 1 & -1 \end{smallmatrix}]$. The simulation curves of other lattices are obtained from their corresponding papers. We note that the theoretical minimum gap to the Poltyrev capacity is about 1 dB for dimension 1000 [83]. Among the four types of lattices compared, the LDPC lattice [59] has the weakest performance, while all other three have similar performance at this dimension (the difference is within 0.5 dB). In contrast to the polar lattice and LDA lattice [56, 76], analytic results of the LDLC [67] are not available; therefore, they are less understood in theory. The LDA lattice has slightly better performance than the polar lattice at the expense of higher decoding complexity ($O(p^2 N \log N)$) if $p$-ary LDPC codes are employed. Assuming $p \approx 2^r$,

\textsuperscript{5}SER is defined as the average error probability of the coordinates of the lattice codeword $\lambda$, which is commonly used in literature. The curve for the LDPC lattice was plotted with the normalized block error probability [59].
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4.4.2 Design Examples with Power Constraint

To satisfy the power constraint, we use discrete lattice distribution $D_{\mathbb{Z}, \sigma}$ for shaping. The mutual information $I(Y; X_{\ell} | X_{1:\ell-1})$ at each level for different SNRs is shown in Fig. 4.10. We can see that for partition $\mathbb{Z}/2\mathbb{Z}/...$, five levels are enough to achieve the AWGN channel capacity for SNR ranging from $-5$ dB to 20 dB. Note that this is more than the number of levels required in the design of the AWGN-good lattice itself.
Figure 4.10: Channel capacity for each level as a function of SNR.

For each level, we estimate a lower bound on the code rate for block error probability $P_{Bl} = 1 \times 10^{-5}$. The is done by calculating an upper bound on the block error probability of the polar code, using the Bhattacharyya parameter. With this target error probability, the assignments of bits to the information, shaping and frozen sets on different levels are shown in Fig. 4.11 for SNR = 15 dB and $N = 2^{16}$. In fact, $X_1$ and $X_2$ are nearly uniform such that there is no need for shaping on the first two levels (these levels actually correspond to the AWGN-good lattice). For the third level, most bits are information bits. In contrast, the fifth level is mostly for shaping; since its message rate is already small, adding another level clearly would not contribute to the overall rate of the lattice code. Finally, lower bounds on the rates achieved by polar lattices with various block lengths are shown in Fig. 4.12. We note that the gap to the channel capacity diminishes as $N$ increases, and it is only about 0.1 bits/dimension when $N = 2^{20}$. 
Figure 4.11: The proportions of the shaping set, information set, and frozen set on each level when $N = 2^{16}$ and SNR = 15 dB.

Figure 4.12: Lower bounds on the rates achieved by polar lattices with block error probability $5 \times 10^{-5}$ for block lengths $2^{10}, 2^{12},..., 2^{20}$. 
4.5 Summary

In this chapter, we have constructed polar lattices to approach the capacity of the power-constrained Gaussian channel. The construction is based on a combination of channel polarization and source polarization. Without shaping, the constructed polar lattices are AWGN-good. The Gaussian shaping on a polar lattice deals with the power constraint but is technically more involved. The overall scheme is explicit and efficient, featuring quasi-linear complexity.
CHAPTER 5

Polar Lattices for Gaussian Wiretap Channels

5.1 Introduction

In this chapter, an explicit wiretap coding scheme based on polar lattices is proposed to achieve the secrecy capacity of the additive white Gaussian noise (AWGN) wiretap channel. Firstly, polar lattices are used to construct secrecy-good lattices for the mod-$\Lambda_s$ Gaussian wiretap channel. Then we propose an explicit shaping scheme to remove this mod-$\Lambda_s$ front end and extend polar lattices to the genuine Gaussian wiretap channel. The shaping technique is based on the lattice Gaussian distribution, which leads to a binary asymmetric channel at each level for the multilevel lattice codes. By employing the asymmetric polar coding technique, we construct an AWGN-good lattice and a secrecy-good lattice with optimal shaping simultaneously. As a result, the encoding complexity for the sender and the decoding complexity for the legitimate receiver are both $O(N \log N \log(\log N))$. The proposed scheme is proven to be semantically secure.

The wiretap channel model was introduced by Wyner [41], who showed that both reliability and confidentiality could be attained by coding without any key bits if the channel between the sender and the eavesdropper (wiretapper’s channel $W$) is degraded with respect to the channel between the sender and the legitimate receiver (main channel $V$). The goal of wiretap coding is to design a coding scheme that
makes it possible to communicate both reliably and securely between the sender and the legitimate receiver. Reliability is measured by the decoding error probability for the legitimate user, namely $\lim_{N \to \infty} \Pr\{\hat{M} \neq M\} = 0$, where $N$ is the length of transmitted codeword, $M$ is the confidential message and $\hat{M}$ is its estimation. Secrecy is measured by the mutual information between $M$ and the signal received by the eavesdropper $Z^{[N]}$. In this work, we will follow the strong secrecy condition proposed by Csiszár [42], i.e., $\lim_{N \to \infty} I(M; Z^{[N]}) = 0$, which is more widely accepted than the weak secrecy criterion $\lim_{N \to \infty} \frac{1}{N} I(M; Z^{[N]}) = 0$. In simple terms, the secrecy capacity is defined as the maximum achievable rate under both the reliability and strong secrecy conditions. When $W$ and $V$ are both symmetric, and $W$ is degraded with respect to $V$, the secrecy capacity is given by $C(V) - C(W)$ [86], where $C(\cdot)$ denotes the channel capacity.

In the study of strong secrecy, plaintext messages are often assumed to be random and uniformly distributed. From a cryptographic point of view, it is crucial that the security does not rely on the distribution of the message. This issue can be resolved by using the standard notion of semantic security [87] which means that, asymptotically, it is impossible to estimate any function of the message better than to guess it without accessing $Z^{[N]}$ at all. The relation between strong secrecy and semantic security was recently revealed in [88, 21], namely, semantic security is equivalent to achieving strong secrecy for all distributions $p_M$ of the plaintext messages:

$$\lim_{N \to \infty} \max_{p_M} I(M; Z^{[N]}) = 0. \quad (5.1)$$

In this chapter, we construct lattice codes for the Gaussian wiretap channel (G-WC) which is shown in Fig. 5.1. The confidential message $M$ drawn from the message set $\mathcal{M}$ is encoded by the sender (Alice) into an $N$-dimensional codeword $X^{[N]}$. The outputs $Y^{[N]}$ and $Z^{[N]}$ received by the legitimate receiver (Bob) and the
eavesdropper (Eve) are respectively given by

\[
\begin{align*}
Y^{[N]} &= X^{[N]} + W_b^{[N]} \\ 
Z^{[N]} &= X^{[N]} + W_e^{[N]},
\end{align*}
\]

where \(W_b^{[N]}\) and \(W_e^{[N]}\) are \(N\)-dimensional Gaussian noise vectors with zero mean and variance \(\sigma_b^2\), \(\sigma_e^2\) respectively. The channel input \(X^{[N]}\) satisfies the power constraint \(P_s\), i.e.,

\[
\frac{1}{N} E[\|X^{[N]}\|^2] \leq P_s.
\]

Polar codes [4] have shown their great potential in solving the wiretap coding problem. The polar coding scheme proposed in [13], combined with the block Markov coding technique [44], was proved to achieve the strong secrecy capacity when \(W\) and \(V\) are both binary-input symmetric channels, and \(W\) is degraded with respect to \(V\). More recently, polar wiretap coding has been extended to general wiretap channels (not necessarily degraded or symmetric) in [89] and [90]. For continuous channels such as the GWC, there also has been notable progress in wiretap lattice coding. On the theoretical aspect, the existence of lattice codes achieving the secrecy capacity to within \(\frac{1}{2}\) nat under the strong secrecy as well as semantic security criterion was demonstrated in [21]. On the practical aspect, wiretap lattice
codes were proposed in [91] and [92] to maximize the eavesdropper’s decoding error probability.

Polar lattices, the counterpart of polar codes in the Euclidean space, have already been proved to be additive white Gaussian noise (AWGN)-good [51] and further to achieve the AWGN channel capacity with lattice Gaussian shaping in Chapter 4. Motivated by [13], we will propose polar lattices to achieve both strong secrecy and reliability over the mod-$\Lambda_s$ GWC. Conceptually, this polar lattice structure can be regarded as a secrecy-good lattice $\Lambda_e$ nested within an AWGN-good lattice $\Lambda_b$ ($\Lambda_e \subset \Lambda_b$). Further, we will propose a Gaussian shaping scheme over $\Lambda_b$ and $\Lambda_e$, using the multilevel asymmetric polar coding technique. As a result, we will accomplish the design of an explicit lattice coding scheme which achieves the secrecy capacity of the GWC. The novel technical ingredients of this work are the following:

- The construction of secrecy-good polar lattices for the mod-$\Lambda_s$ GWC and the proof of their secrecy capacity-achieving. This is an extension of the binary symmetric wiretap coding [13] to the multilevel coding scenario, and can also be considered as the construction of secrecy-good polar lattices for the GWC without the power constraint. The construction for the mod-$\Lambda_s$ GWC provides considerable insight into wiretap coding for the genuine GWC, without deviating to the technicality of Gaussian shaping. This work is also of independent interest to other problems of information theoretic security, e.g., secret key generation from Gaussian sources [95].

- The Gaussian shaping applied to the secrecy-good polar lattice, which follows the footpath of Section 4.3. The resultant coding scheme is proved to achieve the secrecy capacity of the GWC. This coding scheme is further proved to be semantically secure. The idea follows the conception of [21], where lattice Gaussian sampling was employed to obtain semantic security. It is worth

\footnote{Please refer to [1, 93, 94] for other methods of achieving the AWGN channel capacity.}
mentioning that our proposed coding scheme is not only a practical implementation of the secure random lattice coding in [21], but also an improvement in the sense that we successfully remove the constant $\frac{1}{2}$-nat gap to the secrecy capacity.\footnote{The $\frac{1}{2}$-nat gap in [21] was due to a requirement on the volume-to-noise ratio of the secrecy-good lattice. When polar codes are used to construct the secrecy-good lattice, however, this requirement can be removed because the upper-bound of information leakage can be directly calculated.}

Invertible randomness extractors were introduced into wiretap coding in [96, 97, 88]. The key idea is that an extractor is used to convert a capacity-achieving code with rate close to $C(V)$ for the main channel into a wiretap code with the rate close to $C(V) - C(W)$. Later, this coding scheme was extended to the GWC in [98]. Besides, channel resolvability [99] was proposed as a tool for wiretap codes. An interesting connection between the resolvability and the extractor was revealed in [100].

The proposed approach and the one based on invertible extractors have their respective advantages. The extractor-based approach is modular, i.e., the error-correction code and extractor are realized separately; it is possible to harness the results of invertible extractors in literature. The advantage of our lattice-based scheme is that the wiretap code designed for Eve is nested within the capacity-achieving code designed for Bob, which represents an integrated approach. More importantly, lattice codes are attractive for emerging applications in network information theory thanks to their useful structures [1], [101]; thus the proposed scheme may fit better with this landscape when security is a concern [102].

## 5.2 Secrecy-good Polar Lattices for the Mod-$\Lambda_s$ GWC

Recall that a sublattice $\Lambda' \subset \Lambda$ induces a partition (denoted by $\Lambda/\Lambda'$) of $\Lambda$ into equivalence classes modulo $\Lambda'$. The order of the partition is denoted by $|\Lambda/\Lambda'|$. \textsuperscript{2}
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which is equal to the number of cosets. If $|\Lambda/\Lambda'| = 2$, we call this a binary partition. Let $\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda'$ for $r \geq 1$ be an $n$-dimensional lattice partition chain. For each partition $\Lambda_{\ell-1}/\Lambda_\ell$ ($1 \leq \ell \leq r$ with convention $\Lambda_0 = \Lambda$ and $\Lambda_r = \Lambda'$) a code $C_\ell$ over $\Lambda_{\ell-1}/\Lambda_\ell$ selects a sequence of representatives $a_\ell$ for the cosets of $\Lambda_\ell$. Consequently, if each partition is binary, the code $C_\ell$ is a binary code.

From the previous chapter, we know that polar lattices are constructed by “Construction D” using a set of nested polar codes $C_1 \subseteq C_2 \subseteq \cdots \subseteq C_r$. Suppose $C_\ell$ has block length $N$ and the number of information bits $k_\ell$ for $1 \leq \ell \leq r$. Choose a basis $g_1, g_2, \cdots, g_N$ from the polar generator matrix $G_N$ such that $g_1, \cdots, g_{k_\ell}$ span $C_\ell$. Recall that when the dimension $n = 1$, the lattice $L$ admits the form [50]

$$L = \left\{ \sum_{\ell=1}^{r} 2^{\ell-1} \sum_{i=1}^{k_\ell} u^i_\ell g_i + 2^r Z^N \mid u^i_\ell \in \{0, 1\} \right\}, \quad (5.2)$$

where the addition is carried out in $\mathbb{R}^N$. The fundamental volume of a lattice obtained from this construction is given by

$$V(L) = 2^{-NR_C} \cdot V(\Lambda_r)^N,$$

where $R_C = \sum_{\ell=1}^{r} R_\ell = \frac{1}{N} \sum_{\ell=1}^{r} k_\ell$ denotes the sum rate of component codes. In this paper, we limit ourselves to the binary lattice partition chain and binary polar codes for simplicity.

5.2.1 Secrecy-goodness

Now we consider the construction of secrecy-good polar lattices over the mod-$\Lambda_s$ GWC shown in Fig. 5.2. The difference between the mod-$\Lambda_s$ GWC and the genuine GWC is the mod-$\Lambda_s$ operation on the received signal of Bob and Eve. With some abuse of notation, the outputs $Y^{[N]}$ and $Z^{[N]}$ at Bob and Eve’s ends respectively
become

\[
\begin{align*}
Y^{[N]} &= \left[ X^{[N]} + W_b^{[N]} \right] \mod \Lambda_s, \\
Z^{[N]} &= \left[ X^{[N]} + W_e^{[N]} \right] \mod \Lambda_s.
\end{align*}
\]

(5.3)

The idea of wiretap lattice coding over the mod-$\Lambda_s$ GWC [21] can be explained as follows. Let $\Lambda_b$ and $\Lambda_e$ be the AWGN-good lattice and secrecy-good lattice designed for Bob and Eve accordingly. Let $\Lambda_s \subset \Lambda_e \subset \Lambda_b$ be a nested chain of $N$-dimensional lattices in $\mathbb{R}^N$, where $\Lambda_s$ is the shaping lattice. Note that the shaping lattice $\Lambda_s$ here is employed primarily for the convenience of designing the secrecy-good lattice and secondarily for satisfying the power constraint. Consider a one-to-one mapping: $\mathcal{M} \to \Lambda_b/\Lambda_e$ which associates each message $m \in \mathcal{M}$ to a coset $\tilde{\lambda}_m \in \Lambda_b/\Lambda_e$. Alice selects a lattice point $\lambda \in \Lambda_e \cap \mathcal{V}(\Lambda_s)$ uniformly at random and transmits $X^{[N]} = \lambda + \lambda_m$, where $\lambda_m$ is the coset representative of $\tilde{\lambda}_m$ in $\mathcal{V}(\Lambda_e)$. This scheme has been proved to achieve both reliability and semantic security in [21] by random lattice codes. We will make it explicit by constructing polar lattice codes in this section.

Let $\Lambda_b$ and $\Lambda_e$ be constructed from a binary partition chain $\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda_r$, and assume $\Lambda_s \subset \Lambda^N_r$ such that $\Lambda_s \subset \Lambda^N_r \subset \Lambda_e \subset \Lambda_b$. Also, denote by $X^{[N]}_1$ the bits

\footnote{This is always possible with sufficient power, since the power constraint is not our primary concern in this section.}
encoding $\Lambda^N/\Lambda^N_r$, which include all information bits for message $M$ as a subset. We have that $[X_{1:r}^N + W^N_e] \mod \Lambda_r^N$ is a sufficient statistic for $X_{1:r}^N$. This can be seen from [50, Lemma 8], rewritten as follows:

**Lemma 5.2.1 ( Sufficiency of mod-$\Lambda$ output [50]).** For a partition chain $\Lambda/\Lambda'$ ($\Lambda' \subseteq \Lambda$), let the input of an AWGN channel be $X = A + B$, where $A \in \mathcal{R}(\Lambda)$ is a random variable, and $B$ is uniformly distributed in $\Lambda \cap \mathcal{R}(\Lambda')$. Reduce the output $Y$ first to $Y' = Y \mod \Lambda'$ and then to $Y'' = Y' \mod \Lambda$. Then the mod-$\Lambda$ map is information-lossless, namely $I(A;Y') = I(A;Y'')$, which means that the output $Y'' = Y' \mod \Lambda$ of mod-$\Lambda$ map is a sufficient statistic for $A$.

In our context, we identify $\Lambda$ with $\Lambda^N_r$ and $\Lambda'$ with $\Lambda_s$, respectively. Since the bits encoding $\Lambda^N_r/\Lambda_s$ are uniformly distributed\(^4\), the mod-$\Lambda^N_r$ operation is information-lossless in the sense that

$$I(X_{1:r}; Z^N) = I(X_{1:r}^N; [X_{1:r}^N + W^N_e] \mod \Lambda_r^N).$$ (5.4)

As far as mutual information $I(X_{1:r}^N; Z^N)$ is concerned, we can use the mod-$\Lambda^N_r$ operator instead of the mod-$\Lambda_s$ operator here. Under this condition, similarly to the multilevel lattice structure introduced in [50], the mod-$\Lambda_s$ channel can be decomposed into a series of BMS channels according to the partition chain $\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda_r$. Therefore, the already mentioned polar coding technique for BMS channels can be employed. Moreover, the channel resulted from the lattice partition chain can be proved to be equivalent to that based on the chain rule of mutual information. Following this channel equivalence, we can construct an AWGN-good lattice $\Lambda_b$ and a secrecy-good lattice $\Lambda_e$, using the wiretap coding technique (2.25) at each partition level.

The decomposition into a set of $\Lambda_{\ell-1}/\Lambda_\ell$ channels is used in [50] to construct

\(^4\)In fact, all bits encoding $\Lambda_s/\Lambda_s$ are uniformly distributed in wiretap coding.
AWGN-good lattices. Take the partition chain \( \mathbb{Z}/2\mathbb{Z}/\cdots/2^r\mathbb{Z} \) as an example. Given uniform input \( X_{1:r} \), let \( K_\ell \) denote the coset indexed by \( x_{1:\ell} \), i.e., \( K_\ell = x_1 + \cdots + 2^\ell-1x_\ell + 2^\ell\mathbb{Z} \). Given that \( X_{1:\ell-1} = x_{1:\ell-1} \), the conditional probability distribution function (PDF) of this channel with binary input \( X_\ell \) and output \( \bar{Z} = Z \mod \Lambda_\ell \) is

\[
f_{\bar{Z}|X_\ell}(\bar{z}|x_\ell) = \frac{1}{\sqrt{2\pi}\sigma_e} \sum_{a \in K_\ell(x_1:\ell)} \exp\left(-\frac{1}{2\sigma_e^2} \|\bar{z} - a\|^2\right).
\]

Since the previous input bits \( x_{1:\ell-1} \) cause a shift on \( K_\ell \) and will be removed by the multistage decoder at level \( \ell \), the code can be designed according to the channel transition probability (5.5) with \( x_{1:\ell-1} = 0 \). Following the notation of [50], we use \( V(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_e^2) \) and \( W(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_e^2) \) to denote the \( \Lambda_{\ell-1}/\Lambda_\ell \) channel for Bob and Eve respectively. The \( \Lambda_{\ell-1}/\Lambda_\ell \) channel can also be used to construct secrecy-good lattices. In order to bound the information leakage of the wiretapper’s channel, we firstly express \( I(X_{1:r}; Z) \) according to the chain rule of mutual information as

\[
I(X_{1:r}; Z) = I(X_1; Z) + I(X_2; Z|X_1) + \cdots + I(X_r; Z|X_{1:r-1}).
\]

This equation still holds if \( Z \) denotes the noisy signal after the mod-\( \Lambda_r \) operation, namely, \( Z = [X + W_e] \mod \Lambda_r \). We will adopt this notation in the rest of this subsection. We refer to the \( \ell \)-th channel associated with mutual information \( I(X_\ell; Z|X_{1:\ell-1}) \) as the equivalent channel denoted by \( W'(X_{\ell}; Z|X_{1:\ell-1}) \), which is defined as the channel from \( X_\ell \) to \( Z \) given the previous \( X_{1:\ell-1} \). Then the transition probability distribution of \( W'(X_{\ell}; Z|X_{1:\ell-1}) \) is [50, Lemma 6]

\[
f_{\bar{Z}|X_\ell}(\bar{z}|x_\ell) = \frac{1}{\text{Pr}(K_\ell(x_1:\ell))} \sum_{a \in K_\ell(x_1:\ell)} \text{Pr}(a) f_{\bar{Z}}(\bar{z}|a) = \frac{1}{|\Lambda\ell/\Lambda_r|} \frac{1}{\sqrt{2\pi}\sigma_e} \sum_{a \in K_\ell(x_1:\ell)} \exp\left(-\frac{1}{2\sigma_e^2} \|\bar{z} - a\|^2\right), \quad \bar{z} \in V(\Lambda_r).
\]
From (5.5) and (5.7), we can observe that the channel output likelihood ratio (LR) of the \( W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_e^2) \) channel is equal to that of the \( \ell \)-th equivalent channel \( W'(X_\ell; Z|X_1:\ell-1) \). Then we have the following channel equivalence lemma.

**Lemma 5.2.2.** Consider a lattice \( L \) constructed by a binary lattice partition chain \( \Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda_r \). Constructing a polar code for the \( \ell \)-th equivalent binary-input channel \( W'(X_\ell; Z|X_1:\ell-1) \) defined by the chain rule (5.6) is equivalent to constructing a polar code for the \( \Lambda_{\ell-1}/\Lambda_{\ell} \) channel \( W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_e^2) \).

**Proof.** See Appendix E.

Note that another proof based on direct calculation of the mutual information and Bhattacharyya parameters of the subchannels can be found in [103].

**Remark 5.2.1.** Observe that if we define \( V'(X_\ell; Y|X_1:\ell-1) \) as the equivalent channel according to the chain rule expansion of \( I(X; Y) \) for the main channel, the same result can be obtained between \( V(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2) \) and \( V'(X_\ell; Y|X_1:\ell-1) \). Moreover, this lemma also holds without the mod-\( \Lambda_s \) front-end, i.e., without power constraint. The construction of AWGN-good polar lattices was given in [104], where nested polar codes were constructed based on a set of \( \Lambda_{\ell-1}/\Lambda_{\ell} \) channels. We note that the \( \Lambda_{\ell-1}/\Lambda_{\ell} \) channel is degraded with respect to the \( \Lambda_{\ell}/\Lambda_{\ell+1} \) channel [104, Lemma 3].

Now it is ready to introduce the polar lattice construction for the mod-\( \Lambda_s \) GWC shown in Fig. 5.3. A polar lattice \( L \) is constructed by a series of nested polar codes \( C_1(N, k_1) \subseteq C_2(N, k_2) \subseteq \cdots \subseteq C_r(N, k_r) \) and a binary lattice partition chain \( \Lambda/\Lambda_1/\cdots/\Lambda_r \). The block length of polar codes is \( N \). Alice splits the message \( M \) into \( M_1, \ldots, M_r \). We follow the same rule (2.29) to assign bits in the component polar codes to achieve strong secrecy. Note that \( W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2) \) is degraded with respect to \( V(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2) \) for \( 1 \leq \ell \leq r \) because \( \sigma_b^2 \leq \sigma_e^2 \). Treating \( V(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2) \) and \( W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_e^2) \) as the main channel and wiretapper’s channel at each level and using the partition rule (2.28), we can get four sets \( A_\ell, B_\ell, C_\ell \) and \( D_\ell \). Similarly, we
assign the bits as follows

\[ A_\ell \leftarrow M_\ell, \quad B_\ell \leftarrow R_\ell, \quad C_\ell \leftarrow F_\ell, \quad D_\ell \leftarrow R_\ell \]

for each level \( \ell \), where \( M_\ell, F_\ell \) and \( R_\ell \) represent message bits, frozen bits (could be set as all zeros) and random bits at level \( \ell \). Since the \( \Lambda_{\ell-1}/\Lambda_\ell \) channel is degraded with respect to the \( \Lambda_\ell/\Lambda_{\ell+1} \) channel, it is easy to obtain that \( C_\ell \supseteq C_{\ell+1} \), which means \( A_\ell \cup B_\ell \cup D_\ell \subseteq A_{\ell+1} \cup B_{\ell+1} \cup D_{\ell+1} \). This construction is clearly a lattice construction as polar codes constructed on each level are nested. We skip the proof of nested polar codes here. A similar proof can be found in [51].

As a result, the above multilevel construction yields an AWGN-good lattice \( \Lambda_b \) and a secrecy-good lattice \( \Lambda_e \) simultaneously\(^5\). More precisely, \( \Lambda_b \) is constructed from a set of nested polar codes \( C_1(N, |A_1| + |B_1| + |D_1|) \subseteq \cdots \subseteq C_r(N, |A_r| + |B_r| + |D_r|) \), while \( \Lambda_e \) is constructed from a set of nested polar codes \( C_1(N, |B_1| + |D_1|) \subseteq \cdots \subseteq C_r(N, |B_r| + |D_r|) \) and with the same lattice partition chain. Note that the random bits in set \( D_\ell \) should be shared to Bob to guarantee the AWGN-goodness of

\(^5\)In this paper, a sequence of lattices \( \Lambda_e \) of increasing dimension is called secrecy-good if they achieve the strong secrecy capacity asymptotically. Note that this definition is different from that in [21], which is based on the flatness factor.
More details are given in the next subsection. It is clear that $\Lambda_e \subset \Lambda_b$. Thus, our proposed coding scheme instantiates the coset coding scheme introduced in [21], where the confidential message is mapped to the coset $\tilde{\lambda}_m \in \Lambda_b/\Lambda_e$.

By using the above assignments and Lemma 2.4.2, we have

$$I(MF; Z[N]) \leq N2^{-N^{\gamma'}}$$

(5.9)

where $Z[N] = Z$ mod $\Lambda$ is the output of the $\Lambda_{\ell-1}/\Lambda_{\ell}$ channel for Eve. In other words, the employed polar code for the channel $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma^2_e)$ can guarantee that the mutual information between the input message and the output is upper bounded by $N2^{-N^{\gamma'}}$. Although (5.9) holds for arbitrarily distributed $M, F$ (see the proof of Lemma 2.4.2), to use the sufficiency of mod-$\Lambda$ proved in Lemma 5.2.2, we firstly assume that $X_{\ell}$ is uniformly and randomly distributed at each level, and thus we have uniform $M_{\ell}$ and $F_{\ell}$. We will further show that the distribution of $M_{\ell}$ and $F_{\ell}$ can be made arbitrary in Remark 5.2.2.

According to Lemma 5.2.2, the constructed polar code can also guarantee the same upper-bound on the mutual information between the input message and the output of the channel $W'(X_{\ell}; Z|X_{1:\ell-1})$, as shown in the following inequality ($X_{\ell}$ is independent of the previous $X_{1:\ell-1}$):

$$I(M_{\ell}F_{\ell}; Z^{[N]}|X_{1:\ell-1}^{[N]}) \leq N2^{-N^{\gamma'}}$$

(5.10)

Recall that $Z^{[N]}$ is the signal received by Eve after the mod-$\Lambda_r$ operation. From the chain rule of mutual information,

$$I(MF; Z^{[N]}) = \sum_{\ell=1}^{r} I(Z^{[N]}; M_{\ell}F_{\ell}|M_{1:\ell-1}F_{1:\ell-1})$$
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\[
\sum_{\ell=1}^{r} H(M_{\ell}F_{\ell}|M_{1:\ell-1}F_{1:\ell-1}) - H(M_{\ell}F_{\ell}|Z^{[N]}, M_{1:\ell-1}F_{1:\ell-1}) \\
\leq \sum_{\ell=1}^{r} H(M_{\ell}F_{\ell}) - H(M_{\ell}F_{\ell}|Z^{[N]}, M_{1:\ell-1}F_{1:\ell-1}) \quad (5.11)
\]

\[
= \sum_{\ell=1}^{r} I\left(M_{\ell}F_{\ell}; Z^{[N]}, M_{1:\ell-1}F_{1:\ell-1}\right) \\
\leq \sum_{\ell=1}^{r} I\left(M_{\ell}F_{\ell}; Z^{[N]}, X^{[N]}_{1:\ell-1}\right) \leq r N 2^{-N^{\alpha'}}
\]

where the second inequality holds because \( I\left(M_{\ell}F_{\ell}; Z^{[N]}, X^{[N]}_{1:\ell-1}\right) = I\left(M_{\ell}F_{\ell}; Z^{[N]}, U^{[N]}_{1:\ell-1}\right) \) and adding more variables will not decrease the mutual information. Therefore strong secrecy is achieved since \( \lim_{N \to \infty} I\left(MF; Z^{[N]}\right) = 0 \).

Remark 5.2.2. Note that the above analysis actually implies semantic security, i.e., (5.11) holds for arbitrarily distributed \( M \) and \( F \). This is because of the symmetric nature of the \( \Lambda_b/\Lambda_e \) channel [50]. We firstly ignore the reliability condition for Bob, and treat \( M \) and \( F \) together as the confidential message. In this case, \( \Lambda_b \) is no longer an AWGN-good lattice, and we will show that \( F \) can be further fixed without breaking the security. Since the message \( MF \) is drawn from \( \mathcal{R}(\Lambda_e) \) and the random bits are drawn from \( \Lambda_e \cap \mathcal{R}(\Lambda_s) \), by Lemma 5.2.1, the mod-$\Lambda_e$ map is information lossless and its output is a sufficient statistic for \( MF \). In this sense, the channel between the confidential message and the eavesdropper’s signal can be viewed as a \( \Lambda_b/\Lambda_e \) channel. Because the \( \Lambda_b/\Lambda_e \) channel is symmetric, the maximum mutual information is achieved by the uniform input. Consequently, the mutual information corresponding to other input distributions can also be upper-bounded by \( r N 2^{-N^{\alpha'}} \) in (5.11), and we can freeze the bits \( F \) for reliability. It is worth mentioning this \( \Lambda_b/\Lambda_e \) channel can be seen as the counterpart in lattice coding of the randomness-induced channel defined in [13].

Theorem 5.2.3 (Achieving secrecy capacity of the mod-$\Lambda_s$ GWC). Consider a polar lattice \( L \) constructed according to (5.8) with the binary lattice partition chain
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$\Lambda/\Lambda_1/\cdots/\Lambda_r$ and $r$ binary nested polar codes with block length $N$. Scale $\Lambda$ and $r$
to satisfy the following conditions:

(i) $h(\Lambda, \sigma_b^2) \to \log(\mathcal{V}(\Lambda))$.

(ii) $h(\Lambda_r, \sigma_e^2) \to \frac{1}{2} \log(2\pi e \sigma_e^2)$.

Given $\sigma_e^2 > \sigma_b^2$, all strong secrecy rates $R$
satisfying

$$R < \frac{1}{2} \log \frac{\sigma_e^2}{\sigma_b^2}$$

are achievable as $N \to \infty$, using the polar lattice $L$ on the mod-$\Lambda_s$ Gaussian wiretap
channel.

Proof. By Lemma 2.4.3 and (5.8),

$$\lim_{N \to \infty} R = \sum_{\ell=1}^r \lim_{N \to \infty} \frac{|A_{\ell}|}{N}$$

$$= \sum_{\ell=1}^r C(V_{\ell}) - C(W_{\ell})$$

$$= \sum_{\ell=1}^r C(V(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2)) - C(W(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_e^2))$$

$$= C(V(\Lambda/\Lambda_r, \sigma_b^2)) - C(W(\Lambda/\Lambda_r, \sigma_e^2))$$

$$= C(\Lambda_r, \sigma_b^2) - C(\Lambda, \sigma_e^2) - C(\Lambda_r, \sigma_e^2) + C(\Lambda, \sigma_e^2)$$

$$= h(\Lambda_r, \sigma_e^2) - h(\Lambda_r, \sigma_b^2) + h(\Lambda, \sigma_b^2) - h(\Lambda, \sigma_e^2)$$

$$= \frac{1}{2} \log \frac{\sigma_e^2}{\sigma_b^2} - (\epsilon_e - \epsilon_b) - \epsilon_1,$$

where

$$\begin{cases} 
\epsilon_1 = h(\Lambda, \sigma_e^2) - h(\Lambda, \sigma_b^2) \geq 0, \\
\epsilon_b = h(\sigma_b^2) - h(\Lambda_r, \sigma_b^2) = \frac{1}{2} \log(2\pi e \sigma_b^2) - h(\Lambda_r, \sigma_b^2) \geq 0, \\
\epsilon_e = h(\sigma_e^2) - h(\Lambda_r, \sigma_e^2) = \frac{1}{2} \log(2\pi e \sigma_e^2) - h(\Lambda_r, \sigma_e^2) \geq 0
\end{cases}$$
and $\epsilon_e - \epsilon_b \geq 0$.

By scaling $\Lambda$, we can have $h(\Lambda, \sigma_e^2) \to \log(V(\Lambda))$. Since $\sigma_e^2 > \sigma_b^2$, we also have $h(\Lambda, \sigma_e^2) \to \log(V(\Lambda))$ and thus $\epsilon_1 \approx 0$. The number of levels is also increased until $h(\Lambda_r, \sigma_e^2) \approx \frac{1}{2} \log(2\pi e \sigma_e^2)$, hence $h(\Lambda_r, \sigma_e^2) \approx \frac{1}{2} \log(2\pi e \sigma_e^2)$, such that both $\epsilon_b$ and $\epsilon_e$ are almost 0. Therefore by scaling $\Lambda$ and adjusting $r$, the secrecy rate can get arbitrarily close to $\frac{1}{2} \log \frac{\sigma_e^2}{\sigma_b^2}$.

Remark 5.2.3. The secrecy capacity of the mod-$\Lambda_s$ Gaussian wiretap channel per use is given by

$$C_s = \frac{1}{N} C(\Lambda_s, \sigma_e^2) - \frac{1}{N} C(\Lambda_s, \sigma_b^2) = \frac{1}{N} h(\Lambda_s, \sigma_e^2) - \frac{1}{N} h(\Lambda_s, \sigma_b^2),$$

(5.12)

since the wiretapper’s channel is degraded with respect to the main channel. Because $h(\Lambda_r, \sigma_e^2) \to \frac{1}{2} \log(2\pi e \sigma_e^2)$ and $\Lambda_s \subset \Lambda_r^N$, we have $\frac{1}{N} h(\Lambda_s, \sigma_e^2) \to \frac{1}{2} \log(2\pi e \sigma_e^2)$ and $\frac{1}{N} h(\Lambda_s, \sigma_b^2) \to \frac{1}{2} \log(2\pi e \sigma_b^2)$. Hence $C_s \to \frac{1}{2} \log \frac{\sigma_e^2}{\sigma_b^2}$. It also equals the secrecy capacity of the Gaussian wiretap channel when the signal power goes to infinity. It is noteworthy that we successfully remove the $\frac{1}{2}$-nat gap in the achievable secrecy rate derived in [21] which is caused by the limitation of the $L^\infty$ distance associated with the flatness factor.

Remark 5.2.4. We note that conditions (i) and (ii) in the theorem are just mild ones. When the $\sigma_e^2 = 4$ and $\sigma_b^2 = 1$, the gap from $\frac{1}{2} \log \frac{\sigma_e^2}{\sigma_b^2}$ is only 0.05 when we choose $r = 3$ and partition chain $\eta(\mathbb{Z}/2\mathbb{Z}/4\mathbb{Z})$ with scaling factor $\eta = 2.5$.

Remark 5.2.5. From conditions (i) and (ii), we can see that the construction for secrecy-good lattices requires more levels than the construction of AWGN-good lattices. $\epsilon_1$ can be made arbitrarily small by scaling down $\Lambda$ such that both $h(\Lambda, \sigma_e^2)$ and $h(\Lambda, \sigma_b^2)$ are sufficiently close to $\log V(\Lambda)$. For polar lattices for AWGN-goodness [51], we only need $h(\Lambda_{r'}, \sigma_b^2) \approx \frac{1}{2} \log(2\pi e \sigma_b^2)$ for some $r' < r$. S-
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Since $\epsilon_b < \epsilon_e$, $\Lambda_r$ may be not enough for the wiretapper’s channel. Therefore, more levels are needed in the wiretap coding context. To satisfy the condition $h(\Lambda_r, \sigma_e^2) \to \frac{1}{2} \log(2\pi e\sigma_e^2)$, it is sufficient to guarantee that $P_e(\Lambda_r, \sigma_e^2) \to 0$ by [50, Theorem 13]. When one-dimensional binary partition $\mathbb{Z}/2\mathbb{Z}/4\mathbb{Z}/\ldots$ is used, we have $P_e(\Lambda_r, \sigma_e^2) \leq Q(\frac{\sigma_r}{\sigma_e}) \leq e^{-\frac{2r^2}{\sigma_e^2}}$, where $Q(\cdot)$ is the Q-function. Letting $r = O(\log N)$, the error probability vanishes as $P_e(\Lambda_r, \sigma_e^2) = e^{-O(N)}$, which implies that $h(\Lambda_r, \sigma_e^2) \to \frac{1}{2} \log(2\pi e\sigma_e^2)$ as $N \to \infty$.

5.2.2 Reliability over Mod-$\Lambda_s$ GWC

In the original polar coding scheme for the binary wiretap channel [13], how to assign set $D$ is a problem. Assigning frozen bits to $D$ guarantees reliability but only achieves weak secrecy, whereas assigning random bits to $D$ guarantees strong secrecy but may violate the reliability requirement because $D$ may be nonempty. In order to ensure strong secrecy, $D$ is assigned with random bits ($D \leftarrow R$), which makes this scheme failed to accomplish the theoretical reliability. For any $\ell$-th level channel $V(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2)$ at Bob’s end, the probability of error is upper bounded by the sum of the Bhattacharyya parameters $\tilde{Z}(V_N^{(j)}(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2))$ of subchannels that are not frozen to zero. For each bit-channel index $j$ and $\beta < 0.5$, we have

$$j \in \mathcal{G}(V(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2)) \cup \mathcal{D}_\ell. \quad (5.13)$$

By the definition (2.25), the sum of $\tilde{Z}(V_N^{(j)}(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2))$ over the set $\mathcal{G}(V(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2))$ is bounded by $2^{-N^\beta}$, therefore the error probability of the $\ell$-th level channel under the SC decoding, denoted by $P_e^{SC}(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2)$, can be upper bounded by

$$P_e^{SC}(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2) \leq N2^{-N^\beta} + \sum_{j \in \mathcal{D}_\ell} \tilde{Z}(V_N^{(j)}(\Lambda_{\ell-1}/\Lambda_\ell, \sigma_b^2)). \quad (5.14)$$
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Since multistage decoding is utilized, by the union bound, the final decoding error probability for Bob is bounded as

\[ \Pr\{\hat{M} \neq M\} \leq \sum_{i=1}^{r} P_e^{SC}(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2). \]  \hspace{1cm} (5.15)

Unfortunately, a proof that this scheme satisfies the reliability condition cannot be attained here because the bound of the sum \( \sum_{j \in D_\ell} Z(V_N^{(j)}(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2)) \) is not known. Note that significantly low probabilities of error can still be achieved in practice since the size of \( D_\ell \) is very small for sufficiently large \( N \).

The reliability problem was recently solved in [44], where a new scheme dividing the information message into several blocks was proposed. For a specific block, \( D_\ell \) is still assigned with random bits and transmitted in advance in the set \( A_\ell \) of the previous block. This scheme involves negligible rate loss and finally realizes reliability and strong security simultaneously. In this case, if the reliability of each partition channel can be achieved, i.e., for any \( \ell \)-th level partition \( \Lambda_{\ell-1}/\Lambda_{\ell} \), \( P_e^{SC}(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2) \) vanishes as \( N \rightarrow \infty \), then the total decoding error probability for Bob can be made arbitrarily small. Consequently, based on this new scheme of assigning the problematic set, the error probability on level \( \ell \) can be upper bounded by

\[ P_e^{SC}(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_b^2) \leq \epsilon_{N'} + k_{\ell} \cdot O(2^{-N''}), \]  \hspace{1cm} (5.16)

where \( k_{\ell} \) is the number of information blocks on the \( \ell \)-th level, \( N' \) is the length of each block which satisfies \( N' \times k_\ell = N \) and \( \epsilon_{N'} \) is caused by the first separate block on the \( \ell \)-th level consisting of the initial bits in \( D_\ell \). Since \( |D_\ell| \) is extremely small comparing to the block length \( N \), the decoding failure probability for the first block can be made arbitrarily small when \( N \) is sufficiently large. Meanwhile, by the analysis in [104], when \( h(\Lambda, \sigma_b^2) \rightarrow \log(V(\Lambda)), h(\Lambda_r, \sigma_b^2) \rightarrow \frac{1}{2} \log(2\pi e\sigma_b^2) \), and
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\( R_C \rightarrow C(\Lambda/\Lambda_r, \sigma_b^2), \) we have \( \gamma_{\Lambda_b}(\sigma_b) \rightarrow 2\pi e. \) Therefore, \( \Lambda_b \) is an AWGN-good lattice\(^6\).

Note that the rate loss incurred by repeatedly transmitted bits in \( D_{\ell} \) is negligible because of its small size. Specifically, the actual secrecy rate in the \( \ell \)-th level is given by

\[
\frac{b}{k_{\ell}-1} [C(\Lambda_{\ell-1}/\Lambda, \sigma_b^2) - C(\Lambda_{\ell-1}/\Lambda_r, \sigma_b^2)].
\]

Clearly, this rate can be made close to the secrecy capacity by choosing sufficiently large \( k_{\ell} \) as well.

5.3 Secrecy-good polar lattices with discrete Gaussian shaping

In this section, we apply Gaussian shaping on the AWGN-good and secrecy-good polar lattices. The idea of lattice Gaussian shaping was proposed in [20] and then implemented in [104] to construct capacity-achieving polar lattices. For wiretap coding, the discrete Gaussian distribution can also be utilized to satisfy the power constraint. In simple terms, after obtaining the AWGN-good lattice \( \Lambda_b \) and the secrecy-good lattice \( \Lambda_e \), Alice still maps each message \( m \) to a coset \( \tilde{\lambda}_m \in \Lambda_b/\Lambda_e \) as mentioned in Sect. 5.2. However, instead of the mod-\( \Lambda_s \) operation, Alice samples the encoded signal \( X^N \) from \( D_{\Lambda_s+\lambda_m, \sigma_s} \), where \( \lambda_m \) is the coset representative of \( \tilde{\lambda}_m \) and \( \sigma_s^2 \) is arbitrarily close to the signal power \( P_s \) (see [21] for more details). Based on the lattice Gaussian shaping, we will propose a new partition for the genuine GWC. We will also show that this shaping operation does not hurt the secrecy rate and that the proposed scheme is semantically secure.

\(^6\)More precisely, to make \( \Lambda_b \) AWGN-good, we need \( P_e(\Lambda_b, \sigma_b^2) \rightarrow 0 \) by definition. By [104, Theorem 2], \( P_e(\Lambda_b, \sigma_b^2) \leq rN2^{-N^\beta} + N \cdot P_e(\Lambda, \sigma_b^2). \) According to the analysis in Remark 5.2.5, \( r = O(\log N) \) is sufficient to guarantee \( P_e(\Lambda_r, \sigma_b^2) = e^{-O(N)} \), meaning that a sub-exponentially vanishing \( P_e(\Lambda_b, \sigma_b^2) \) can be achieved.
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5.3.1 Gaussian shaping over polar lattices

As shown in Section 4.3, the shaping scheme is based on the technique of polar codes for asymmetric channels. Recall that the Bhattacharyya parameter for a binary memoryless asymmetric (BMA) channel is defined in Definition 4.3.1. To obtain the desired input distribution of $P_X$ for $W$, the indices with very small $Z(U^i|U^{1:i-1})$ should be removed from the information set of the symmetric channel. Following 4.3, the resultant subset is referred to as the information set $I$ for the asymmetric channel $W$. For the remaining part $I^c$, we further find out that there are some bits which can be made independent of the information bits and uniformly distributed. The purpose of extracting such bits is for the interest of our lattice construction. We name the set that includes those independent frozen bits as the independent frozen set $F$, and the remaining frozen bits are determined by the bits in $F \cup I$. We name the set of all those deterministic bits as the shaping set $S$. The three sets are formally defined as follows:

$$ egin{align*}
\text{the independent frozen set: } F & = \{ i \in [N] : Z(U^i|U^{1:i-1}, Y^{[N]}) \geq 1 - 2^{-N\beta} \} \\
\text{the information set: } I & = \{ i \in [N] : Z(U^i|U^{1:i-1}, Y^{[N]}) \leq 2^{-N\beta} \text{ and } Z(U^i|U^{1:i-1}) \geq 1 - 2^{-N\beta} \} \\
\text{the shaping set: } S & = (F \cup I)^c. 
\end{align*} \tag{5.17} $$

To identify these three sets, one can use Theorem 4.3.5 to calculate $Z(U^i|U^{1:i-1}, Y^{[N]}, X^{[N]})$ using the known constructing techniques for symmetric polar codes [5][6]. We note that $Z(U^i|U^{1:i-1})$ can be computed in a similar way, by constructing a symmetric channel between $\tilde{X}$ and $X \oplus \tilde{X}$. Besides the construction, the decoding process for the asymmetric polar codes can also be converted to the decoding for the symmetric polar codes.

The polar coding scheme according to (5.17), which can be viewed as an exten-
sion of the scheme proposed in [10], has been proved to be capacity-achieving in [104]. Moreover, it can be extended to the construction of multilevel asymmetric polar codes as shown in the previous chapter.

### 5.3.2 Three-dimensional partition

Now we consider the partition of the index set $[N]$ with shaping involved. According to the analysis of asymmetric polar codes, we have to eliminate those indices with small $Z(U_i|U_{1:i-1}, X_{1:i-1})$ from the information set of the symmetric channels. Therefore, Alice cannot send message on those subchannels with $Z(U_i|U_{1:i-1}, X_{1:i-1}) < 1 - 2^{-N^\beta}$. Note that this part is the same for $\tilde{V}_\ell$ and $\tilde{W}_\ell$, because it only depends on the shaping distribution. At each level, the index set which is used for shaping is given as

$$S_\ell \triangleq \{ i \in [N] : Z(U_i|U_{1:i-1}, X_{1:i-1}) < 1 - 2^{-N^\beta} \}, \quad (5.18)$$

and the index set which is not for shaping is denoted by $S^c_\ell$. Recall that for the index set $[N]$, we already have two partition criteria, i.e, reliability-good and information-bad (see (2.25)). We rewrite the reliability-good index set $G_\ell$ and information-bad index set $N_\ell$ at level $\ell$ as

$$G_\ell \triangleq \{ i \in [N] : Z(U_i|U_{1:i-1}, X_{1:i-1}, Y) \leq 2^{-N^\beta} \},$$

$$N_\ell \triangleq \{ i \in [N] : Z(U_i|U_{1:i-1}, X_{1:i-1}, Z) \geq 1 - 2^{-N^\beta} \}. \quad (5.19)$$

Note that $G_\ell$ and $N_\ell$ are defined by the asymmetric Bhattacharyya parameters. Nevertheless, by Theorem 4.3.5 and the channel equivalence, we have $G_\ell = G(\tilde{V}_\ell)$ and $N_\ell = N(\tilde{W}_\ell)$ as defined in (2.25), where $\tilde{V}_\ell$ and $\tilde{W}_\ell$ are the respective symmetric channels or the MMSE-scaled $\Lambda_{\ell-1}/\Lambda_\ell$ channels for Bob and Eve at level $\ell$. The four sets $A_\ell, B_\ell, C_\ell, D_\ell$ are defined in the same fashion as (2.28), with $G_\ell$ and $N_\ell$
replacing $G(\tilde{V}_\ell)$ and $N(\tilde{W}_\ell)$, respectively. Now the whole index set $[N]$ is divided like a cube in three directions, which is shown in Fig. 5.4.
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Figure 5.4: Partitions of the index set $[N]$ with shaping.

Clearly, we have eight blocks:

$$
\begin{align*}
A_S^\ell &= A_\ell \cap S_\ell, \quad A_{Sc}^\ell = A_\ell \cap S_{c}^\ell \\
B_S^\ell &= B_\ell \cap S_\ell, \quad B_{Sc}^\ell = B_\ell \cap S_{c}^\ell \\
C_S^\ell &= C_\ell \cap S_\ell, \quad C_{Sc}^\ell = C_\ell \cap S_{c}^\ell \\
D_S^\ell &= D_\ell \cap S_\ell, \quad D_{Sc}^\ell = D_\ell \cap S_{c}^\ell
\end{align*}
$$

By Lemma 4.3.2, we observe that $A_S^\ell = C_S^\ell = \emptyset$, $A_{Sc}^\ell = A_\ell$, and $C_{Sc}^\ell = C_\ell$. The shaping set $S_\ell$ is divided into two sets $B_S^\ell$ and $D_S^\ell$. The bits in $S_\ell$ are determined by the bits in $S_{c}^\ell$ according to the mapping. Similarly, $S_{c}^\ell$ is divided into the four sets $A_{Sc}^\ell = A_\ell$, $B_{Sc}^\ell = C_\ell$, and $D_{Sc}^\ell$. Note that for wiretap coding, the frozen set becomes $C_{Sc}^\ell$, which is slightly different from the frozen set for channel coding. To satisfy the reliability condition, the frozen set $C_{Sc}^\ell$ and the problematic set $D_{Sc}^\ell$ cannot be set uniformly random any more. Recall that only the independent frozen set $F_\ell$ at each level, which is defined as $\{i \in [N]: Z(U_i U_{\ell}; U_{\ell}^{1:i-1}, Y^{[N]}, X_{1:\ell-1}^{[N]} \geq 1 - 2^{-N^\alpha}\}$, can be set uniformly random (which are already shared between Alice
and Bob), and the bits in the unpolarized frozen set $\tilde{F}_\ell$, defined as $\{i \in [N] : 2^{-N^\beta} < Z(U_i^1|U_{i-1}^{1:i-1}, Y^1[N], X_{1:i-1}^{[N]} < 1 - 2^{-N^\beta}\}$, should be determined according to the mapping. Moreover, we can observe that $\tilde{F}_\ell \subset C_{S_{c}}^e$ and $D_{S_{c}}^e \subset D_{\ell} \subset \tilde{F}_\ell$. Here we make the bits in $\tilde{F}_\ell$ uniformly random and the bits in $C_{S_{c}}^e \setminus \tilde{F}_\ell$ and $D_{S_{c}}^e$ determined by the mapping. Therefore, from now on, we adjust the definition of the shaping bits as:

$$S_{\ell} \triangleq \{i \in [N] : Z(U_i^1|U_{i-1}^{1:i-1}, X_{1:i-1}^{[N]} < 1 - 2^{-N^\beta} \text{ or } 2^{-N^\beta} < Z(U_i^1|U_{i-1}^{1:i-1}, Y^1[N], X_{1:i-1}^{[N]} < 1 - 2^{-N^\beta}\},$$

which is essentially equivalent to the definition of the shaping set given in Theorem 4.3.9

To sum up, at level $\ell$, we assign the sets $A_{S_{c}}^e$, $B_{S_{c}}^e$, and $\tilde{F}_\ell$ with message bits $M_\ell$, uniformly random bits $R_\ell$, and uniform frozen bits $F_\ell$, respectively. The rest bits $S_\ell$ (in $S_\ell$) will be fed with random bits according to $P_{U_i^1|U_{i-1}^{1:i-1}, X_{1:i-1}^{[N]}\}$. Clearly, this shaping operation will make the input distribution arbitrarily close to $P_{X_i|X_1^{\ell-1}}$. In this case, we can obtain the equality between the Bhattacharyya parameter of asymmetric setting and symmetric setting (see Theorem 4.3.5). This provides us a convenient way to prove the strong secrecy of the wiretap coding scheme with shaping because we have already proved the strong secrecy of a symmetric wiretap coding scheme using the Bhattacharyya parameter of the symmetric setting. A detailed proof will be presented in the following subsection. Before this, we show that the shaping will not change the message rate.

**Lemma 5.3.1.** For the symmetrized main channel $\tilde{V}_\ell$ and wiretapper’s channel $\tilde{W}_\ell$, consider the reliability-good indices set $G_\ell$ and information-bad indices set $N_\ell$ defined as in (5.19). By eliminating the shaping set $S_\ell$ from the original message set defined in (2.28), we get the new message set $A_{S_{c}}^e = G_\ell \cap N_\ell \cap S_{c}^e$. The propor-
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|A_S^c| equals to that of |A_ℓ|, and the message rate after shaping can still be arbitrarily close to \( \frac{1}{2} \log \frac{\tilde{\sigma}^2}{\tilde{\sigma}^2_b} \).

**Proof.** By Theorem 5.2.3, when shaping is not involved, the message rate can be made arbitrarily close to \( \frac{1}{2} \log \frac{\tilde{\sigma}^2}{\tilde{\sigma}^2_b} \). By the new definition (5.21) of \( S_\ell \), we still have \( A_S^c = \emptyset \), which means the shaping operation will not affect the message rate.

5.3.3 Strong secrecy

In [13], an induced channel is defined in order to prove strong secrecy. Here we call it the randomness-induced channel because it is induced by feeding the subchannels in the sets \( B_\ell \) and \( D_\ell \) with uniformly random bits. However, when shaping is involved, the set \( B_\ell \) and \( D_\ell \) are no longer fed with uniformly random bits. In fact, some subchannels (covered by the shaping mapping) should be fed with bits according to a random mapping. We define the channel induced by the shaping bits as the shaping-induced channel.

**Definition 5.3.1** (Shaping-induced channel). The shaping-induced channel \( Q_N(W, S) \) is defined in terms of \( N \) uses of an asymmetric channel \( W \), and a shaping subset \( S \) of \([N]\) of size \(|S|\). The input alphabet of \( Q_N(W, S) \) is \( \{0, 1\}^{N-|S|} \) and the bits in \( S \) are determined by the input bits according to a random shaping \( \Phi_S \). A block diagram of the shaping induced channel is shown in Fig. 5.5.

![Figure 5.5: Block diagram of the shaping-induced channel \( Q_N(W, S) \).](image-url)
Based on the shaping-induced channel, we define a new induced channel, which is caused by feeding a part of the input bits of the shaping-induced channel with uniformly random bits.

**Definition 5.3.2** (New induced channel). Based on a shaping induced channel $Q_N(W,S)$, the new induced channel $Q_N(W,S,R)$ is specified in terms of a randomness subset $R$ of size $|R|$. The randomness is introduced into the input set of the shaping-induced channel. The input alphabet of $Q_N(W,S,R)$ is $\{0, 1\}^{N-|S|-|R|}$ and the bits in $R$ are uniformly and independently random. A block diagram of the new induced channel is shown in Fig. 5.6.

![Figure 5.6: Block diagram of the new induced channel $Q_N(W,S,R)$.](image)

The new induced channel is a combination of the shaping-induced channel and randomness-induced channel. This is different from the definition given in [13] because the bits in $S$ are neither independent to the message bits nor uniformly distributed. As long as the input bits of the new induced channel are uniform and the shaping bits are chosen according to the random mapping, the new induced channel can still generate $2^N$ possible realizations $x^*_N$ of $X^*_N$ as $N$ goes to infinity, and those $x^*_N$ can be viewed as the output of $N$ i.i.d binary sources with input distribution $P_{X_1|X_1,\ldots,X_{i-1}}$. These are exactly the conditions required by Theorem 4.3.5. Specifically, we have $Z(U^i|U^{1:i-1}_l, X^{[N]}_1, Z^{[N]}) = \tilde{Z}(\tilde{U}^i|\tilde{U}^{1:i-1}_l, X^{[N]}_1, X^{[N]}_l, Z^{[N]}_l, \tilde{X}^{[N]}_l, Z^{[N]})$. In simple words, this equation holds when $x^*_N$ and $x^{[N]}_l \oplus \tilde{x}^{[N]}_l$ are all s-
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selected from \( \{0, 1\}^N \) according to their respective distributions. Then we can exploit the relation between the asymmetric channel and the corresponding symmetric channel to bound the mutual information of the asymmetric channel. Therefore, we have to stick to the input distribution (uniform) of our new induced channel and also the distribution of the random mapping. This is similar to the setting of the randomness induced channel in [13], where the input distribution and the randomness distribution are both set to be uniform. In [13], the randomness-induced channel is further proved to be symmetric; then any other input distribution can also achieve strong secrecy and the symmetry finally results in semantic security. In this work, however, we do not have a proof of the symmetry of the new induced channel. For this reason, we assume for now that the message bits are uniform distributed. To prove semantic security, we will show that the information leakage of the symmetrized version of the new induced channel is vanishing in Sect. 5.3.4.

**Lemma 5.3.2.** Let \( M_\ell \) be the uniformly distributed message bits and \( F_\ell \) be the independent frozen bits at the input of the channel at the \( \ell \)-th level. When shaping bits \( S_\ell \) are selected according to the random mapping \( \Phi_{S_\ell} \) \(^7\) and \( N \) is sufficiently large, the mutual information can be upper-bounded as

\[
I \left( M_\ell F_\ell; Z^{[N]}, X_{1:\ell-1}^{[N]} \right) \leq O \left( N^{2-2N^\beta'} \right). \tag{5.22}
\]

**Proof.** We firstly assume that \( U_i^{(\ell)} \) is selected according to the distribution \( P_{U_i^{(\ell)}|U_{i-1}^{(\ell)}, X_{1:\ell-1}^{[N]}} \) for all \( i \in [N] \), i.e.,

\[
u_i^{(\ell)} = \begin{cases} 
0 & \text{with probability } P_{U_{i,1}^{(\ell)}, X_{1:\ell-1}^{[N]}}(0|U_i^{(\ell-1}), x_{1:\ell-1}^{[N]}), \\
1 & \text{with probability } P_{U_{i,1}^{(\ell)}, X_{1:\ell-1}^{[N]}}(1|U_i^{(\ell-1)}, x_{1:\ell-1}^{[N]}). 
\end{cases} \tag{5.23}
\]

\(^7\)As we will see in Sect. 5.3.5, to achieve reliability, \( \Phi_{S_\ell} \) should be shared between Alice and Bob, or we have to use the Markov block coding technique.
for all \(i \in [N]\). In this case, the input distribution \(P_{X_\ell|X_{1:\ell-1}}\) at each level is exactly the optimal input distribution obtained from the lattice Gaussian distribution.

The mutual information between \(M_\ell F_\ell\) and \((Z^{[N]}, X_{1:\ell-1}^{[N]})\) in this case is denoted by \(I_P(M_\ell F_\ell; Z^{[N]}, X_{1:\ell-1}^{[N]})\).

For the shaping induced channel \(Q_N(W_\ell, S_\ell, R_\ell)\) (\(R_\ell\) is \(\mathcal{B}_\ell^{Sc}\) according to the above analysis), we write the indices of the input bits \((S_\ell \cup R_\ell)^c = [N] \setminus (S_\ell \cup R_\ell)\) as \(\{i_1, i_2, \ldots, i_{N-s_\ell-r_\ell}\}\), where \(|R| = r_\ell\) and \(|S_\ell| = s_\ell\), and assume that \(i_1 < i_2 < \cdots < i_{N-s_\ell-r_\ell}\). We have

\[
I_P(M_\ell F_\ell; Z^{[N]}, X_{1:\ell-1}^{[N]}) = I_P(U_\ell^{(S_\ell \cup R_\ell)^c}; Z^{[N]}, X_{1:\ell-1}^{[N]}) = I_P(U_\ell^{i_1}, U_\ell^{i_2}, \ldots, U_\ell^{N-s_\ell-r_\ell}; Z^{[N]}, X_{1:\ell-1}^{[N]})
\]

\[
= \sum_{j=1}^{N-r_\ell-s_\ell} I_P(U_\ell^{i_j}; Z^{[N]}|X_{1:\ell-1}^{[N]}U_\ell^{i_1}, U_\ell^{i_2}, \ldots, U_\ell^{i_{j-1}})
\]

\[
(5.24)
\]

\[
= \sum_{j=1}^{N-r_\ell-s_\ell} I_P(U_\ell^{i_j}; Z^{[N]}|X_{1:\ell-1}^{[N]}, U_\ell^{i_1}, U_\ell^{i_2}, \ldots, U_\ell^{i_{j-1}})
\]  

where \((a)\) holds because adding more variables will not decrease the mutual information.

Then the above mutual information can be bounded by the mutual information of the symmetric channel plus an infinitesimal term as follows:

\[
\sum_{j=1}^{N-r_\ell-s_\ell} I_P(U_\ell^{i_j}; Z^{[N]}|X_{1:\ell-1}^{[N]}, U_\ell^{i_{j-1}})
\]

\[
(5.24) \leq \sum_{j=1}^{N-r_\ell-s_\ell} I(\tilde{U}_\ell^{i_j}; Z^{[N]}|X_{1:\ell-1}^{[N]}, \tilde{X}_\ell^{[N]} \oplus \tilde{X}_\ell^{[N]} \oplus \tilde{U}_\ell^{i_{j-1}})
\]

\[
+ H(\tilde{U}_\ell^{i_j}|Z^{[N]}|X_{1:\ell-1}^{[N]}, \tilde{X}_\ell^{[N]} \oplus \tilde{X}_\ell^{[N]} \oplus \tilde{U}_\ell^{i_{j-1}}) - \sum_{j=1}^{N-r_\ell-s_\ell} H(U_\ell^{i_j}|Z^{[N]}|X_{1:\ell-1}^{[N]}, U_\ell^{i_{j-1}})
\]
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\[
\sum_{j=1}^{N-r-\ell} I(U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, \tilde{X}_\ell^{(N)} \oplus X_\ell^{(N)}, \tilde{U}_\ell^{1:1\ell-1}) \leq N^{r-\ell - s} \sum_{j=1}^{N-r-\ell} Z(U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, U_{\ell}^{1:1\ell-1}) - (Z(U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, U_{\ell}^{1:1\ell-1}))^2
\]

\[
\sum_{j=1}^{N-r-\ell} I(U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, \tilde{X}_\ell^{(N)} \oplus X_\ell^{(N)}, \tilde{U}_\ell^{1:1\ell-1}) + N2^{-N^\beta}
\]

\[
N2^{-N^\beta'} + N2^{-N^\beta}
\]

\[
\leq 2N2^{-N^\beta'}
\]

for \(0 < \beta' < \beta < 0.5\). Inequalities (a)-(d) follow from

(a) uniformly distributed \(U_{ij}^{(N)}\),

(b) [8, Proposition 2] which gives \(H(X|Y) - H(X|Y, Z) \leq Z(X|Y) - (Z(X|Y, Z)^2)\) and Theorem 4.3.5,

(c) our coding scheme guaranteeing that \(Z(U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, U_{\ell}^{1:1\ell-1})\) is greater than \(1 - 2^{-N^\beta}\) for the frozen bits and information bits,

(d) Lemma 2.4.1.

However, for wiretap coding, the message \(M_\ell\), frozen bits \(F_\ell\) and random bits \(R_\ell\) are all uniformly random, and the shaping bits \(S_\ell\) are determined by \(S_\ell^c\) according to \(\Phi_{S_\ell}\). Let \(Q_{U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, Z^{(N)}}\) denote the joint distribution of \((U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, Z^{(N)})\) resulted from uniformly distributed \(M_\ell F_\ell R_\ell\) and \(S_\ell\) according to \(\Phi_{S_\ell}\). By the proofs of [104, Th. 5] and [104, Th. 6], the total variation distance can be bounded as

\[
\|Q_{U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, Z^{(N)}} - P_{U_{ij}^{(N)}, X_{1:1\ell-1}^{(N)}, Z^{(N)}}\| \leq N2^{-N^\beta'}
\]

for sufficiently large \(N\).

By [11, Proposition 5], the mutual information \(I(M_\ell F_\ell; Z^{(N)}, X_{1:1\ell-1}^{(N)})\) caused by
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\[ Q_{U_{\ell}^{[N]}, X_{\ell-1}^{[N]}, Z^{[N]}} \text{ satisfies} \]

\[
\left| I(M_{\ell} F_{\ell}; Z^{[N]}, X_{\ell-1}^{[N]}) - I(M_{\ell} F_{\ell}; Z^{[N]}, X_{\ell-1}^{[N]}) \right|
\leq 7N2^{-N^{\beta'}} \log 2^N + h_2(N2^{-N^{\beta'}}) + h_2(4N2^{-N^{\beta'}}) \quad (5.27)
\]

\[ = O(N^2 2^{-N^{\beta'}}), \]

where \( h_2(\cdot) \) denotes the binary entropy function.

\( \square \)

Finally, strong secrecy (for uniform message bits) can be proved in the same fashion as shown in (5.11) as:

\[
I(M; Z^{[N]}) \leq \sum_{\ell=1}^{r} I(M_{\ell}; Z^{[N]}, X_{\ell-1}^{[N]})
\leq \sum_{\ell=1}^{r} I(M_{\ell} F_{\ell}; Z^{[N]}, X_{\ell-1}^{[N]}) \quad (5.28)
\]

\[ = O(r N^2 2^{-N^{\beta'}}). \]

Therefore we conclude that the whole shaping scheme is secure in the sense that the mutual information leakage between \( M \) and \( Z^{[N]} \) vanishes with the block length \( N \).

5.3.4 Semantic security

In this subsection, we extend strong secrecy of the constructed polar lattices to semantic security, namely the resulted strong secrecy does not rely on the distribution of the message. We take the level-1 wiretapper’s channel \( W_1 \) as an example. Our goal is to show that the maximum mutual information between \( M_1 F_1 \) and \( Z^{[N]} \) is vanishing for any input distribution as \( N \to \infty \). Unlike the symmetric randomness induced channel introduced in [13], the new induced channel is generally asymmet-
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ric with transition probability

\[ Q(z|v) = \frac{1}{2^{r_1}} \sum_{\Phi_{S_1}} P(\Phi_{S_1}) \sum_{e \in \{0,1\}^{r_1}} W_1^N(z|(v, e, \Phi_{S_1}(v, e))G_N), \]

where \( \Phi_{S_1}(v, e) \) represents the shaping bits determined by \( v \) (the frozen bits and message bits together) and \( e \) (the random bits) according to the random mapping \( \Phi_{S_1} \). It is difficult to find the optimal input distribution to maximize the mutual information for the new induced channel.

To prove the semantic security, we investigate the relationship between the \( i \)-th subchannel of \( W_{1,N} \) and the \( i \)-th subchannel of its symmetrized version \( \tilde{W}_{1,N} \), which are denoted by \( W_{1,(i,N)} \) and \( \tilde{W}_{1,(i,N)} \), respectively. According to Lemma 4.3.4, the asymmetric wiretap channel \( W_1 : X_1 \rightarrow Z \) is symmetrized to channel \( \tilde{W}_1 : \tilde{X}_1 \rightarrow (Z, \tilde{X}_1 \oplus X_1) \). After the \( N \)-by-\( N \) polarization transform, we obtain \( W_{1,(i,N)} : U_1^i \rightarrow (U_1^{i,i-1}, Z^{[N]}) \) and \( \tilde{W}_{1,(i,N)} : \tilde{U}_1^i \rightarrow (\tilde{U}_1^{i,i-1}, \tilde{X}_1^{[N]} \oplus X_1^{[N]}, Z^{[N]}) \). The next lemma shows that if we symmetrize \( W_{1,(i,N)} \) directly, i.e., construct a symmetric channel \( \tilde{W}_{1,(i,N)} : \tilde{U}_1^i \rightarrow (U_1^{i,i-1}, Z^{[N]}, \tilde{U}_1^i \oplus U_1^i) \) in the sense of Lemma 4.3.4, \( \tilde{W}_{1,(i,N)} \) is degraded with respect to \( \tilde{W}_{1,(i,N)} \).

**Lemma 5.3.3.** The symmetrized channel \( \tilde{W}_{1,(i,N)} \) derived directly from \( W_{1,(i,N)} \) is degraded with respect to the \( i \)-th subchannel \( \tilde{W}_{1,(i,N)} \) of \( \tilde{W}_1 \).

**Proof.** According to the proof of [10, Theorem 2], we have the relationship

\[ \tilde{W}_{1,(i,N)}(\tilde{u}_1^{i,i-1}, \tilde{x}_1^{[N]} \oplus x_1^{[N]}, z^{[N]}|\tilde{u}_1^i) = 2^{-N+1}P_{U_1^{i,i-1},Z^{[N]}}(u_1^{i,i-1}, z^{[N]}). \]

Letting \( x_1^{[N]} \oplus \tilde{x}_1^{[N]} = 0^{[N]} \), the equation becomes \( \tilde{W}_{1,(i,N)}(u_1^{i,i-1}, 0^{[N]}, z^{[N]}|u_1^i) = 2^{-N+1}P_{U_1^{i,i-1},Z^{[N]}}(u_1^{i,i-1}, z^{[N]}), \) which has already been addressed in [10]. However, for a fixed \( x_1^{[N]} \) and \( \tilde{u}_1^i = u_1^i \), since \( G_N \) is full rank, there are \( 2^{N-1} \) choices of \( \tilde{x}_1^{[N]} \) remaining, which means that there exists \( 2^{N-1} \) outputs symbols of \( \tilde{W}_{1,(i,N)} \) having the
same transition probability $2^{-N+1}P_{U_1^{i,},Z^{[N]}(u_1^{i,i}, z^{[N]})}$. Suppose a middle channel which maps all these output symbols to one single symbol, which is with transition probability $P_{U_1^{i,},Z^{[N]}(u_1^{i,i}, z^{[N]})}$. The same operation can be done for $\tilde{u}_1^i = u_1^i \oplus 1$, making another symbol with transition probability $P_{U_1^{i,},Z^{[N]}(u_1^{i,i}, z^{[N]})}$ corresponding to the input $u_1^i \oplus 1$. This is a channel degradation process, and the degraded channel is symmetric.

Then we show that the symmetrized channel $\tilde{W}_1^{(i,N)}$ is equivalent to the degraded channel mentioned above. By Lemma 4.3.4, the channel transition probability of $\tilde{W}_1^{(i,N)}$ is

$$\tilde{W}_1^{(i,N)}(u_1^{i,i-1}, \tilde{u}_1^i \oplus u_1^i, z^{[N]}|\tilde{u}_1^i) = P_{U_1^{i,},Z^{[N]}(u_1^{i,i}, z^{[N]})},$$

which is equal to the transition probability of the degraded channel discussed in the previous paragraph. Therefore, $\tilde{W}_1^{(i,N)}$ is degraded with respect to $\tilde{W}_1^{(i,N)}$. 

**Remark 5.3.1.** In fact, a stronger relationship that $\tilde{W}_1^{(i,N)}$ is equivalent to $\tilde{W}_1^{(i,N)}$ can be proved. This is because that the output symbols combined in the channel degradation process have the same LR. An evidence of this result can be found in [10, Equation (36)], where $\tilde{Z}(\tilde{W}_1^{(i,N)}) = Z(U_1^0U_1^{1,i-1}, Z^{[N]}) = \tilde{Z}(\tilde{W}_1^{(i,N)})$. Nevertheless, the degradation relationship is sufficient for this work. Notice that Lemma 5.3.3 can be generalized to high level $\ell$, with outputs $Z^{[N]}$ replaced by $(Z^{[N]}, X_1^{[N]}_{1,\ell-1})$.

Illuminated by Lemma 5.3.3, we can also symmetrize the new induced channel at level $\ell$ and show that it is degraded with respect to the randomness-induced channel constructed from $\tilde{W}_\ell$. For simplicity, letting $\ell = 1$, the new induced channel at level 1 is $Q_N(W_1, S_1, R_1): U_1^{(S_1\cup R_1)^c} \rightarrow Z^{[N]}$, which is symmetrized to $\tilde{Q}_N(W_1, S_1, R_1): \tilde{U}_1^{(S_1\cup R_1)^c} \rightarrow (Z^{[N]}, \tilde{U}_1^{(S_1\cup R_1)^c} \oplus U_1^{(S_1\cup R_1)^c})$ in the same fashion as in Lemma 4.3.4. Recall that the randomness-induced channel of $\tilde{W}_1$ defined in [13] can be denoted as $Q_N(\tilde{W}_1, R_1 \cup S_1): \tilde{U}_1^{(S_1\cup R_1)^c} \rightarrow (Z^{[N]}, \tilde{X}_1^{[N]} \oplus X_1^{[N]})$. Note that for the randomness-induced channel $Q_N(\tilde{W}_1, R_1 \cup S_1)$, set $R_1 \cup S_1$ is fed with
uniformly random bits, which is different from the shaping-induced channel.

Lemma 5.3.4. For an asymmetric channel $W_1 : X_1 \rightarrow Z$ and its symmetrized channel $\tilde{W}_1 : \tilde{X}_1 \rightarrow (Z, \tilde{X}_1 \oplus X_1)$, the symmetrized version of the new induced channel $\tilde{Q}_N(W_1, S_1, R_1)$ is degraded with respect to the randomness-induced channel $Q_N(\tilde{W}_1, R_1 \cup S_1)$.

Proof. The proof is similar to that of Lemma 5.3.3. For a fixed realization $x_1^{[N]}$ and input $\tilde{\sigma}_1^{(S_1 \cup R_1)}$, there are $2^{[S_1 \cup R_1]}$ choices of $z_1^{[N]}$ remaining. Since $z_1^{[N]}$ is only dependent on $x_1^{[N]}$, we can build a middle channel which merges the $2^{[S_1 \cup R_1]}$ output symbols of $Q_N(\tilde{W}_1, R_1 \cup S_1)$ to one output symbol of $\tilde{Q}_N(W_1, S_1, R_1)$, which means that $\tilde{Q}_N(W_1, S_1, R_1)$ is degraded with respect to $Q_N(\tilde{W}_1, R_1 \cup S_1)$. Again, this result can be generalized to higher levels.

Finally, we are ready to prove the semantic security of our wiretap coding scheme. For brevity, let $M_\ell F_\ell$ and $\tilde{M}_\ell \tilde{F}_\ell$ denote $U_\ell^{(S_\ell \cup R_\ell)}$ and $\tilde{U}_\ell^{(S_\ell \cup R_\ell)}$, respectively. Recall that $M$ is divided into $M_1, ..., M_r$ at each level. We express $MF$ and $\tilde{M} \tilde{F}$ as the collection of message and frozen bits on all levels of the new induced channel and the symmetric randomness-induced channel, respectively. We also define $\tilde{M} \tilde{F} \oplus MF$ as the operation $\tilde{M}_\ell \tilde{F}_\ell \oplus M_\ell F_\ell$ from level 1 to level $r$.

Theorem 5.3.5 (Semantic security). For arbitrarily distributed message $M$, the information leakage $I(M; Z^{[N]})$ of the proposed wiretap lattice code is upper-bounded as

$$I(M; Z^{[N]}) \leq I(\tilde{M} \tilde{F}; Z^{[N]}, \tilde{M} \tilde{F} \oplus MF) \leq rN2^{-N^{\beta'}},$$

(5.29)

where $I(\tilde{M} \tilde{F}; Z^{[N]}, \tilde{M} \tilde{F} \oplus MF)$ is the capacity of the symmetrized channel derived from the non-binary channel $MF \rightarrow Z^{[N]}$ \(^8\).

\(^8\)The symmetrization of a non-binary channel is similar to that of a binary channel as shown in Lemma 4.3.4. When $X$ and $\tilde{X}$ are both non-binary, $X \oplus \tilde{X}$ denotes the result of the exclusive or (xor) operation of the binary expressions of $X$ and $\tilde{X}$. 
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Proof. By [13, Proposition 16], the channel capacity of the randomness-induced channel $Q_N(\tilde{W}_1, S_1, R_1)$ is upper-bounded by $N^2 - N^{\alpha'}$ when partition rule (2.25) is used. By channel degradation, the channel capacity of the symmetrized new induced channel $\tilde{Q}_N(W_1, S_1, R_1)$ can also be upper-bounded by $N^2 - N^{\alpha'}$. Since this result can be generalized to higher level $\ell (\ell \geq 1)$, we obtain $C(\tilde{Q}_N(W_\ell, S_\ell, R_\ell)) \leq N^2 - N^{\alpha'}$, which means $I(\tilde{M}_\ell \tilde{F}_\ell; Z^{[N]}, X^{[N]}_{1:\ell-1}, \tilde{M}_\ell \tilde{F}_\ell \oplus M_\ell F_\ell) \leq N^2 - N^{\alpha'}$. Similarly to (5.11), we have

\begin{align}
I(\tilde{M} \tilde{F}; Z^{[N]}, \tilde{M} \tilde{F} \oplus MF) &= \sum_{\ell=1}^{r} I(\tilde{M}_\ell \tilde{F}_\ell; Z^{[N]}, \tilde{M} \tilde{F} \oplus MF|\tilde{M}_1:\ell-1 \tilde{F}_1:\ell-1) \\
&= \sum_{\ell=1}^{r} H(\tilde{M}_\ell \tilde{F}_\ell|\tilde{M}_1:\ell-1 \tilde{F}_1:\ell-1) - H(\tilde{M}_\ell \tilde{F}_\ell|Z^{[N]}, \tilde{M} \tilde{F} \oplus MF, \tilde{M}_1:\ell-1 \tilde{F}_1:\ell-1) \\
&\leq \sum_{\ell=1}^{r} H(\tilde{M}_\ell \tilde{F}_\ell) - H(\tilde{M}_\ell \tilde{F}_\ell|Z^{[N]}, \tilde{M} \tilde{F} \oplus MF, \tilde{M}_1:\ell-1 \tilde{F}_1:\ell-1) \\
&= \sum_{\ell=1}^{r} I(\tilde{M}_\ell \tilde{F}_\ell; Z^{[N]}, \tilde{M} \tilde{F} \oplus MF, \tilde{M}_1:\ell-1 \tilde{F}_1:\ell-1) \\
&\stackrel{(a)}{=} \sum_{\ell=1}^{r} I(\tilde{M}_\ell \tilde{F}_\ell; Z^{[N]}, M_1:\ell-1 F_1:\ell-1, \tilde{M}_\ell \tilde{F}_\ell \oplus M_\ell F_\ell) \\
&\stackrel{(b)}{\leq} \sum_{\ell=1}^{r} I(\tilde{M}_\ell \tilde{F}_\ell; Z^{[N]}, X^{[N]}_{1:\ell-1}, \tilde{M}_\ell \tilde{F}_\ell \oplus M_\ell F_\ell) \\
&\leq rN^2 - N^{\alpha'},
\end{align}

where equality $(a)$ holds because $Z^{[N]}$ is determined by $MF$ and $\tilde{M}_\ell \tilde{F}_\ell$ is independent of $\tilde{M}_{\ell+1:r} \tilde{F}_{\ell+1:r} \oplus M_{\ell+1:r} F_{\ell+1:r}$, and inequality $(b)$ holds because adding more variables will not decrease the mutual information.
Therefore, we have

\[ I(M; Z[N]) \leq I(MF; Z[N]) \]

\[ \leq H(\tilde{M} \tilde{F} \oplus MF) - H(MF) + I(MF; Z[N]) \]

\[ \leq rN2^{-N\beta'}, \quad (5.31) \]

where the equality in (a) holds iff MF is also uniform, and (b) is due to the chain rule.

\[ \square \]

### 5.3.5 Reliability over GWC

The reliability analysis in Sect. 5.2.2 holds for the wiretap coding without shaping. When shaping is involved, the problematic set \( D_\ell \) at each level is included in the shaping set \( S_\ell \) and hence determined by the random mapping \( \Phi_{S_\ell} \). In this subsection, we propose two decoders to achieve reliability for the shaping case. The first one requires a private link between Alice and Bob to share the random mapping \( \Phi_{S_\ell} \) and the second one uses the Markov block coding technique [44] without sharing the random mapping. Note that in [21], the message is simply recovered by decoding the fine lattice \( \Lambda_b \). When instantiated with a polar lattice, the existence of problematic set \( D_\ell \) does not permit decoding in this straightforward way. Yet, this is only a limitation of SC decoding, not that of the proposed coding scheme.

**Decoder 1:** If \( \Phi_{S_\ell} \) is secretly shared between Alice and Bob, the bits in \( D_\ell \) can be recovered by Bob simply by the shared mapping but not requiring the Markov block coding technique. By Theorem 4.3.9, the reliability at each level can be guaranteed by uniformly distributed independent frozen bits and a random mapping \( \Phi_{S_\ell} \) according to \( P_{U_j|U_1^{j-1}, X_1^{[N]}_{1,\ell-1}} \) at each level. The decoding rule is given as follows.

- **Decoding:** The decoder receives \( y^{[N]} \) and estimates \( \hat{u}_\ell^{[N]} \) based on the previ-
that $P_e$ be bounded by $\Phi$. Secrecy-good polar lattices with discrete Gaussian shaping

Consequently, by the multilevel decoding and union bound, the expectation of the decoding error probability over the randomized mappings satisfies $E_{\Phi_{S_\ell}}[P_e(\phi_{S_\ell})] = O(2^{-N^\beta'})$ for any $\beta' < \beta < 0.5$. \(^9\)

Note that probability $P_{U_{\ell}^{[N]}|U_{\ell}^{1:i-1},X_{1:\ell-1}^{[N]},Y^{[N]}}(u|\hat{u}_{\ell}^{1:i-1},x_{1:\ell-1}^{[N]},y^{[N]})$ can be calculated by the SC decoding algorithm efficiently, treating $Y$ and $X_{1:\ell-1}$ (already decoded by the SC decoder at previous levels) as the outputs of the asymmetric channel. As a result, the expectation of the decoding error probability over the randomized mappings satisfies $E_{\Phi_{S_\ell}}[P_e(\phi_{S_\ell})] = O(2^{-N^\beta'})$ for any $\beta' < \beta < 0.5$. \(^9\)

Consequently, by the multilevel decoding and union bound, the expectation of the block error probability of our wiretap coding scheme is vanishing as $N \to \infty$. However, this result is based on the assumption that the mapping $\Phi_{S_\ell}$ is only shared between Alice and Bob. To share this mapping, we can let Alice and Bob have access to the same source of randomness. This means that we may need a private link between Alice and Bob before the described wiretap coding. Fortunately, the rate of this private link can be made vanishing since the proportion of the shaping bits covered by the mapping $\Phi_{S_\ell}$ can be significantly reduced.

Recall that the shaping set $S_\ell$ is defined by

\begin{equation}
S_\ell \triangleq \{i \in [N] : Z(U_{\ell}^{[N]}|U_{\ell}^{1:i-1},X_{1:\ell-1}^{[N]}) < 1 - 2^{-N^\beta} \text{ or } 2^{-N^\beta} < Z(U_{\ell}^{[N]}|U_{\ell}^{1:i-1},Y^{[N]},X_{1:\ell-1}^{[N]}) < 1 - 2^{-N^\beta} \}. \tag{5.32}
\end{equation}

\(^9\)Note that it is possible to derandomize $\Phi_{S_\ell}$ since there exists a deterministic mapping $\phi_{S_\ell}$ such that $P_e(\phi_{S_\ell}) = O(2^{-N^\beta'})$. Moreover, this deterministic mapping also guarantees vanishing information leakage because the total variation distance $\|Q_{U_{\ell}^{[N]},X_{1:\ell-1}^{[N]},Z^{[N]}} - P_{U_{\ell}^{[N]},X_{1:\ell-1}^{[N]},Z^{[N]}}\|$ can still be bounded by $N2^{-N^\beta'}$ as long as it is kept secret.
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It has been mentioned in [10] that the shaping bits in the subset

\[ \{ i \in [N] : Z(U_i^\ell | U_1^\ell : i - 1, X_{1,\ell - 1}^{[N]} ) \leq 2^{-N^\beta} \} \]

can be recovered according to the rule

\[ u_i^\ell = \arg \max_u P_{U_i^\ell | U_1^\ell : i - 1, X_{1,\ell - 1}^{[N]}} (u | u_1^{i-1}, x_{1,\ell - 1}^{[N]}) \]

if \( Z(U_i^\ell | U_1^\ell : i - 1, X_{1,\ell - 1}^{[N]} ) \leq 2^{-N^\beta} \),

instead of mapping. This modification does not change the result of Theorem 4.3.9 and a proof can be found in [105] and [106]. As a result, the deterministic mapping has only to cover the unpolarized set

\[ dS_\ell = \{ i \in [N] : 2^{-N^\beta} < Z(U_i^\ell | U_1^\ell : i - 1, X_{1,\ell - 1}^{1:N}) < 1 - 2^{-N^\beta} \text{ or } 2^{-N^\beta} < Z(U_i^\ell | U_1^\ell : i - 1, Y_{1,\ell - 1}^{1:N}) < 1 - 2^{-N^\beta} \} \]

whose proportion \( \frac{|dS_\ell|}{N} \to 0 \) as \( N \to \infty \).

Remark 5.3.2. By the channel equivalence, when \( \Phi_{S_\ell} \) is shared to Bob, the decoding of \( \Lambda_b \) is equivalent to the MMSE lattice decoding proposed in [21] for random lattice codes. When instantiated with a polar lattice, we use multistage lattice decoding. More explicitly, by Lemma 4.3.6, the SC decoding of the asymmetric channel can be converted to the SC decoding of its symmetrized channel, which is equivalent to the MMSE-scaled partition channel in the lattice Gaussian shaping case Lemma 4.3.11.

**Decoder 2:** Alternatively, one can also use the block Markov coding technique [44] to achieve reliability without sharing \( \Phi_{S_\ell} \). As shown in Fig. 5.7, the message at \( \ell \)-th level is divided into \( k_\ell \) blocks. The shaping bits \( S_\ell \) for each block is further divided into unpolarized bits \( \Delta S_\ell \) and polarized shaping bits \( S_\ell \setminus \Delta S_\ell \). As mentioned above, only \( \Delta S_\ell \) needs to be covered by mapping and its proportion is vanishing. We
can sacrifice some message bits to convey $\Delta S_\ell$ for the next block without involving significant rate loss. These wasted message bits are denoted by $E_\ell$. For encoding, we start with the last block (Block $k_\ell$). Given $F_\ell$, $M_\ell$ (no $E_\ell$ for the last block) and $R_\ell$, we can obtain $\Delta S_\ell$ according to $\phi_{S_\ell}$. Then we copy $\Delta S_\ell$ of the last block to the bits $E_\ell$ of its previous block and do encoding to get the $\Delta S_\ell$ of block $k_\ell - 1$. This process ends until we get the $\Delta S_\ell$ of the first block. This scheme is similar with the one we discussed in Sect. 5.2.2. To achieve reliability, we need a secure code with vanishing rate to convey the bits $\Delta S_\ell$ of the first block to Bob. See [107] for an example of such codes. To guarantee an insignificant rate loss, $k_\ell$ is required to be sufficiently large. We may set $k_\ell = O(N^\alpha)$ for some $\alpha > 0$.

![Figure 5.7: Markov block coding scheme without sharing the secret mapping.](image)

We then show that the reliability condition can be satisfied for arbitrarily distributed message bits. By Theorem 4.3.9, we already know that when the frozen bits and information bits are uniformly selected and the shaping bits are selected according to $P_{U_\ell^{|U|^l_{i-1}}N^{[N]}_{i-1}}$, the average block error probability at each level $E_{\Phi_{S_\ell}}[P_e(\Phi_{S_\ell})] = O(2^{-N^{\beta^*}})$. Note that $E_{\Phi_{S_\ell}}[P_e(\Phi_{S_\ell})]$ is the average block error probability over all uniformly distributed frozen bits and information bits. Taking the first level as an example, let $E_i$ denote the set of pairs of $u_1^{[N]}$ and $y_i^{[N]}$ such that decoding error occurs at the $i$-th bit, then the block decoding error event is given by $E \equiv \bigcup_{i \in I_i} E_i$. According to our encoding scheme, each codeword $u_1^{[N]}$ occurs with
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probability

\[ 2^{-([I_1]+|F_1|)} \prod_{i \in S_1} P_{U_1^{[1:i-1]}}(u_1^i | u_1^{1:i-1}) . \]

Then the expectation of decoding error probability over all random mappings is expressed as

\[ E_{\Phi_{S_1}}[P_e(\Phi_{S_1})] = \sum_{u_1^{[N]}, y_1^{[N]}} 2^{-([I_1]+|F_1|)} \prod_{i \in S_1} P_{U_1^{[1:i-1]}}(u_1^i | u_1^{1:i-1}) \cdot P_{Y^{[N]}|U_1^{[N]}}(y_1^{[N]} | u_1^{[N]}) \mathbb{1}[(u_1^{[N]}, y_1^{[N]}) \in \mathcal{E}] \quad (5.34) \]

Therefore, there exists at least one mapping \( \phi_{S_1} \) and a constant \( \delta \) such that \( P_e(\phi_{S_1}) = \delta 2^{-N^{\beta'}} \). For this good mapping \( \phi_{S_1} \), the probability of each codeword \( u_1^{[N]} \) becomes

\[ 2^{-([I_1]+|F_1|)} \prod_{i \in S_1} \phi_i(u_1^{1:i-1}) = u_1^i . \]

For a specific choice of message bits and frozen bits \( u_1^{I_1 \cup F_1} \), define a random variable \( \mathcal{X} \) as

\[ \sum_{u_1^{[N]}, y_1^{[N]}} \mathbb{1} \left[ \prod_{i \in S_1} \phi_i(u_1^{1:i-1}) = u_1^i \right] \cdot P_{Y^{[N]}|U_1^{[N]}}(y_1^{[N]} | u_1^{[N]}) \mathbb{1}[(u_1^{[N]}, y_1^{[N]}) \in \mathcal{E}] . \]

Observe that \( 0 \leq \mathcal{X} \leq 1 \) and its expectation over all choices of message bits and frozen bits \( E[\mathcal{X}] = P_e(\phi_{S_1}) = \delta 2^{-N^{\beta'}} \). Moreover, the variance of \( \mathcal{X} \), denoted by \( \sigma^2(\mathcal{X}) \), satisfies \( \sigma^2(\mathcal{X}) \leq E[\mathcal{X}^2] \leq E[\mathcal{X}] \). By the Chebyshev inequality,

\[ \Pr(|\mathcal{X} - \delta 2^{-N^{\beta'}}| \geq 2^{-N^{\beta''}}) \leq \frac{\sigma^2(\mathcal{X})}{2^{-2N^{\beta''}}} \leq \delta 2^{-(N^{\beta'}-2N^{\beta''})} . \]

For a sufficient large \( N \) and \( \beta'' < \beta' \), the probability \( \Pr(\mathcal{X} \geq \delta 2^{-N^{\beta'}} + 2^{-N^{\beta''}}) \rightarrow 0 \).

Therefore, for arbitrarily distributed frozen bits and information bits, the block error
probability under SC decoding is small than \( \delta 2^{-N^{\beta'}} + 2^{-N^{\beta''}} \) with probability almost \( \delta^2 \)

1. Clearly, \( \mathcal{A}_1 \subset \mathcal{I}_1 \), meaning that the message bits could be selected according to arbitrary distribution. Note that the above analysis can be generalized to the \( \ell \)-th level for any \( \ell \leq r \).

Now we present the main theorem of this chapter.

**Theorem 5.3.6** (Achieving secrecy capacity of the GWC). Consider a multilevel lattice code constructed from polar codes based on asymmetric channels and lattice Gaussian shaping \( D_{\Lambda, \sigma^2} \). Given \( \sigma_e^2 > \sigma_b^2 \), let \( \epsilon_\Lambda(\tilde{\sigma}_e) \) be negligible and set the number of levels \( r = O(\log \log N) \) for \( N \rightarrow \infty \). Then all strong secrecy rates \( R \) satisfying \( R < \frac{1}{2} \log \left( \frac{1 + \text{SNR}_b}{1 + \text{SNR}_e} \right) \) are achievable for the Gaussian wiretap channel under semantic security, where \( \text{SNR}_b \) and \( \text{SNR}_e \) denote the SNR of the main channel and wiretapper’s channel, respectively.

**Proof.** The reliability condition and the strong secrecy condition are satisfied by Theorem 4.3.9 and Lemma 5.3.2, respectively. It remains to illustrate that the secrecy rate approaches the secrecy capacity. For some \( \epsilon' \rightarrow 0 \), we have

\[
\begin{align*}
\lim_{N \rightarrow \infty} R &= \sum_{\ell=1}^{r} \lim_{N \rightarrow \infty} \frac{|A_{S_{c}^\ell}|}{N} \\
&= \sum_{\ell=1}^{r} I(X_\ell; Y|X_1, \cdots, X_{\ell-1}) - I(X_\ell; Z|X_1, \cdots, X_{\ell-1}) \\
&\overset{(a)}{=} \frac{1}{2} \log \left( \frac{\sigma_e^2}{\sigma_b^2} \right) - \epsilon' \\
&\overset{(b)}{\geq} \frac{1}{2} \log \left( \frac{1 + \text{SNR}_b}{1 + \text{SNR}_e} \right) - \epsilon',
\end{align*}
\]

(5.35)

where \( (a) \) is due to Lemma 5.3.1, and \( (b) \) is because the signal power \( P_s \leq \sigma_s^2 \) [20, Lemma 1]\(^{10}\), respectively.

\(^{10}\)Of course, \( R \) cannot exceed the secrecy capacity, so this inequality implies that \( P_s \) is very close to \( \sigma_s^2 \).
5.4 Summary

We would like to elucidate our coding scheme for the Gaussian wiretap channel in terms of the lattice structure. In Sect. 5.2, we constructed the AWGN-good lattice $\Lambda_b$ and the secrecy-good lattice $\Lambda_e$ without considering the power constraint. When the power constraint is taken into consideration, the lattice Gaussian shaping was implemented in Sect. 5.3. $\Lambda_b$ and $\Lambda_e$ were then constructed according to the MMSE-scaled main channel and wiretapper’s channel, respectively. We note that these two lattices themselves are generated only if the independent frozen bits on all levels are 0s. Since the independent frozen set of the polar codes at each level is filled with random bits, we actually obtain a coset $\Lambda_b + \chi$ of $\Lambda_b$ and a coset $\Lambda_e + \chi$ of $\Lambda_e$ simultaneously, where $\chi$ is a uniformly distributed shift. This is because we can not fix the independent frozen bits $F_\ell$ in our scheme (due to the lack of the proof that the shaping-induced channel is symmetric). By using the lattice Gaussian $D_{\Lambda,\sigma_s}$ as our constellation in each lattice dimension, we would obtain $D_{\Lambda^N,\sigma_s}$ without coding. Since $\Lambda_e + \chi \subset \Lambda_b + \chi \subset \Lambda^N$, we actually implemented the lattice Gaussian shaping over both $\Lambda_b + \chi$ and $\Lambda_e + \chi$. To summarize our coding scheme, Alice firstly assigns each message $m \in \mathcal{M}$ to a coset $\tilde{\lambda}_m \in \Lambda_b / \Lambda_e$, then randomly sends a point in the coset $\Lambda_e + \chi + \lambda_m$ ($\lambda_m$ is the coset leader of $\tilde{\lambda}_m$) according to the distribution $D_{\Lambda_e + \chi + \lambda_m, \sigma_s}$ via the shaping operation. This scheme is consistent with the theoretical model proposed in [21].

For semantic security, a symmetrized new induced channel from $\tilde{M} \tilde{F}$ to $(Z^{|N|}, \tilde{M} \tilde{F} \oplus MF)$ was constructed to upper-bound the information leakage. This channel is directly derived from the new induced channel from $MF$ to $Z^{|N|}$. According to Lemma 5.3.3, this symmetrized new induced channel is degraded with respect to the symmetric randomness-induced channel from $\tilde{M} \tilde{F}$ to $(Z^{|N|}, \tilde{X}_{1:r}^{[N]} \oplus X_{1:r}^{[N]})$. Moreover, when $\tilde{F}$ is frozen, the randomness-induced channel from $\tilde{M}$ to $(Z^{|N|}, \tilde{X}_{1:r}^{[N]} \oplus X_{1:r}^{[N]})$ corresponds to the $\Lambda_b / \Lambda_e$ channel given in Sect. 5.2 (with
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MMSE scaling).
CHAPTER 6

Polar Lattices for Quantization

6.1 Introduction

In Chapter 4, polar lattices have been proved to be able to achieve the capacity of AWGN channels. In this chapter, we propose a new construction of polar lattices to solve the dual problem, i.e., achieving the rate-distortion bound of a memoryless Gaussian source, which means that polar lattices can also be good for the lossy compression of continuous sources. The structure of the proposed polar lattices enables us to integrate the post-entropy coding process into the lattice quantizer, which simplifies the quantization process. The overall complexity of encoding and decoding process is $O(N \log^2 N)$ for a sub-exponentially decaying excess distortion. Moreover, the nesting structure of polar lattices further provides solutions for some multi-terminal coding problems. The Wyner-Ziv coding problem for a Gaussian source can be solved by an AWGN capacity-achieving polar lattice nested in a rate-distortion bound achieving one, and the Gelfand-Pinsker problem can be solved in a reversed manner.

Vector quantization (VQ) [108] has been widely used for source coding of image and speech data since the 1980s. Compared with scalar quantization, the advantage of VQ, guaranteed by Shannon’s rate-distortion theory, is that better performance can always be achieved by coding vectors instead of scalars, even in the case of memoryless sources. However, the Shannon theory does not provide us any constructive VQ design scheme. During the past several decades, many practical VQ techniques with
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relatively low complexity have been proposed, such as lattice VQ [25], multistage VQ [109], tree-structured VQ [110], gain-shape VQ [111], etc. Among them, lattice VQ is of particular interest because its highly regular structure makes compact storage and fast quantization possible.

We present an explicit construction of polar lattices for quantization, which achieves the rate-distortion bound of the continuous Gaussian source. It is well known that the optimal output alphabet size is infinite for continuous-amplitude sources. Particularly, the rate distortion function for the Gaussian source of variance $\sigma^2_s$ under the squared-error distortion measure $d(x, y) = \|x - y\|^2$ is given by

$$R(\Delta) = \max \left\{ \frac{1}{2} \log \left( \frac{\sigma^2_s}{\Delta} \right), 0 \right\},$$

(6.1)

where $\Delta$ and $R$ denote the average distortion and rate per symbol, respectively. However, in practice, the size of the reconstruction alphabet needs to be finite. Unconstructively, [112, Theorem 9.6.2] shows the existence of a block code with finite number of output letters that achieves performance arbitrarily close to the rate-distortion bound. Then a size-constrained output alphabet rate-distortion function $R_M(\Delta)$ was defined in [113] with $M$ denoting the size of the output alphabet. The well-known trellis coded quantization (TCQ) [114] was motivated by this alphabet constrained rate-distortion theory. It was shown that for a given encoding rate of $R$ bits per symbol, the rate-distortion function $R(\Delta)$ can be approached by using a TCQ encoder with rate $R + 1$ after an initial Lloyd-Max quantization. It is equivalent to the trellis coded modulation (TCM) in the sense that $m$ information bits are transmitted using $2^{m+1}$ constellation points. A near-optimum lattice quantization scheme based on tailbiting convolutional codes was introduced in [115]. Despite enjoying a good practical performance, a theoretical proof of the rate-distortion bound achiev-
ing TCQ with low complexity is still missing. More recently, a scheme based on low density Construction-A (LDA) lattices [116] was proved to be quantization-good (defined in Sect. 6.2) using the minimum-distance lattice decoder. However, in practice the ideal performance cannot be realized by the suboptimal belief-propagation decoding algorithm.

Polar lattices have the potential in solving this problem with low complexity. As shown in Chapter 4, this class of lattices allows us to employ the discrete Gaussian distribution for lattice shaping. This distribution shares many similar properties to the continuous Gaussian distribution and obtains the optimal shaping gain when its associated flatness factor is negligible. We may use the discrete Gaussian distribution instead of the continuous one as the distribution of the reconstruction alphabet. This idea has already been proposed in [117] for random lattice quantization. It is also shown in [104] that even using binary lattice partition, the number of the partition levels $r$ does not need to be very large ($O(\log \log N)$) to achieve the capacity $\frac{1}{2} \log(1 + \text{SNR})$ of the additive white Gaussian noise (AWGN) channel, where \text{SNR} denotes the signal noise ratio. By the duality between source coding and channel coding, the quantization lattices can be roughly viewed as a channel coding lattice constructed on the test channel. For a Gaussian source with variance $\sigma_s^2$ and an average distortion $\Delta$, the test channel is actually an AWGN channel with noise variance $\Delta$. In this case, the “\text{SNR}” of the test channel is $\frac{\sigma_s^2 - \Delta}{\Delta}$, and its “capacity” is $\frac{1}{2} \log(\frac{\sigma_s^2}{\Delta})$, which implies that the rate of the polar lattice quantizer can be made arbitrarily close to $\frac{1}{2} \log(\frac{\sigma_s^2}{\Delta})$. Therefore, based on this idea, we propose the construction of polar lattices which are good for quantization in this work. We note that the difference between the quantization polar lattices and the AWGN channel coding polar lattices not only lies in the construction of their component polar codes, but also in the role of their associate flatness factors. For the AWGN channel coding polar lattices, the flatness factor is required to be negligible to ensure a coding rate
close to the AWGN capacity and it has no influence on the error correction performance. For the quantization polar lattices, however, the flatness factor affects both the compression rate and the distortion performance. This is also the reason why the lattice Gaussian distribution can be optimal for both channel coding and quantization simultaneously (see Remark 6.2.1), and consequently be utilized for Gaussian Wyner-Ziv and Gelfand-Pinsker coding.

The novel technical ingredients of this work are the following:

- The construction of polar lattices for the Gaussian source and the proof of their rate-distortion bound achieving. This is a dual work of capacity-achieving polar lattices for the AWGN channel, and it can also be considered as an extension of binary polar lossy coding to the multilevel coding scenario. Compared with traditional lattice quantization schemes [118, 1], which generally require a separate entropy encoding process after obtaining the quantized lattice points, our scheme naturally integrates these two processes together. The analysis of these quantization polar lattices prepares us for the further discussion of Gaussian Wyner-Ziv and Gelfand-Pinsker problems.

- The solutions of the Gaussian Wyner-Ziv and Gelfand-Pinsker problems, which consist of two nested polar lattices. One is AWGN capacity-achieving and the other is Gaussian rate-distortion bound achieving. The two lattices are simultaneously shaped according to a proper lattice Gaussian distribution. Note that the Wyner-Ziv and Gelfand-Pinsker problems for the binary case have been solved by Korada and Urbanke [9] using nested polar codes. However, in the Gaussian case, the problems turn out to be more complicated as the Wyner-Ziv bound becomes lower (the Gelfand-Pinsker capacity becomes larger by duality). As mentioned in [119], the extremely severe conditions [119, eq. (12)] and [119, eq. (18)] for the bound, which corresponds to the scenario where both encoder and decoder know the side information, can be satisfied in
the Gaussian case rather than the binary case because of infinite alphabet size, meaning that more effort should be made for the Gaussian case. As a result, our polar lattice coding scheme achieves the whole region of the Wyner-Ziv bound and has no requirement on the signal noise ratio for the Gelfand-Pinsker capacity.

As mentioned above, although the TCQ technique performs well in practice, its theoretical limit is still unclear, to the best of our knowledge. Polar lattices, as we will see, can be theoretically proved to be able to achieve the rate-distortion bound. Moreover, thanks to their low complexity, considerably high-dimensional polar lattices are available in practice, providing a quantization performance with gap less than 0.2 dB to the achievable bound when the lattice dimension $N = 2^{18}$.

The sparse regression codes were also proved to achieve the the optimal rate-distortion bound of i.i.d Gaussian sources with polynomial complexity [120, 121]. In fact, there exists a trade-off between the distortion performance and encoding complexity. For a block length $N$, typical encoding complexity of this kind of codes is $O((N/ \log N)^2)$ for an exponentially decaying excess distortion with exponent $O(N/ \log N)$, and their designed random matrix incurs $N \times O(N^2)$ storage complexity. In comparison, the construction of polar lattices is as explicit as that of polar codes themselves, and the complexity is quasi-linear $O(N \log^2 N)$ for a sub-exponentially decaying excess distortion with exponent roughly $O(\sqrt{N})$.

The saliently nesting structure of polar lattices also gives us solutions to the Gaussian Wyner-Ziv and Gelfand-Pinsker problems. According to the prior work by Zamir, Shamai and Erez [122, 123], the two problems can be solved by nested quantization-good and AWGN-good lattices. However, due to the lack of explicit construction of such good lattices, no explicit solution was addressed. A practical scheme based on multidimensional nested lattice codes for the Gaussian Wyner-Ziv problem was also proposed in [124]. The performance of this scheme can be very
close to the Wyner-Ziv bound but a theoretical proof is still missing. A lattice-based Gelfand-Pinsker coding scheme using repeat-accumulate codes, which were concatenated with trellis shaping, was also presented in [125]. This scheme was shown to be able to obtain a very close-to-capacity performance. Unfortunately, the complexity grows exponentially to achieve the shaping gain and a theoretical proof for the Gelfand-Pinsker capacity-achieving is also missing. In this work, we solve these problems by combining the AWGN capacity achieving polar lattices proposed in Chapter 4 and the rate-distortion bound achieving ones.

### 6.2 Polar Lattices for Gaussian Sources

Let $Y \sim N(0, \sigma^2_s)$ denote a one dimensional Gaussian source with zero mean and variance $\sigma^2_s$. Let $Y^{1:N}$ ($Y$) be $N$ independent copies of $Y$ and $y^{1:N}$ ($y$) be a realization of $Y^{1:N}$. The PDF of $Y$ is given by $f_Y(y) = f_{\sigma_s}(y)$. For an $N$-dimensional polar lattice $L$ and its associated quantizer $Q_L(\cdot)$, the average distortion $\Delta$ after quantization is given by

$$\Delta = \frac{1}{N} \int_{\mathbb{R}^N} \| y - Q_L(y) \|^2 f_Y(y) dy. \quad (6.2)$$

The normalized second moment (NSM) of a quantization lattice $L$ is defined as

$$G(L) = \frac{\frac{1}{N} \int_{V(L)} \| v \|^2 dv}{V(L)^{1+2/N}}, \quad (6.3)$$

where vector $v$ is uniformly distributed in $V(L)$.

**Definition 6.2.1.** An $N$-dimensional lattice $L$ is called quantization-good [118] if

$$\lim_{N \to \infty} G(L) = \frac{1}{2\pi e}. \quad (6.4)$$
6.2. Polar Lattices for Gaussian Sources

In [1], an entropy-coded dithered quantization (ECDQ) scheme based on quantization-good lattices was proposed to achieve the rate-distortion bound (6.1). This scheme requires a pre-shared dither which is uniformly distributed in the Voronoi region of a quantization-good lattice and an entropy encoder after lattice quantization. For our quantization scheme, we will show that dither is not necessary and the entropy encoder can be integrated in the lattice quantization process, which brings much convenience for practical application.

Our task is to construct a polar lattice which achieves the rate distortion bound of the Gaussian source with reconstruction distribution $D_{\Lambda, \sqrt{\sigma_r^2 - \Delta}}$. Following the notation of AWGN-good polar lattices in Chapter 4, we use $X$ to denote the reconstruction alphabet. Firstly, we prove that the rate achieved by $D_{\Lambda, \sqrt{\sigma_r^2 - \Delta}}$ can be arbitrarily close to $\frac{1}{2} \log(\frac{\sigma_r^2}{\sigma_s})$. Note that the following theorem is essentially the same as Theorem 3.2.1. Here we just reexpress it in the source coding formulation.

**Theorem 6.2.1** ([20]). Consider a Gaussian test channel where the reconstruction constellation $X$ has a discrete Gaussian distribution $D_{\Lambda - c, \sigma_r}$ for arbitrary $c \in \mathbb{R}^n$, and where $\sigma_r^2 = \sigma_s^2 - \Delta$ with $\Delta$ being the average distortion. Let $\tilde{\sigma}_\Delta \triangleq \frac{\sigma_r \sqrt{\Delta}}{\sigma_s}$. Then, if $\epsilon = \epsilon_\Lambda(\tilde{\sigma}_\Delta) < \frac{1}{2}$ and $\frac{\pi \epsilon t}{1 - \epsilon t} < \epsilon$ where

$$
\epsilon_t \triangleq \begin{cases} 
\epsilon_\Lambda(\sigma_r / \sqrt{\pi t}), & t \geq 1/e \\
(t^{-4} + 1)\epsilon_\Lambda(\sigma_r / \sqrt{\pi t}), & 0 < t < 1/e
\end{cases}
$$

(6.5)

the discrete Gaussian constellation results in mutual information $I_\Delta \geq \frac{1}{2} \log(\frac{\sigma_r^2}{\sigma_s}) - \frac{5\epsilon}{n}$ per channel use.

The statement of Theorem 6.2.1 is non-asymptotical, i.e., it can hold even if $n = 1$. Therefore, it is possible to construct a good polar lattice over one-dimensional lattice partition such as $\mathbb{Z}/2\mathbb{Z}/4\mathbb{Z}$. The flatness factor $\epsilon$ can be made negligible by scaling this binary partition. This technique has already been used to construct
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AWGN capacity-achieving polar lattices in Chapter 4.

Note that when the test channel is chosen to be an AWGN channel with noise variance $\Delta$ and the reconstruction alphabet is discrete Gaussian distributed, the source distribution is not exactly a continuous Gaussian distribution. In fact, it is a distribution obtained by adding a continuous Gaussian of variance $\Delta$ to a discrete Gaussian $D_{\Lambda-c,\sigma_r}$, which is expressed as the following convolution

$$f_{Y'}(y') = \frac{1}{f_{\sigma_r}(\Lambda - c)} \sum_{\lambda \in \Lambda - c} f_{\sigma_r}(\lambda) f_{\sigma}(y' - \lambda), y' \in \mathbb{R}^n, \quad (6.6)$$

where $\sigma = \sqrt{\Delta}$ and $Y'$ denotes the new source. For simplicity, in this work we only consider one dimensional binary partition chain ($n = 1$) and $Y'$ is also a one dimensional source.

Therefore, we are actually quantizing source $Y'$ instead of $Y$ using the discrete Gaussian distribution. However, when the flatness factor $\epsilon_{\Lambda}(\tilde{\sigma}_\Delta)$ is small, a good quantizer constructed from polar lattices for the source $Y'$ is also good for source $Y$ because of the following lemma. The relationship between the quantization of source $Y'$ and $Y$ is shown in Fig. 6.1.

![Figure 6.1: The relationship between the quantization of source $Y'$ and $Y$.](image)

**Lemma 6.2.2** ([20]). If $\epsilon = \epsilon_{\Lambda}(\tilde{\sigma}_\Delta) < \frac{1}{2}$, the variational distance between the density $f_{Y'}$ of source $Y'$ defined in (6.6) and the Gaussian density $f_Y$ satisfies $\mathbb{V}(f_{Y'}, f_Y) \leq 4\epsilon$. 
6.2. Polar Lattices for Gaussian Sources

Now we consider the construction of polar lattices for quantization. Firstly, we consider the quantization of source $Y'$ using the reconstruction distribution $D_{\Lambda,\sigma_r}$. Since binary partition is used, $X$ can be represented by a binary string $X_{1:r}$, and we have $\lim_{r \to \infty} P_{X_{1:r}} = P_X = D_{\Lambda,\sigma_r}$. Because the polar lattices are constructed by “Construction D”, we are interested in the test channel at each level. Similar to the setting of shaping for AWGN-good polar lattices in Section 4.3, given the previous $x_{1:l-1}$ and the coset $\mathcal{A}_\ell$ determined by $x_{1:l}$, the channel transition PDF at level $\ell$ is

$$P_{Y'|X_\ell,X_{1:l-1}}(y'|x_\ell,x_{1:l-1}) = \sum_{a \in \mathcal{A}_\ell(x_{1:l})} \frac{P(a)P_{Y'|A}(y'|a)}{P(\mathcal{A}(x_{1:l}))} 1 \frac{1}{2\sigma_s \sqrt{\Delta}} \sum_{a \in \mathcal{A}(x_{1:l})} \exp \left( -\frac{1}{2\tilde{\sigma}_\Delta^2} \left( |\alpha y' - a|^2 \right) \right),$$

(6.7)

where $\alpha = \frac{\sigma_r^2}{\sigma_s^2 + \Delta}$ is equal to the MMSE coefficient and $\tilde{\sigma}_\Delta = \frac{\alpha \sqrt{\Delta}}{\sigma_s}$. Consequently, using $D_{\Lambda,\sigma_r}$ as the constellation, the $\ell$-th channel is generally asymmetric with the input distribution $P_{X_\ell|X_{1:l-1}} (\ell \leq r)$, which can be calculated according to the definition of $D_{\Lambda,\sigma_r}$.

The lattice quantization can be viewed as lossy compression for all binary testing channels from level 1 to $r$. Here we start with the first level. Let $y'^{1:N}$ denotes the realization of $N$ i.i.d copies of source $Y'$. Although $Y'$ is a continuous source with density given by (6.6) and $y'$ is drawn from $\mathbb{R}$, to keep the notations consistent (the definition of the Bhattacharyya parameter [4] is given by a summation), from now on we will express the distortion measurement as well as the variational distance in the form of summation instead of integral.

Since the test channel at each level is not necessarily symmetric and the reconstruction constellation is not uniformly distributed, we have to consider the lossy compression for nonuniform source and asymmetric distortion measure. The solution of this problem has already been introduced in [10], and it turns out to be similar
to the construction of capacity-achieving polar codes for asymmetric channels.

For the first level, letting \( U_1^{1:N} = X_1^{1:N} G_N \), where \( G_N \) is the \( N \times N \) generator matrix of polar codes, we define the information set \( I_1 \), frozen set \( F_1 \) and shaping set \( S_1 \) based on the Bhattacharyya parameter as follows:

\[
\begin{align*}
F_1 &= \{ i \in [N] : Z(U_i^1|U_{1:i-1}^1, Y_{1:i}^{1:N}) \geq 1 - 2^{-N_B} \} \\
I_1 &= \{ i \in [N] : Z(U_i^1|U_{1:i-1}^1) > 2^{-N_B} \text{ and } Z(U_i^1|U_{1:i-1}^1, Y_{1:i}^{1:N}) < 1 - 2^{-N_B} \} \\
S_1 &= \{ i \in [N] : Z(U_i^1|U_{1:i-1}^1) \leq 2^{-N_B} \}.
\end{align*}
\]

(6.8)

The shaping set \( S_1 \) is determined by the distribution \( P_{X_1} \). Note that this definition is similar to that in (5.17). The difference is that \( I_1 \) is designed to be slightly larger to guarantee a desired distortion level. The asymmetric Bhattacharyya parameter \( Z(U_i^1|U_{1:i-1}^1, Y_{1:i}^{1:N}) \) and \( Z(U_i^1|U_{1:i-1}^1) \) can be efficiently calculated by symmetric Bhattacharyya parameter \( \tilde{Z}(\tilde{U}_i^1|\tilde{U}_{1:i-1}^1, X_{1:N}^{1:N} \oplus \tilde{X}_{1:N}^{1:N}, Y_{1:i}^{1:N}) \) and \( \tilde{Z}(\tilde{U}_i^1|\tilde{U}_{1:i-1}^1, X_{1:N}^{1:N} \oplus \tilde{X}_{1:N}^{1:N}) \), respectively (see Section 4.3 for more details). According to Theorem 4.3.7, the proportion of set \( I_1 \) approaches \( I(X_1; Y') \) when \( N \to \infty \).

After getting \( F_1, I_1 \) and \( S_1 \), for a source sequence \( y_{1:N} \), the encoder determines \( u_{1:N} \) according to the following rule:

\[
u_1^i = \begin{cases} 0 \text{ w. p. } P_{U_i^1|U_{1:i-1}^1, Y_{1:i}^{1:N}}(0|u_{1:i-1}^1, y_{1:N}^i) & \text{if } i \in I_1, \\ 1 \text{ w. p. } P_{U_i^1|U_{1:i-1}^1, Y_{1:i}^{1:N}}(1|u_{1:i-1}^1, y_{1:N}^i) & \end{cases}
\]

(6.9)

and

\[
u_1^i = \begin{cases} \tilde{u}_1^i & \text{if } i \in F_1 \\ \arg \max_u P_{U_i^1|U_{1:i-1}^1}(u|u_{1:i-1}^1) & \text{if } i \in S_1.
\end{cases}
\]

(6.10)

Here \( \tilde{u}_1^i \) is a uniformly random bit determined before lossy compression. The output of the encoder at level 1 is \( u_{1}^{I_1} = \{ u_i^1, i \in I_1 \} \). To reconstruct \( x_{1:N} \),
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the decoder uses the shared $u_1^{F_i}$ and the received $u_1^{T_i}$ to recover $u_1^{S_i}$ according to $\arg \max_u P_{u_1^{T_i}|u_1^{F_i}=(u_1^{S_i-1})}$ and then $x_1^{1:N} = u_1^{1:N} G_N$. The probability $P_{u_1^{T_i}|u_1^{F_i}=(u_1^{S_i-1})}$ and $P_{u_1^{T_i}|u_1^{F_i}=(u_1^{S_i-1}),Y_1^{1:N}}$ can both be calculated efficiently by the successive cancellation algorithm with complexity $O(N \log N)$.

**Theorem 6.2.3.** Let $Q_{u_1^{1:N},Y_1^{1:N}}(u_1^{1:N}, y_1^{1:N})$ denote the joint distribution for $U_1^{1:N}$ and $Y_1^{1:N}$ according to the encoding rule described in (6.9) and (6.10). Consider another encoder using the encoding rule (6.9) for all $i \in [N]$ and let $P_{U_1^{1:N},Y_1^{1:N}}(u_1^{1:N}, y_1^{1:N})$ denote the resulted joint distribution. For any $\beta' < \beta < 1/2$ satisfying (6.8) and $R_1 = \frac{\mathbb{I}_{\mathcal{S}_{[1]}}}{N} > \mathbb{I}(X_1; Y')$.

$$\forall (P_{U_1^{1:N},Y_1^{1:N}},Q_{U_1^{1:N},Y_1^{1:N}}) = O(2^{-N\beta'}).$$ (6.11)

The same statement has been given in [10] yet without proof. Here we prove the theorem in Appendix F for completeness.

Now we introduce the construction for higher levels. Taking the second level as an example, to make up the reconstruction constellation distribution, the input distribution at level 2 should be $P_{X_2|X_1}$. Based on the quantization results $(U_1^{1:N}, Y_1^{1:N})$ given by the encoder at level 1, some $U_2^i (U_2^{1:N} = X_2^{1:N} G_N)$ is almost deterministic given $(U_2^{i-1}, U_1^{1:N})$. Since there is a one-to-one mapping between $X_1^{1:N}$ and $U_1^{1:N}$, given $(U_2^{i-1}, U_1^{1:N})$ is the same as given $(U_2^{i-1}, X_1^{1:N})$. We define the information set $\mathcal{I}_2$, frozen set $\mathcal{F}_2$ and shaping set $\mathcal{S}_2$ as follows:

\[
\begin{align*}
\mathcal{F}_2 &= \{ i \in [N] : Z(U_2^i|U_2^{i-1}, X_1^{1:N}, Y_1^{1:N}) \geq 1 - 2^{-N\beta} \} \\
\mathcal{I}_2 &= \{ i \in [N] : Z(U_2^i|U_2^{i-1}, X_1^{1:N}) > 2^{-N\beta} \} \\
&\quad \text{and } \quad Z(U_2^i|U_2^{i-1}, X_1^{1:N}, Y_1^{1:N}) < 1 - 2^{-N\beta} \} \\
\mathcal{S}_2 &= \{ i \in [N] : Z(U_2^i|U_2^{i-1}, X_1^{1:N}) \leq 2^{-N\beta} \}.
\end{align*}
\]

(6.12)

The proportion of $\mathcal{I}_2$ approaches $\mathbb{I}(X_2; Y|X_1)$ when $N$ is sufficiently large [104].
For a given source sequence pair \( (u_1^{1:N}, y_1^{1:N}) \) or \( (x_1^{1:N}, y_1^{1:N}) \), the encoder at level 2 determines \( u_2^{1:N} \) according to the following rule:

\[
u_2^i = \begin{cases} 
0 \text{ w.p. } P_{U_2^i|U_2^{i-1},X_1^1,N,Y_1^N}(0|u_2^{i-1},x_1^{1:N},y_1^{1:N}) & \text{if } i \in \mathcal{I}_2, (6.13) \\
1 \text{ w.p. } P_{U_2^i|U_2^{i-1},X_1^1,N,Y_1^N}(1|u_2^{i-1},x_1^{1:N},y_1^{1:N}) & 
\end{cases}
\]

and

\[
u_2^i = \begin{cases} 
\bar{u}_2^i & \text{if } i \in \mathcal{F}_2 \\
\arg\max_u P_{U_2^i|U_2^{i-1},X_1^1,N}(u|u_2^{i-1},x_1^{1:N}) & \text{if } i \in \mathcal{S}_2. (6.14) 
\end{cases}
\]

We further extend Theorem 6.2.3 to the second level.

**Theorem 6.2.4.** Let \( Q_{U_2^{1:N},U_1^{1:N},Y_1^N}(u_2^{1:N}, u_1^{1:N}, y_1^{1:N}) \) denote the joint distribution for \( U_2^{1:N} \) and \( (U_1^{1:N}, Y_1^{1:N}) \) according to the encoding rule described in (6.13) and (6.14). Consider another encoder using the encoding rule (6.13) for all \( i \in [N] \) and let \( P_{U_2^{1:N},U_1^{1:N},Y_1^N}(u_2^{1:N}, u_1^{1:N}, y_1^{1:N}) \) denote the resulted joint distribution. For any \( \beta' < \beta < 1/2 \) satisfying (6.12) and \( R_2 = \frac{|\mathcal{I}_2|}{N} > I(X_2;Y'|X_1) \),

\[
\mathbb{V}(P_{U_2^{1:N},U_1^{1:N},Y_1^N}, Q_{U_2^{1:N},U_1^{1:N},Y_1^N}) = O(2^{-N\beta'}). (6.15)
\]

We present the proof of Theorem 6.2.4 in Appendix G.

Note that Theorem 6.2.4 is based on the assumption that \( \mathbb{V}(P_{U_1^{1:N},Y_1^N}, Q_{U_1^{1:N},Y_1^N}) = O(2^{-N\beta'}) \), which means that we also need \( R_1 > I(X_1;Y') \). Therefore, we have \( \sum_{i=1}^2 R_i > I(X_1X_2;Y') \).

By induction, for level \( \ell (\ell \leq r) \), we define the three sets \( \mathcal{F}_\ell, \mathcal{I}_\ell \) and \( \mathcal{S}_\ell \) in the same form as (6.12) with \( X_1^{1:N} \) replacing \( X_1^{1:N} \) and \( U_\ell \) replacing \( U_2 \). Similarly, the encoder determines \( u_\ell^{1:N}(u_\ell^{1:N} = x_\ell^{1:N}G_N) \) according to the rule given by (6.13) and (6.14), with \( X_1^{1:N} \) replacing \( X_1^{1:N} \) and \( x_\ell^{1:N} \), respectively. Let
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$Q_{U_1^1:N,Y_1^1:N}(u_1^1:N, y_1^1:N)$ denote the associate joint distribution resulted from this encoder and $P_{U_1^1:N,Y_1^1:N}(u_1^1:N, y_1^1:N)$ denote the one that resulted from an encoder only using (6.13) for all $i \in [N]$. We have $\mathbb{V}(P_{U_1^1:N,Y_1^1:N}, Q_{U_1^1:N,Y_1^1:N}) = O(\ell \cdot 2^{-N^{\Delta'}})$ for any rate $R_{\ell} = \frac{|\mathcal{I}|}{N} > I(X_{\ell}; Y'|X_{\ell-1})$. Specifically, at level $r$, for any rate $R_r > I(X_r; Y'|X_{r-1})$ and $\sum_{i=1}^{r} R_i > I(X_{1:r}; Y')$, we have

$$\mathbb{V}(P_{U_1^1:N,Y_1^1:N}, Q_{U_1^1:N,Y_1^1:N}) = O(r \cdot 2^{-N^{\Delta'}}).$$

(6.16)

By Lemma 4.3.1, $I(X_{1:r}; Y')$ is arbitrarily close to $I(X; Y')$ when $N$ is sufficiently large and $r = O(\log \log N)$, which gives us $\mathbb{V}(P_{U_1^1:N,Y_1^1:N}, Q_{U_1^1:N,Y_1^1:N}) = O(2^{-N^{\Delta'}})$.

Now we present the main theorem of this section. The proof is given in Appendix H.

**Theorem 6.2.5.** Given a Gaussian source $Y$ with variance $\sigma_s^2$ and an average distortion $\Delta \leq \sigma_s^2$, for any rate $R > \frac{1}{2} \log \left( \frac{\sigma_s^2}{\Delta} \right)$, there exists a multilevel polar code with rate $R$ such that the distortion is arbitrarily close to $\Delta$ when $N \to \infty$ and $r = O(\log \log N)$. This multilevel polar code is actually a shifted polar lattice $L + c$ constructed from the lattice partition $\Lambda/N$ with a shaping according to the discrete Gaussian distribution $D_{\Lambda, \sigma_r}$, where $\sigma_r = \sqrt{\sigma_s^2 - \Delta}$ and the partition chain is scaled to make $\epsilon_{\Lambda}(\frac{2\sqrt{\eta}}{\sigma_s}) \to 0$.

**Remark 6.2.1.** From the proof of Theorem 6.2.5, it seems that $R$ could be slightly smaller than $\frac{1}{2} \log \frac{\sigma_s^2}{\Delta}$ (Since $R > I(X; Y') \geq \frac{1}{2} \log \frac{\sigma_s^2}{\Delta} - \frac{5\epsilon_{\Lambda}(\hat{\sigma})}{n}$.) to reach an average distortion $\Delta$, which would contradict Shannon’s rate-distortion theory. However, this is not the case. When $R < \frac{1}{2} \log \frac{\sigma_s^2}{\Delta}$, an arbitrarily small $\epsilon_{\Lambda}(\hat{\sigma})$ cannot be guaranteed, which means that the resulted distortion cannot be arbitrarily close to $\Delta$. To achieve the desired distortion, we need $R > \frac{1}{2} \log \frac{\sigma_s^2}{\Delta} - \frac{5\epsilon_{\Lambda}(\hat{\sigma})}{n}$ for all possibly small $\epsilon_{\Lambda}(\hat{\sigma})$, which leads to $R > \frac{1}{2} \log \frac{\sigma_s^2}{\Delta}$. 
6.3 Simulation Results

The quantization performance of polar lattices for a Gaussian source with standard deviation $\sigma_s = 3$ and target distortion from 0.1 to 2.5 is shown in Fig. 6.2. It reveals that the rate-distortion bound is approached as the dimension of polar lattices increases from $N = 2^{10}$ to $N = 2^{18}$. Particularly, when $N = 2^{18}$, the gap to the rate-distortion bound is less than 0.2 dB.

![Figure 6.2: Quantization performance of polar lattices for the Gaussian source with $\sigma_s = 3$.](image)

In this work, the number of levels is chosen to be 6 to guarantee a negligible variational distance $\mathbb{V}(f_{Y'}, f_Y)$ for all target distortions. For a target distortion $\Delta = 0.5$, the two densities of $Y'$ and $Y$ are compared in Fig. 6.3a, where negligible difference between $f_Y$ and $f_{Y'}$ is found since $\mathbb{V}(f_{Y'}, f_Y) \approx 1.1 \times 10^{-7}$. Moreover, the quantization noise behaves similarly to a Gaussian noise as shown in Fig. 6.3b, which will be useful to understand the idea of Gaussian Wyner-Ziv coding and Gelfand-Pinsker coding in the next section.

A performance comparison between the TCQ and polar lattice for quantization
6.4. Gaussian Wyner-Ziv Coding

6.4.1 System model

For the Wyner-Ziv problem, let \( X, Y \) be two joint Gaussian source and \( X = Y + Z \), where \( Z \) is a Gaussian noise independent of \( Y \) with variance \( \sigma_z^2 \).\(^1\) A typical system

\(^1\)For a more general Wyner-Ziv model in the Gaussian case, the relationship between the two joint source can also be \( Y = X + Z \), where \( Z \sim N(0, \sigma_z^2) \) is a Gaussian noise independent of \( X \). In this case, we can perform the MMSE rescaling on \( Y \) to make \( X = \hat{\alpha} Y + \hat{Z} \), where \( \hat{\alpha} = \frac{\sigma_X^2}{\sigma_Y^2} \) and \( \hat{Z} \) is with...
model of Wyner-Ziv coding for the Gaussian case is shown in Fig. 6.4. Given the side information $Y$, which is only available at the decoder’s side, the Wyner-Ziv rate-distortion bound on source $X$ for a target average distortion $\Delta$ between $X$ and its reconstruction $\hat{X}$ is given by

$$R_{WZ}(\Delta) = \max \left\{ \frac{1}{2} \log \left( \frac{\sigma_z^2}{\Delta} \right), 0 \right\}. \tag{6.17}$$

![Figure 6.4: Wyner-Ziv coding for the Gaussian case. The variances of $Z$, $Y$ and $X$ are given by $\sigma_z^2$, $\sigma_y^2$ and $\sigma_x^2 = \sigma_y^2 + \sigma_z^2$, respectively.](image)

6.4.2 A solution using continuous auxiliary variable

To achieve this bound, we assume a continuous auxiliary Gaussian random variable $X'$ which has an average distortion $\Delta'$ with source $X$, i.e., $X' = X + N(0, \Delta')$. Then we can also obtain that $X' = Y + N(0, \Delta' + \sigma_x^2)$. Letting $\sigma_{x'}^2$ be the variance of $X'$, the difference between the mutual information $I(X'; X)$ and $I(X'; Y)$ is given by

$$I(X'; X) - I(X'; Y) = \frac{1}{2} \log \frac{\sigma_{x'}^2}{\Delta'} - \frac{1}{2} \log \frac{\sigma_x^2}{\Delta' + \sigma_z^2} = \frac{1}{2} \log \frac{\Delta' + \sigma_x^2}{\Delta'}. \tag{6.18}$$

Therefore, the system model can still be described by Fig. 6.4, with $Y$ and $\hat{Z}$ being replaced by $\alpha Y$ and $\hat{Z}$, respectively.
Let \( I(X'; X) - I(X'; Y) = R_{WZ}(\Delta) \) and assume \( \Delta \leq \sigma_z^2 \). Then we have

\[
\Delta' = \eta \Delta,
\]

where \( \eta = \frac{\sigma_z^2}{\sigma_z^2 - \Delta} \). Note that \( \eta \) is the reciprocal of the MMSE rescaling parameter in the scenario of quantizing a Gaussian source with variance \( \sigma_z^2 \) for a target average distortion \( \Delta \).

Figure 6.5: A solution of the Gaussian Wyner-Ziv problem using a continuous Gaussian random variable \( X' \).

The above-mentioned solution for the Gaussian Wyner-Ziv problem is depicted by Fig. 6.5. Firstly we design a lossy compression code for source \( X \) with Gaussian reconstruction alphabet \( X' \). The average distortion between \( X' \) and \( X \) is \( \Delta' = \eta \Delta \). Then we construct an AWGN capacity achieving code from \( Y \) and \( X' \). The final reconstruction of \( X \) is given by \( \hat{X} = Y + \frac{1}{\eta}(X' - Y) \). Clearly \( \frac{1}{\eta}(X' - Y) \) is a scaled version of the Gaussian noise, which is independent of \( X' \). The variance of \( \frac{1}{\eta}(X' - Y) \) is

\[
\frac{1}{\eta^2}(\Delta' + \sigma_z^2) = \frac{\Delta}{\eta} + \frac{\sigma_z^2}{\eta^2} = \frac{\sigma_z^2}{\sigma_z^2} \Delta + \frac{\sigma_z^2 - \Delta}{\sigma_z^2} (\sigma_z^2 - \Delta) = \sigma_z^2 - \Delta.
\]

Then we can check that \( X = \hat{X} + N(0, \Delta) \), which corresponds to the desired distortion, and the required data rate is \( I(X'; X) - I(X'; Y) = \frac{1}{2} \log \left( \frac{\sigma_z^2}{\Delta} \right) \).
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\[
\begin{align*}
\alpha_q X' &\xrightarrow{N(0, \sigma_x^2 \Delta')} X \sim N(0, \sigma_x^2) \\
\alpha_c X' &\xrightarrow{N(0, \sigma_x^2 + \sigma_z^2)} Y \sim N(0, \sigma_x^2 + \sigma_z^2) \\
\end{align*}
\]

(a) \hspace{2cm} (b)

Figure 6.6: The MMSE rescaled channel blocks (a) and (b) for the Gaussian channels \(X \rightarrow X'\) and \(Y \rightarrow X'\), respectively.

6.4.3 A practical solution using lattice Gaussian distribution

The problem of the above-mentioned solution is that \(X'\) is a continuous Gaussian random variable, which is impractical for the design of lattice codes. In order to utilize the proposed polar lattice coding technique, \(X'\) is expected to obey a lattice Gaussian distribution. To this end, we perform MMSE rescaling on \(X'\) for the AWGN channels \(X \rightarrow X'\) and \(Y \rightarrow X'\), respectively. The rescaled channels are shown in Fig. 6.6, where

\[
\alpha_q = \frac{\sigma_x^2}{\sigma_x^2 + \Delta'} = \frac{\sigma_x^2(\sigma_z^2 - \Delta)}{\sigma_x^2(\sigma_z^2 - \Delta) + \sigma_z^2 \Delta}, \tag{6.21}
\]

and

\[
\alpha_c = \frac{\sigma_y^2}{\sigma_x^2 + \Delta'} = \frac{(\sigma_x^2 - \sigma_z^2)(\sigma_z^2 - \Delta)}{\sigma_x^2(\sigma_z^2 - \Delta) + \sigma_z^2 \Delta}. \tag{6.22}
\]

Clearly, \(\alpha_c < \alpha_q\). To combine the two blocks in Fig. 6.6 together, block (b) is scaled by \(\frac{\alpha_q}{\alpha_c}\). Consequently, a reversed version of the solution illustrated in Fig. 6.5 is obtained and shown in Fig. 6.7. For the reconstruction of \(X\), we have the following proposition.

**Proposition 6.4.1.** To achieve the \(R_{WZ}(\Delta)\) bound by the reversed structure shown in Fig. 6.7, the reconstruction of \(X\) is given by

\[
\hat{X} = \alpha_q X' + \gamma (\frac{\alpha_q}{\alpha_c} Y - \alpha_q X'), \quad \gamma = \frac{\sigma_y^2 \Delta}{\sigma_x^2 \sigma_z^2}. \tag{6.23}
\]
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Proof. It suffices to prove that $X = \hat{X} + N(0, \Delta)$. According to Fig. 6.7, we have $X = \alpha_q X' + N(0, \alpha_q \Delta')$, meaning that showing $\hat{X} = \alpha_q X' + N(0, \alpha_q \Delta' - \Delta)$ would complete this proof.

Clearly, $\frac{\alpha_q}{\alpha_c} Y - \alpha_q X'$ is a Gaussian random variable with 0 mean and variance $\alpha_q \Delta' + \frac{\alpha_q}{\alpha_c} \sigma^2_z$, and it is independent of $X'$. By substituting the parameters $\Delta'$, $\alpha_q$ and $\alpha_c$, we have

$$\alpha_q \Delta' - \Delta = \frac{\sigma^2_x (\sigma^2_y - \Delta)}{\sigma^2_x (\sigma^2_y - \Delta) + \sigma^2_x \Delta} \sigma^2_y \Delta - \Delta = \frac{\sigma^2_x \Delta^2}{\sigma^2_x \sigma^2_y - \sigma^2_y \Delta}. \quad (6.24)$$

and

$$\gamma^2 (\alpha_q \Delta' + \frac{\alpha_q}{\alpha_c} \sigma^2_z) = \frac{\sigma^2_x \Delta^2}{\sigma^2_x \sigma^2_y} \left( \frac{\sigma^2_x (\sigma^2_y - \Delta)}{\sigma^2_x (\sigma^2_y - \Delta) + \sigma^2_y \Delta} \sigma^2_y \Delta + \frac{\sigma^2_x \sigma^2_y}{\sigma^2_y \Delta} \right) = \frac{\sigma^2_x \sigma^2_y}{\sigma^2_x \sigma^2_y - \sigma^2_y \Delta}. \quad (6.25)$$

as we desired. \qed

Now the continuous Gaussian random variable $\alpha_q X'$ can be replaced by a lattice Gaussian distributed variable $A \sim D_{\lambda, \sigma^2_a}$, where $\sigma^2_a = \alpha_q^2 \sigma^2_x$. Let $\bar{X} = A + N(0, \alpha_q \Delta')$ and $\frac{\alpha_q}{\alpha_c} \bar{Y} = \bar{X} + N(0, \frac{\alpha_q}{\alpha_c} \sigma^2_z)$. Let $\bar{B} = \frac{\alpha_q}{\alpha_c} \bar{Y}$ and $\sigma^2_b = \frac{\alpha_q}{\alpha_c} \sigma^2_y$ for convenience. By Lemma 6.2.2, the distributions of $\bar{X}$ and $\bar{Y}$ can be made arbitrarily close to those of $X$ and $Y$, respectively. Then the polar lattices are designed by treating $\bar{X}$ as the source and $\bar{Y}$ as its side information. A rate-distortion bound achieving polar lattice $L_1$ is constructed for source $\bar{X}$ with target distortion $\alpha_q \Delta'$, and an AWGN capacity-achieving polar lattice $L_2$ is constructed to help the decoder extract some information from $\bar{Y}$, as shown in Fig. 6.7. Finally, the decoder recon-
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Figure 6.7: A reverse solution of the Gaussian Wyner-Ziv problem, which is more compatible with lattice Gaussian distribution.

Nulls \( \bar{X} = A + \gamma(\bar{B} - A) \). Conceptually, \( \bar{B} - A \) is a Gaussian noise which is independent of \( A \). \(^2\) Recall that \( \gamma = \frac{\sigma^2_{\Delta}}{\alpha_z^2} \) scales \( \bar{B} - A \) to \( N(0, \alpha_q \Delta' - \Delta) \). By Lemma 6.2.2 again, the distributions of \( \bar{X} \) and \( \hat{X} \) can be very close, resulting in an average distortion close to \( \Delta \).

When lattice Gaussian distribution is utilized, by [104, Lemma 10], \( L_1 \) and \( L_2 \) are accordingly constructed for the MMSE-rescaled Gaussian noise variance \( \tilde{\sigma}_q^2 \) and \( \tilde{\sigma}_c^2 \), where

\[
\tilde{\sigma}_q^2 = \frac{\sigma^2_q}{\sigma^2_z} \alpha_q \Delta' = \frac{\sigma^2_q \sigma^2 \Delta}{\sigma^2_z \sigma^2 - \sigma^2_{\gamma}} \tag{6.26}
\]

and

\[
\tilde{\sigma}_c^2 = \frac{\sigma^2_c}{\sigma^2_z} \left( \alpha_q \Delta' + \alpha_q \sigma^2_z \right) = \frac{\sigma^2_a \sigma^4_z}{\sigma^2_z \sigma^2 - \sigma^2_{\gamma}} \tag{6.27}
\]

Since \( \Delta \leq \sigma^2_z \), we also have \( \tilde{\sigma}_q^2 \leq \tilde{\sigma}_c^2 \).

\(^2\)In fact, when \( A \) is reconstructed by the decoder, \( \bar{B} - A \) is not exactly a Gaussian noise \( N(0, \alpha_q \Delta' + \alpha_q \sigma^2_z) \), since the quantization noise of \( L_1 \) is not exactly Gaussian distributed. However, according to Theorem 6.2.5, the two distributions can be made arbitrarily close when \( N \) is sufficiently large. See Fig. 6.3b for an example.
Figure 6.8: The partitions of $U_1^{1:N}$ for quantization lattice $L_1$ (left) and channel coding lattice $L_2$ (right). $F^Q_\ell \subseteq F^C_\ell$, $I^C_\ell \subseteq I^Q_\ell$, and $S^Q_\ell \subseteq S^C_\ell$. Without the side information, $U^{TQ}_\ell$ should be sent to achieve the target distortion. With the side information, however, $U^{TC}_\ell$ can be decoded and hence only $U^{dQ}_\ell$ need to be sent.

similar to the one mentioned in [9]. We choose a good constellation $D_{\Lambda, \sigma^2}$ such that the flatness factor $\epsilon_{\Lambda}(\tilde{\sigma}_q)$ is negligible. Let $\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda_r/\cdots$ be a one-dimensional binary partition chain labeled by bits $A_1/A_2/\cdots/A_{r-1}/A_r/\cdots$. Then $P_{A_1:r}$ and $A_1:r$ approach $D_{\Lambda, \sigma^2}$ and $\Lambda$, respectively, as $r \to \infty$. Consider $N$ i.i.d. copies of $A$. Let $U_\ell^{1:N} = A_\ell^{1:N} G_N$ for each $1 \leq \ell \leq r$. The partitions of $U_\ell^{1:N}$ for both $L_1$ and $L_2$ are shown in Fig. 6.8, where the left block is for quantization lattice $L_1$ and the right one for channel coding lattice $L_2$. According to Section 6.2 and [104], for $0 < \beta < 0.5$, the frozen set $F^Q_\ell \ (F^C_\ell)$, information set $I^Q_\ell \ (I^C_\ell)$ and the shaping set $S^Q_\ell \ (S^C_\ell)$ for lattice $L_1 \ (L_2)$ are given by

$$
\begin{align*}
F^Q_\ell &= \{ i \in [N] : Z(U_i^\ell|U_{i-1}^{1:1}, A_{i-1}^{1:N}, \bar{X}^{1:N}) \geq 1 - 2^{-N^3} \} \\
I^Q_\ell &= \{ i \in [N] : Z(U_i^\ell|U_{i-1}^{1:1}, A_{i-1}^{1:N}) > 2^{-N^3} \text{ and } Z(U_i^\ell|U_{i-1}^{1:1}, A_{i-1}^{1:N}, \bar{X}^{1:N}) < 1 - 2^{-N^3} \} \\
S^Q_\ell &= \{ i \in [N] : Z(U_i^\ell|U_{i-1}^{1:1}, A_{i-1}^{1:N}) \leq 2^{-N^3} \}.
\end{align*}
$$

(6.28)
and

\[
\{c \in [N] : Z(U_q | U_{q-1}, A_{q-1}^{1:N}, \bar{B}^{1:N}) \geq 1 - 2^{-N^2}\} \overline{F}_\ell^C \]
\[
\{c \in [N] : Z(U_q | U_{q-1}, A_{q-1}^{1:N}, \bar{B}^{1:N}) \leq 2^{-N^2}\} \overline{T}_\ell^C \]
\[
\{c \in [N] : Z(U_q | U_{q-1}, A_{q-1}^{1:N}, \bar{B}^{1:N}) < 1 - 2^{-N^2}\} \overline{S}_\ell^C .
\]

(6.29)

For these two partitions, we have the following lemma.

**Lemma 6.4.2.** Let \( L_1 \) and \( L_2 \) be two polar lattices constructed according to the above two partition rules respectively. \( L_2 \) is nested within \( L_1 \), i.e., \( L_2 \subseteq L_1 \).

**Proof.** Both \( L_1 \) and \( L_2 \) follow the multilevel lattice structure (3.46). Let \( \{C_1^q, ..., C_r^q\} \) and \( \{C_1^c, ..., C_r^c\} \) denote the multilevel codes for \( L_1 \) and \( L_2 \), respectively. When shaping is not involved, the generator matrices of \( C_1^q \) and \( C_1^c \) correspond to the sets of row indices \( \overline{T}_\ell^Q \cup \overline{S}_\ell^Q \) and \( \overline{T}_\ell^C \cup \overline{S}_\ell^C \), respectively. By the relationship \( \bar{\sigma}_q^2 \leq \bar{\sigma}_c^2 \) and Lemma 4.2.2, the partition channel \( C(\Lambda_{q-1}/\Lambda_\ell, \bar{\sigma}_c^2) \) is degraded with respect to \( C(\Lambda_{q-1}/\Lambda_\ell, \bar{\sigma}_c^2) \). Then by the equivalence lemma Lemma 4.3.11, we have \( \overline{T}_\ell^C \subseteq \overline{T}_\ell^Q \), meaning that \( C_1^c \subseteq C_1^q \) for \( 1 \leq \ell \leq r \). As a result, \( L_2 \subseteq L_1 \).

(6.30)

By channel degradation, we have \( F_\ell^Q \subseteq F_\ell^C \). Let \( dF_\ell \) denote the set \( F_\ell^C \setminus F_\ell^Q \). Meanwhile, we have \( S_\ell^Q \subseteq S_\ell^C \) by definition. Denoting by \( dS_\ell \) the set \( S_\ell^C \setminus S_\ell^Q \), \( dS_\ell \) can be written as

\[
dS_\ell \{i \in [N] : 2^{-N^2} < Z(U_q | U_{q-1}, A_{q-1}^{1:N}) < 1 - 2^{-N^2} \text{ or }
2^{-N^2} < Z(U_q | U_{q-1}, A_{q-1}^{1:N}, \bar{B}^{1:N}) < 1 - 2^{-N^2} \},
\]

(6.30)

and the proportion \( \frac{|dS_\ell|}{N} \) → 0 as \( N \to \infty \). Also observe that \( dI_\ell = I_\ell^Q \setminus I_\ell^C \) =
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Given an $N$-dimensional realization vector $x^{1:N}$ of $X^{1:N}$, the encoder evaluates $u^{1:N}_\ell$ from level 1 to level $r$ successively according to the random rounding quantization rules given in Section 6.2. (See (6.9), (6.10), (6.13) and (6.14).) Recall that treating $x^{1:N}$ as a realization of $\bar{X}^{1:N}$ is safe because $X$ and $\bar{X}$ are similarly distributed. Then $u^{dF}_\ell$ is sent to the decoder for each level. For the decoder, the realization vector $y^{1:N}$ of $Y^{1:N}$ is scaled to $b^{1:N} = \frac{b}{a_x} y^{1:N}$. Since $u^{fQ}_\ell$ is shared between the encoder and decoder before transmission, after receiving $u^{dF}_\ell$, $u^{TC}_\ell$ and $u^{SQ}_\ell$ can be decoded with vanishing error probability since their associate Bhattacharyya parameters are arbitrarily small when $N \to \infty$. The details of SC decoding for Gaussian channels have been discussed in Chapter 4. According to Lemma 4.3.6, probabilities $P_{U_\ell|U^{1:-1}_\ell,A^{1:N}_{\ell-1}}$, $P_{U_\ell|U^{1:-1}_\ell,A^{1:N}_{\ell-1},\bar{X}^{1:N}}$ and $P_{U_\ell|U^{1:-1}_\ell,A^{1:N}_{\ell-1},\bar{B}^{1:N}}$ can be evaluated with $O(N \log N)$ complexity. It is worth mentioning that $u^{SQ}_\ell$ is covered by a pre-shared random mapping in Section 4.3.2. However, as shown in Theorem 6.2.3, replacing the random mapping with MAP decision for $u^{SQ}_\ell$ will not change the results of Theorem 4.3.7 and Theorem 4.3.9. The proof is similar to that of Theorem 6.2.3 and omitted for brevity. Then the whole vector $u^{1:N}_\ell$ can be recovered with high probability. After obtaining the $u^{1:N}_\ell$ for $1 \leq \ell \leq r$, the realization $a^{1:N}$ of $A^{1:N}$ can be recovered from $u^{1:N}_\ell$ according to the following equation

$$\chi = \sum_{\ell=1}^{r} \left[ \sum_{i \in I_\ell} u_i^{\ell} \psi(g_i) + \sum_{i \in S_\ell} u_i^{\ell} \psi(g_i) + \sum_{i \in F_\ell} u_i^{\ell} \psi(g_i) \right], \quad (6.31)$$

where $g_i$ denotes the $i$-th row of the polarization matrix $G_N$ and $\psi$ is the natural embedding. Clearly $a^{1:r}$ is drawn from $D_{2^{r-1}Z^{1:N} + \chi; \sigma_a}$. For each dimension, when $r$ is sufficiently large, the probability of choosing a constellation point outside the interval $[-2^{r-1}, 2^{r-1})$ is negligible (see Lemma 4.3.1 for more detail). Therefore, there exists only one point within $[-2^{r-1}, 2^{r-1})$ with probability close to 1 and
a^{1:N} can be recovered by \( \chi \mod 2^r \). Finally, the reconstruction of \( a^{1:N} \) is given by \( \tilde{x}^{1:N} = a^{1:N} + \gamma (b^{1:N} - a^{1:N}) \).

To sum up, we have the following Wyner-Ziv coding scheme.

- **Encoding:** For the \( N \)-dimensional i.i.d. source vector \( X^{1:N} \), the encoder evaluates \( U^\ell_{\ell'}^{Q} \) by random rounding, and then sends \( U^\ell_{\ell'}^{dI} \) to the decoder.

- **Decoding:** Using the pre-shared \( U^\ell_{\ell'}^{Q} \) and the received \( U^\ell_{\ell'}^{dI} \), the decoder recovers \( U^\ell_{\ell'}^{Q} \) and \( U^\ell_{\ell'}^{dQ} \) from the side information \( B^{1:N} \). For each level the decoder obtains \( U^{1:N}_{\ell} \), then \( A^{1:N} \) can be recovered according to (6.31).

- **Reconstruction:** \( \tilde{X}^{1:N} = A^{1:N} + \gamma (B^{1:N} - A^{1:N}) \).

With regard to the design rate, by Theorem 6.2.5, the rate \( R_{L_1} \) of \( L_1 \) can be arbitrarily close to \( \frac{1}{2} \log \frac{\sigma_z^2}{\alpha_q \Delta} \). However, the encoder does not need to send that much information to the decoder because of the side information. By Theorem 4.3.10, the rate \( R_{L_2} \) of \( L_2 \) can be arbitrarily close to \( \frac{1}{2} \log \left( \frac{\sigma_z^2 \sigma_w^2 - \sigma_y^2 \Delta}{\alpha_q \Delta} \right) \). After some tedious calculation, we have

\[
R_{L_1} \rightarrow \frac{1}{2} \log \left( \frac{\sigma_z^2 \sigma_w^2 - \sigma_y^2 \Delta}{\sigma_z^2 \Delta} \right)^+, \quad (6.32)
\]

and

\[
R_{L_2} \rightarrow \frac{1}{2} \log \left( \frac{\sigma_z^2 \sigma_w^2 - \sigma_y^2 \Delta}{\sigma_z^2} \right)^-, \quad (6.33)
\]

meaning that the transmission rate \( R_{L_1} - R_{L_2} \rightarrow \frac{1}{2} \log \left( \frac{\sigma_z^2}{\Delta} \right)^+ \).

Before presenting the main theorem of the Gaussian Wyner-Ziv coding, we need a more stringent requirement on the flatness factor. This requirement is to guarantee a sub-exponentially decaying error probability for our lattice coding scheme.
Proposition 6.4.3. For a one-dimensional binary partition chain
\( \Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda'/\cdots \) and any given \( \tilde{\sigma} \), \( r = O(\log N) \) is sufficient to guarantee a sub-exponentially vanishing flatness factor \( \epsilon_\Lambda(\tilde{\sigma}) = O(2^{-\sqrt{N}}) \). Moreover, the mutual information of the bottom level \( I(\bar{X}; A_r|A_1;\cdots;A_{r-1}) \to 0 \) and using the first \( r \) levels only incurs a capacity loss \( \sum_{\ell>r} I(\bar{X}; A_\ell|A_1;\cdots;A_{\ell-1}) \leq O(\frac{1}{N}) \).

Proof. Since the partition is with dimension one, we can assume that \( \Lambda = \eta \mathbb{Z} \). Let \( \Lambda^* = \frac{1}{\eta} \mathbb{Z} \) be the dual lattice of \( \Lambda \). By [21, Corollary 1], we have

\[
\epsilon_\Lambda(\tilde{\sigma}) = \Theta_{\Lambda^*}(2\pi \tilde{\sigma}^2) - 1
= \sum_{\lambda \in \Lambda^*} \exp(-2\pi^2 \tilde{\sigma}^2 \|\lambda\|^2) - 1
= 2 \sum_{\lambda \in \frac{1}{\eta} \mathbb{Z}_+} \exp(-2\pi^2 \tilde{\sigma}^2 \|\lambda\|^2) - 1
\leq \frac{2 \exp(-2\pi^2 \tilde{\sigma}^2 \frac{1}{\eta^2})}{1 - \exp(-2\pi^2 \tilde{\sigma}^2 \frac{1}{\eta^2})}
\leq 4 \exp(-2\pi^2 \tilde{\sigma}^2 \frac{1}{\eta^2}),
\]

where \( \mathbb{Z}_+ \) denotes positive integers and the last inequality satisfies for sufficiently small \( \eta \). Let \( \frac{1}{\eta^2} = O(\sqrt{N}) \) and hence \( \epsilon_\Lambda(\tilde{\sigma}) = O(2^{-\sqrt{N}}) \). In addition, by Lemma 4.3.1, a number of levels \( r_1 = O(\log \log N) \) is needed to guarantee a vanishing mutual information at the bottom level. Let \( \delta \mathbb{Z}/\cdots/2^{r_1}\mathbb{Z} \) be a partition such that \( I(\bar{X}; A_r|A_{1;r-1}) \to 0 \) for a constant \( \delta \). Finally, the number of levels for partition \( \eta \mathbb{Z}/\cdots/\delta \mathbb{Z}/\cdots/2^{r_1}\mathbb{Z} \) satisfies \( r = \log(\frac{\eta}{\delta}) = O(\log N) \).

The following theorem is proved in Appendix I.

Theorem 6.4.4. Let \( X \) be a Gaussian source and \( Y \) be another Gaussian source correlated to \( X \) as \( X = Y + Z \), where \( Z \sim N(0, \sigma^2_z) \) is an independent Gaussian noise. Consider a target distortion \( 0 \leq \Delta \leq \sigma^2_z \) for source \( X \) when \( Y \) is only available for the decoder. Let \( \Lambda/\Lambda_1/\cdots/\Lambda_r \) be a one-dimensional binary partition
chain such that \( \epsilon_\Lambda(\tilde{\sigma}) = O(2^{-\sqrt{N}}) \) and \( r = O(\log N) \). For any \( 0 < \beta' < \beta < 0.5 \), there exists two nested polar lattices \( L_1 \) and \( L_2 \) with a differential rate \( R = R_{L_1} - R_{L_2} \) arbitrarily close to \( \frac{1}{2} \log(\frac{\sigma_z^2}{\Delta}) \) such that the expect distortion \( \Delta_Q \) satisfies

\[
\Delta_Q \leq \Delta + O(2^{-N^{\beta'}}),
\]

(6.35)

and the block error probability satisfies

\[
P_e^{WZ} \leq O(2^{-N^{\beta'}}).
\]

(6.36)

### 6.5 Gaussian Gelfand-Pinsker coding

For the Gelfand-Pinsker problem, with some abuse of notations, consider the channel described by \( Y = X + S + Z \), where \( X \) and \( Y \) are the channel input and output, respectively, \( Z \) is an unknown additive Gaussian noise with variance \( \sigma_z^2 \) and \( S \) is an interference Gaussian signal with variance \( \sigma_i^2 \) known only to the encoder. A diagram of Gelfand-Pinsker coding is shown in Fig. 6.9. Message \( M \) is encoded into \( X \) which satisfies the power constraint \( \frac{1}{N} E[\|X^{1:N}\|^2] \leq P \). The channel capacity of this Gaussian Gelfand-Pinsker model [126, 127] is given by

\[
C_{GP} = \frac{1}{2} \log \left( 1 + \frac{P}{\sigma_z^2} \right).
\]

(6.37)

To achieve this capacity, the roles of quantization lattice and channel coding
lattice are reversed. To see this, we still start with a continuous auxiliary variable
and then replace it with a discrete Gaussian distributed one. Letting \( \rho = \frac{P}{P + \sigma_w^2} \), we
firstly design a lossy compression code for \( \rho S \) with Gaussian reconstruction alphabet
\( S' \). The distortion between \( S' \) and \( \rho S \) is targeted to be \( P \), i.e., \( S' = \rho S + N(0, P) \).
Then the encoder transmits \( X = S' - \rho S \) (\( X \) is independent of \( S \)), which satisfies
the power constraint. Moreover, the relationship between \( Y \) and \( S' \) is given by

\[
S' = X + \rho S \\
= X + \rho(Y - X - Z) \\
= \rho Y + (1 - \rho)X - \rho Z. 
\]

Then the expectation

\[
E[Y \cdot ((1 - \rho)X - \rho Z)] = (1 - \rho)E[X^2] - \rho E[Z^2] = 0, 
\]

meaning that \((1 - \rho)X - \rho Z\) is independent of \( Y \), which gives \( S' = \rho Y + N(0, \frac{P\sigma_w^2}{P + \sigma_z^2}) \).
Then we construct an AWGN capacity-achieving code to recover \( S' \) from \( \rho Y \).
Without the power constraint, the maximum data rate that can be sent is actually
\( I(S'; \rho Y) \). However, when power constraint is taken into consideration, some bits
should be selected according to the realization of \( S \) since \( S' \) and \( S \) are related. The
maximum data rate becomes \( I(S'; \rho Y) - I(S'; \rho S) = \frac{1}{2}\log(1 + \frac{P}{\sigma^2}) = C_{GP} \). A
diagram of this solution is shown in Fig. 6.10, where

\[
\sigma_{s'}^2 = \rho^2 \sigma_i^2 + P, 
\]

and

\[
\sigma_y^2 = \frac{1}{\rho^2} \frac{P^2}{P + \sigma_z^2} + \sigma_i^2 = \sigma_i^2 + P + \sigma_z^2 \]
are the variances of $S'$ and $Y$, respectively.

\[ X = S' - \rho S \]

\[ N(0, \frac{P\sigma_z^2}{P + \sigma_z^2}) \]

\[ N(0, \frac{P^2}{P + \sigma_z^2}) \]

**Figure 6.10**: A solution of the Gaussian Gelfand-Pinsker problem using continuous Gaussian random variable $S'$.

Similarly, we prefer to use a discrete lattice Gaussian distributed version of $S'$ to approach this capacity. The idea is to perform MMSE rescaling on $S'$ to get a reversed version of the model shown in Fig. 6.10. The analysis is similar to that presented in Section 6.4 and is omitted here for brevity. Finally, the reversed solution is given in Fig. 6.11.

\[ \alpha_q S' \rightarrow \frac{\alpha_q}{\alpha_c} \rho Y \rightarrow \rho S \]

\[ Q' \sim N(0, \frac{\alpha_q^2}{\alpha_c} \frac{P\sigma_z^2}{P + \sigma_z^2}) \]

\[ Z' \sim N(0, \frac{\alpha_q}{\alpha_c} \frac{P^2}{P + \sigma_z^2}) \]

**Figure 6.11**: A reverse solution of the Gaussian Gelfand-Pinsker problem.

With some abuse of notation, let $A$ denote the discrete version of $\alpha_q S'$. The
MMSE rescaling factor $\alpha_c$ for channel coding and $\alpha_q$ for quantization are given by

$$\alpha_c = \frac{P\sigma_y^2}{P\sigma_i^2 + (P + \sigma_z^2)^2},$$

(6.42)

and

$$\alpha_q = \frac{P\sigma_i^2}{P\sigma_i^2 + (P + \sigma_z^2)^2},$$

(6.43)

respectively. The variance $\sigma_a^2$ for $D_{\Lambda,\sigma^2}$ is chosen to be $\alpha_q^2\sigma_s^2$. Polar lattices $L_1$ and $L_2$ are accordingly constructed for Gaussian noise variance $\tilde{\sigma}_c^2$ and $\tilde{\sigma}_q^2$, where

$$\tilde{\sigma}_c^2 = \frac{\alpha_q^2\alpha_c}{\rho} \frac{\sigma_2^2}{\sigma_y^2},$$

(6.44)

and

$$\tilde{\sigma}_q^2 = \frac{\alpha_q^3}{\rho^2} \frac{P\sigma_i^2}{\sigma_i^2}.$$

(6.45)

Check that $\frac{\tilde{\sigma}_c^2}{\tilde{\sigma}_q^2} = \frac{\sigma_a^2}{P + \sigma_z^2} \leq 1$. Recall that $X = S' - \rho S = (1 - \alpha_q)S' + \alpha_qS' - \rho S$.

When $\alpha_qS'$ is replaced by $A$, the encoded signal, denoted by $\bar{X}$, is given by

$$\bar{X} = \frac{1 - \alpha_q}{\alpha_q}A + A - \rho S.$$  \hspace{1cm} (6.46)

Note that the distributions of $S$ and $\bar{S}$ can be arbitrarily close when $\epsilon_\Lambda(\tilde{\sigma}_c) \to 0$.

Clearly, $A - \rho\bar{S}$ is a Gaussian random variable independent of $A$ with distribution $N(0, \alpha_q P)$. By Lemma 6.2.2, $\bar{X}$ can be very close to a Gaussian random variable with distribution $N(0, P)$. 3 Thus, the power constraint can be satisfied.

With some abuse of notations, let $B = \frac{\alpha_q}{\alpha_c} \rho Y$, $\bar{B} = \frac{\alpha_q}{\alpha_c} \rho \bar{Y}$, $T = \rho S$, and $\bar{T} = \rho \bar{S}$ for convenience. We choose a good constellation $D_{\Lambda,\sigma^2}$ such that the flatness fac-

3Check that $(\frac{1-\alpha_q}{\alpha_q})^2\sigma_a^2 = (1 - \alpha_q)P$. 
tor \( \epsilon_A(\hat{r}_c) \) is negligible. Let \( \Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda' \) be a one-dimensional binary partition chain labeled by bits \( A_1/A_2/\cdots/A_{r-1}/A_r/\cdots \). Then \( P_{A_1,r} \) and \( A_{1,r} \) approach \( D_{\Lambda,\sigma^2} \) and \( A \), respectively, as \( r \to \infty \). Consider \( N \) i.i.d. copies of \( A \). Let \( U_{i}^{1:N} = A_{i}^{1:N}G_N \) for each \( 1 \leq i \leq r \). The partition of \( U_{i}^{1:N} \) is shown in Fig. 6.12, where the left block is for quantization lattice \( L_2 \) and the right one for channel coding lattice \( L_1 \). For \( 0 < \beta < 0.5 \), the frozen set \( F_i^Q \) (\( F_i^C \)), information set \( I_i^Q \) (\( I_i^C \)) and the shaping set \( S_i^Q \) (\( S_i^C \)) for lattice \( L_2 \) (\( L_1 \)) are given by

\[
\begin{align*}
F_i^Q &= \{ i \in [N] : Z(U_i^i | U_i^{1:i-1}, A_{i:1}^{1:i-1}, \bar{T}_i^{1:N}) \geq 1 - 2^{-N^\beta} \} \\
I_i^Q &= \{ i \in [N] : Z(U_i^i | U_i^{1:i-1}, A_{i:1}^{1:i-1}) > 2^{-N^\beta} \text{ and } Z(U_i^i | U_i^{1:i-1}, A_{i:1}^{1:i-1}, \bar{T}_i^{1:N}) < 1 - 2^{-N^\beta} \} \\
S_i^Q &= \{ i \in [N] : Z(U_i^i | U_i^{1:i-1}, A_{i:1}^{1:i-1}) \leq 2^{-N^\beta} \}
\end{align*}
\]

Figure 6.12: The partitions of \( U_{i}^{1:N} \) for quantization lattice \( L_2 \) (left) and channel coding lattice \( L_1 \) (right). \( F_i^C \subseteq F_i^Q \) and \( S_i^Q \subseteq S_i^C \). Without the power constraint, \( U_i^{T_i^Q} \) can be sent as message bits. With the power constraint, however, \( U_i^{T_i^Q} \) should be selected according to the interference \( S_i^{1:N} \) and hence only \( U_i^{dF_i} \) can be fed with the message bits.
and

\[
\begin{align*}
\mathcal{F}^C_\ell & = \{ i \in [N] : Z(U_i^\ell|U^1_{\ell-1}, A_{1:d-1}^\ell, \tilde{B}^1) \geq 1 - 2^{-N^3} \} \\
\mathcal{F}^O_\ell & = \{ i \in [N] : Z(U_i^\ell|U^1_{\ell-1}, A_{1:d-1}^\ell) \geq 1 - 2^{-N^3} \} \quad \text{and} \\
\mathcal{S}^C_\ell & = \{ i \in [N] : Z(U_i^\ell|U^1_{\ell-1}, A_{1:d-1}^\ell) < 1 - 2^{-N^3} \} \quad \text{or} \\
& \quad 2^{-N^3} < Z(U_i^\ell|U^1_{\ell-1}, A_{1:d-1}^\ell, \tilde{B}^1) < 1 - 2^{-N^3} \}.
\end{align*}
\]

(6.48)

By channel degradation, we have \( \mathcal{F}^C_\ell \subseteq \mathcal{F}^O_\ell \). Let \( d_\ell \) denote the set \( \mathcal{F}^O_\ell \setminus \mathcal{F}^C_\ell \). Meanwhile, we also have \( \mathcal{S}^O_\ell \subseteq \mathcal{S}^C_\ell \). The difference \( d_\ell = \mathcal{S}^C_\ell \setminus \mathcal{S}^O_\ell \) can also be written as (6.30), and the proportion \( \frac{|d_\ell|}{N} \to 0 \) as \( N \to \infty \).

Given an \( N \)-dimensional realization vector \( s^{1:N} \) of \( S^{1:N} \), the encoder scales \( s^{1:N} \) to \( t^{1:N} = \rho s^{1:N} \) and evaluates \( u^{1:N}_\ell \) from level 1 to level \( r \) successively according to the random rounding quantization rules. Note that \( u^{FC}_\ell \) is uniformly random and known to the decoder, and \( u^{dF}_\ell \) is fed with message bits which are also uniform. Recall that treating \( t^{1:N} \) as a realization of \( \tilde{T}^{1:N} \) is reasonable because \( T \) and \( \tilde{T} \) are similarly distributed. Then \( u^{1:N}_\ell \) can be obtained for \( 1 \leq \ell \leq r \). When \( r \) is sufficiently large, the lattice points outside \([-2^{-r-1}, 2^{-r-1})\) occur with almost 0 probability, the realization \( a^{1:N} \) of \( A^{1:N} \) can be determined by \( u^{1:N}_1 \) according to (6.31). Then

\[
x^{1:N} = \frac{\alpha_q}{\alpha_q} u^{1:N}_1 - \rho s^{1:N} \quad \text{is the encoded signal as discussed in (6.46)}.
\]

For the encoder, the realization vector \( y^{1:N} \) of \( Y^{1:N} \) is scaled to \( b^{1:N} = \frac{\alpha_q}{\alpha_q} \rho y^{1:N} \). The task is to recover \( u^{FC}_\ell \) at each level and hence message \( u^{dF}_\ell \) can be obtained. Note that \( u^{FC}_\ell \) is shared between the encoder and decoder before transmission, and \( u^{dF}_\ell \) can be decoded with vanishing error probability using the bit-wise MAP rule.

The decoder still needs to know the unpolarized bits \( u^{dS}_\ell \) since the Bhattacharyya parameters of those indices are not necessarily vanishing. Therefore, a code with negligible rate is needed to send \( u^{dS}_\ell \) to the decoder in advance at each level. This
two phases transmission method has already been used in [9]. In this sense, \( L_2 \) is not exactly nested within \( L_1 \) because of those unpolarized indices. When \( u_{\ell}^{d_S} \) is also available, \( u_{\ell}^{T_S} \) can be decoded with very small error probability Theorem with \( O(N \log N) \) complexity (See Theorem 4.3.10.).

The Gaussian Gelfand-Pinsker coding scheme is summarized as follows.

- **Encoding:** According to the \( N \)-dimensional i.i.d. interference vector \( S^{1:N} \), the encoder evaluates \( U^{T_S} \) by random rounding, and then feeds \( U^{d_F} \) with message bits. \( U^{F} \) is pre-shared and \( U^{S_Q} \) is determined by other bits according to \( D_{\Lambda, \sigma^2} \). For each level, the encoder obtains \( U^{1:N} \) for \( 1 \leq \ell \leq r \), then \( A^{1:N} \) is recovered from \( U^{1:N} \). The encoded signal is given by

\[
\bar{X}^{1:N} = \frac{1}{\alpha_q} A^{1:N} - \rho S^{1:N}. \tag{6.49}
\]

- **Decoding:** Using the pre-shared \( U^{F} \) and the bits \( U^{d_S} \) by the two phases transmission, the decoder recovers \( U^{C} \) including the message bits and \( U^{S_Q} \) from the received signal.

For the rate of lattice codes, we have

\[
R_{L_1} \rightarrow \frac{1}{2} \log \left( \frac{P \sigma_i^2 + (P + \sigma_z^2)^2}{\sigma_i^2 (P + \sigma_z^2)} \right)^-, \tag{6.50}
\]

and

\[
R_{L_2} \rightarrow \frac{1}{2} \log \left( \frac{P \sigma_i^2 + (P + \sigma_z^2)^2}{(P + \sigma_z^2)^2} \right)^+, \tag{6.51}
\]

indicating that the \( R_{L_1} - R_{L_2} \rightarrow C_{GP} \).

The proof of the following theorem is given in Appendix J.

**Theorem 6.5.1.** Let \( S \) be a Gaussian noise known to the encoder, and \( Z \) be anothe-
er independent and unknown Gaussian noise with variance $\sigma_z^2$. Consider a power constraint $P$ for the encoded signal. Let $\Lambda/\Lambda_1/\cdots/\Lambda_r$ be a one-dimensional binary partition chain such that $\epsilon_{\Lambda}(\tilde{\sigma}_c) = O(2^{-N})$ and $r = O(\log N)$. For any $0 < \beta' < \beta < 0.5$, there exists two nested polar lattices $L_1$ and $L_2$ with a differential rate $R = R_{L_1} - R_{L_2}$ arbitrarily close to $\frac{1}{2} \log(1 + \frac{P}{\sigma_z^2})$ such that the expect transmit power $P_T$ satisfies

$$P_T \leq P + O(2^{-N^{\beta'}}), \quad (6.52)$$

and the block error probability satisfies

$$P_e^{GP} \leq O(2^{-N^{\beta'}}). \quad (6.53)$$

### 6.6 Polar Lattices for Wyner’s Common Information

In this section, we show that polar lattices can be utilized to extract Wyner’s common information for joint Gaussian sources. More explicitly, we prove that extracting Wyner’s common information is equivalent to lossy compression for a single Gaussian source. Before that, we firstly present some background of the Gray-Wyner network and Wyner’s common information.

#### 6.6.1 Gray-Wyner Network and Common Information

There are different ways to characterize the amount of common information in literature. Apart from Shannon’s mutual information and Gács and Körner’s common randomness [128], Wyner proposed an alternative definition to quantify the common information of $(X, Y)$ with finite alphabet [129] as $C(X, Y) = \inf_{X-W-Y} I(X, Y; W)$, where the infimum is taken over all $W$, such that $X-W-Y$
forms a Markov chain.

Wyner’s definition is originated from his earlier work on the Gray-Wyner network [130], as depicted in Fig. 6.13. It demonstrates Wyner’s first interpretation [129] of $C(X, Y)$. This network model contains an encoder that observes a pair of sequences $(X_1^N, Y_1^N)$ and outputs three messages $W_0, W_1$ and $W_2$ with rate $R_0, R_1, R_2$, respectively. Decoder 1 reconstructs $X_1^N$ by observing $(W_0, W_1)$ and decoder 2 reconstructs $Y_1^N$ from $(W_0, W_2)$. Wyner also gave a second interpretation of the common information. In that model, a common message $W$ is sent to two independent processors. The processors generate output sequences separately according to distributions $P_{X|W}(x|w)$ and $P_{Y|W}(y|w)$. The output sequences $\hat{X}_1^N$ and $\hat{Y}_1^N$ have joint probability $P_{\hat{X}_1^N\hat{Y}_1^N}(\hat{x}_1^N, \hat{y}_1^N) = \sum_{w\in W} P_{\hat{X}_1^N|W}(\hat{x}_1^N|w)P_{\hat{Y}_1^N|W}(\hat{y}_1^N|w)$. Wyner showed that $C(X, Y)$ is equal to the minimum rate on the shared message, with constrains that the sum of rates equals the joint entropy or that the joint distribution $P_{\hat{X}_1^N\hat{Y}_1^N}(\hat{x}_1^N, \hat{y}_1^N)$ is arbitrarily close to $P_{X_1^N Y_1^N}(x_1^N, y_1^N)$.

Wyner and Gács-Körner’s works on common information can be considered two different viewpoints of the lossless Gray-Wyner region. Their works were then extended by [131, 132] to the lossy case, where the output sequences $(\hat{X}_1^N, \hat{Y}_1^N)$ have certain distortion.

## 6.6.2 Common Information for Joint Gaussian Sources

The common information was generalized to the joint Gaussian sources in [132]. Let $X, Y$ be two bivariate Gaussian RVs with zero mean and covariance matrix $\begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}$.
6.6. Polar Lattices for Wyner’s Common Information

The common RV of \((X, Y)\) is described by a Gaussian RV \(W\) with mean 0 and variance \(\rho\) \((0 < \rho < 1)\) such that

\[
\begin{align*}
X &= W + \sqrt{1 - \rho}N_1 \\
Y &= W + \sqrt{1 - \rho}N_2
\end{align*}
\]

where \(N_1\) and \(N_2\) are standard Gaussian RVs and \(N_1, N_2, W\) are independent of each other. Clearly, the common information is given by \(I(X, Y; W) = \frac{1}{2} \log \frac{1 + \rho}{1 - \rho} \).

However, extracting a continuous common message from \((X, Y)\) is difficult. We show that a discrete version of \(W\) is also eligible to convey the common message of two joint Gaussian RVs, according to Wyner’s second approach to the characterization of common information [129].

**Lemma 6.6.1.** Let \(\bar{W}\) be a RV which follows a discrete Gaussian distribution \(D_{\Lambda, \sqrt{\rho}}\). Consider two continuous RVs \(\bar{X}\) and \(\bar{Y}\) such that \(\bar{X} = \bar{W} + \sqrt{1 - \rho}N_1\) and \(\bar{Y} = \bar{W} + \sqrt{1 - \rho}N_2\), where \(N_1\) and \(N_2\) are the same as that given in (6.54). Let \(f_{\bar{X}, \bar{Y}}(x, y)\) and \(f_{X, Y}(x, y)\) denote the joint PDF of \((\bar{X}, \bar{Y})\) and \((X, Y)\), respectively. If \(\epsilon = \epsilon_\Lambda \left( \sqrt{\frac{\rho(1 - \rho)}{1 + \rho}} \right) < \frac{1}{2}\), the statistical distance between \(f_{\bar{X}, \bar{Y}}(x, y)\) and \(f_{X, Y}(x, y)\) is upper-bounded by \(\int_{\mathbb{R}^2} |f_{\bar{X}, \bar{Y}}(x, y) - f_{X, Y}(x, y)| \, dx \, dy \leq 4\epsilon\), and the mutual information \(I(\bar{X}, \bar{Y}; \bar{W})\) satisfies

\[
I(\bar{X}, \bar{Y}; \bar{W}) \geq \frac{1}{2} \log \frac{1 + \rho}{1 - \rho} - 5\epsilon \log(\epsilon) .
\]
6.6. Polar Lattices for Wyner’s Common Information

Proof. Since $\bar{X} - \bar{W} - \bar{Y}$ is a Markov chain, we have

$$f_{\bar{X},\bar{Y}}(x, y) = \sum_{a \in \Lambda} f_{\bar{X},\bar{Y},\bar{W}}(x, y, a)$$

$$= \sum_{a \in \Lambda} f_{\bar{W}}(a) f_{\bar{X}|\bar{W}}(x|a) f_{\bar{Y}|\bar{W}}(y|a)$$

$$= \frac{1}{f_{\sqrt{\rho}(\Lambda)} \sum_{a \in \Lambda} \sqrt{2\pi \rho} \exp \left( -\frac{a^2}{2\rho} \right)} \sum_{a \in \Lambda} \frac{1}{\sqrt{2\pi(1-\rho)}} \exp \left( -\frac{(x-a)^2}{2(1-\rho)} \right)$$

$$\cdot \exp \left( -\frac{(y-a)^2}{2(1-\rho)} \right)$$

$$= \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left( -\frac{x^2 + y^2 - 2\rho xy}{2(1-\rho^2)} \right)$$

$$\cdot \exp \left( -\frac{(a - \rho(x+y))^2}{2 \frac{\rho(1-\rho)}{1+\rho}} \right) f_{\sqrt{\rho}(\Lambda)},$$

where $\frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left( -\frac{x^2 + y^2 - 2\rho xy}{2(1-\rho^2)} \right) = f_{X,Y}(x, y)$ is the PDF of two joint Gaussian variables. By the definition of the flatness factor, we have

$$|V(\Lambda) \sum_{a \in \Lambda} \frac{1}{\sqrt{2\pi \rho(1-\rho)} \frac{1+\rho}{1+\rho}} \exp \left( -\frac{(a - \rho(x+y))^2}{2 \frac{\rho(1-\rho)}{1+\rho}} \right) - 1|$$

$$\leq \epsilon(\sqrt{\rho}) = \epsilon.$$

(6.56)

Since $\epsilon(\sigma)$ is a monotonically decreasing function of $\sigma$ (see [21, Remark 2]), we have $\epsilon(\sqrt{\rho}) \leq \epsilon$ and hence

$$|V(\Lambda)f_{\sqrt{\rho}(\Lambda)} - 1| \leq \epsilon. \quad (6.57)$$

Combining (6.55), (6.56) and (6.57) gives us

$$f_{X,Y}(x, y)(1 - 2\epsilon) \leq f_{X,Y}(x, y) \cdot \frac{1 - \epsilon}{1 + \epsilon} \leq f_{X,Y}(x, y), \quad (6.58)$$
and

\[
f_{X,Y}(x,y) \leq f_{\bar{X},\bar{Y}}(x,y) \cdot \frac{1 + \epsilon}{1 - \epsilon} \leq f_{X,Y}(x,y) (1 + 4\epsilon),
\]

(6.59)

when \( \epsilon < \frac{1}{2} \).

Finally,

\[
\int_{\mathbb{R}^2} |f_{\bar{X},\bar{Y}}(x,y) - f_{X,Y}(x,y)| dx dy 
\leq 4\epsilon \int_{\mathbb{R}^2} f_{X,Y}(x,y) dx dy
\]

(6.60)

\[
= 4\epsilon.
\]

Similarly, the Kullback-Leibler divergence between \( f_{\bar{X},\bar{Y}}(x,y) \) and \( f_{X,Y}(x,y) \) can be upper-bounded as

\[
\mathbb{D}(f_{X,Y} \| f_{\bar{X},\bar{Y}}) = \int_{\mathbb{R}^2} f_{X,Y}(x,y) \log \frac{f_{X,Y}(x,y)}{f_{\bar{X},\bar{Y}}(x,y)} dx dy
\leq \int_{\mathbb{R}^2} f_{X,Y}(x,y) \log(1 + 4\epsilon) dx dy
\]

(6.61)

\[
= \log(1 + 4\epsilon).
\]

For any \( \sqrt{\frac{\rho(1-\rho)}{1+\rho}} > 0 \), \( \epsilon \) can be made arbitrarily small by scaling \( \Lambda \). Therefore, when \( \epsilon \to 0 \), \( \bar{W} \) can be viewed as the common message according to Wyner’s second approach. To see that \( I(\bar{X}, \bar{Y}; \bar{W}) \) can be arbitrarily close to the common information,
we rewrite \( \mathbb{D}(f_{\tilde{X}, \tilde{Y}} \| f_{X,Y}) \) as

\[
\mathbb{D}(f_{\tilde{X}, \tilde{Y}} \| f_{X,Y}) = \int_{\mathbb{R}^2} f_{\tilde{X}, \tilde{Y}}(x, y) \log \frac{f_{\tilde{X}, \tilde{Y}}(x, y)}{f_{X,Y}(x, y)} \, dx \, dy \\
= -\int_{\mathbb{R}^2} f_{\tilde{X}, \tilde{Y}}(x, y) \log f_{X,Y}(x, y) \, dx \, dy - h(\tilde{X}, \tilde{Y}) \\
= -\int_{\mathbb{R}^2} f_{\tilde{X}, \tilde{Y}}(x, y) \log \left( \frac{1}{2\pi \sqrt{1 - \rho^2}} \right) \cdot \exp \left( -\frac{x^2 + y^2 - 2\rho xy}{2(1 - \rho^2)} \right) \, dx \, dy - h(\tilde{X}, \tilde{Y}) \\
= \log (2\pi \sqrt{1 - \rho^2}) + \frac{E_{X,Y}[x^2 + y^2 - 2\rho xy]}{2(1 - \rho^2)} - h(\tilde{X}, \tilde{Y}) \\
= \log (2\pi \sqrt{1 - \rho^2}) + \frac{1 + E_W[w^2]}{1 + \rho} - h(\tilde{X}, \tilde{Y}).
\]

(6.62)

Note that \( \epsilon \Lambda(\sqrt{\rho}) \leq \epsilon \). By [20, Lemma 9] and [20, Remark 3], it is easy to make \( E_W[w^2] \geq \rho(1 - 2\epsilon) \). Then we have

\[
\mathbb{D}(f_{\tilde{X}, \tilde{Y}} \| f_{X,Y}) \geq \log (2\pi \sqrt{1 - \rho^2}) + 1 - \epsilon - h(\tilde{X}, \tilde{Y}) \\
= h(X,Y) - h(\tilde{X}, \tilde{Y}) - \epsilon.
\]

(6.63)

Using (6.61), we obtain

\[
I(X, Y; W) - I(\tilde{X}, \tilde{Y}; \tilde{W}) = h(X,Y) - h(\tilde{X}, \tilde{Y}) \\
\leq \log(1 + 4\epsilon) + \epsilon \\
\leq 5\epsilon.
\]

(6.64)

Therefore, according to Wyner’s second approach, \( \tilde{W} \) is an eligible candidate of the common message of \( (X,Y) \) when \( \epsilon \to 0 \).

\[\square\]

Similar to the quantization for Gaussian sources in Section 6.2, using \( D_{\Lambda, \sqrt{\rho}} \) as the reconstruction distribution, we can design a quantization polar lattice from Construction D to extract the common randomness. The only difference is that the
size of the source alphabet is doubled in this work. The next theorem shows that the design of polar lattices for extracting the common randomness of a pair of joint Gaussian sources is exactly the same as that for quantizing a single Gaussian source, which means that the technique proposed in [105] can be directly employed to our work.

**Theorem 6.6.2.** The construction of a polar lattice for extracting the common randomness of a pair of joint Gaussian sources \((X, Y)\) is equivalent to the construction of a rate-distortion bound achieving polar lattice for a Gaussian source \(\sqrt{X+Y}/2\).

**Proof.** Let \(\bar{W}\) be labelled by bits \(\bar{W}_1, \cdots, \bar{W}_r\) \((\bar{W}_{1:r})\) according to a binary partition chain \(\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda'(\Lambda_r)\). Then, \(D_{\Lambda, \sqrt{\rho}}\) induces a distribution \(P_{\bar{W}_1:r}\) whose limit corresponds to \(D_{\Lambda, \sqrt{\rho}}\) as \(r \to \infty\).

By the chain rule of mutual information

\[
I(\bar{X}, \bar{Y}; \bar{W}_{1:r}) = \sum_{\ell=1}^{r} I(\bar{X}, \bar{Y}; \bar{W}_{\ell}|\bar{W}_{1:\ell-1}),
\]

(6.65) we obtain \(r\) binary-input channels \(V_\ell\) for \(1 \leq \ell \leq r\). Given the realization \(w_{1:r-1}\) of \(\bar{W}_{1:r-1}\), denote by \(A_\ell(w_{1:r})\) the coset of \(\Lambda_\ell\) indexed by \(w_{1:r-1}\) and \(w_\ell\). According to
metrized channel (4.34), we see that the symmetrized channel (6.67) is equivalent to

\[ D \]

\[ \text{Polar Lattices for Wyner’s Common Information} \]

\[ 1+ \]

\[ \text{Recall that} \]

\[ \text{Using the channel symmetrization technique for asymmetric channels, the channel transition pdf of the symmetrized channel} \]

\[ \text{is given by} \]

\[ f_\tilde{X}, \tilde{Y} \mid \tilde{W}_\ell, \tilde{W}_{1: \ell - 1}(x, y \mid w_\ell, w_{1: \ell - 1}) \]

\[ = \frac{1}{f_{\sqrt{\rho}}(A_\ell(w_{1: \ell}))} \sum_{a \in A_\ell(w_{1: \ell})} f_{\sqrt{\rho}}(a) f_{X, Y \mid W}(x, y \mid a) \]

\[ = \frac{1}{f_{\sqrt{\rho}}(A_\ell(w_{1: \ell}))} \sum_{a \in A_\ell(w_{1: \ell})} \frac{1}{\sqrt{2\pi \rho}} \exp \left( - \frac{a^2}{2\rho} \right) \frac{1}{\sqrt{2\pi(1-\rho)}} \]

\[ \cdot \exp \left( - \frac{(x-a)^2}{2(1-\rho)} \right) \]

\[ \frac{1}{\sqrt{2\pi(1-\rho^2)}} \exp \left( - \frac{x^2 + y^2 - 2\rho xy}{2(1-\rho^2)} \right) \]

\[ = \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left( - \frac{x^2 + y^2 - 2\rho xy}{2(1-\rho^2)} \right) \frac{1}{f_{\sqrt{\rho}}(A_\ell(w_{1: \ell}))} \]

\[ \cdot \sum_{a \in A_\ell(w_{1: \ell})} \frac{1}{\sqrt{2\pi \frac{(1-\rho)}{1+\rho}}} \exp \left( - \frac{(a - \frac{\rho(x+y)}{1+\rho})^2}{2 \cdot \frac{(1-\rho)}{1+\rho}} \right). \]  

\[ \text{Using the channel symmetrization technique for asymmetric channels, the channel transition pdf of the symmetrized channel} \]

\[ \tilde{V}_\ell \]

\[ f_{\tilde{V}}(x, y, w_{1: \ell - 1}, w_\ell \oplus \tilde{w}_\ell \mid \tilde{w}_\ell) \]

\[ = \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left( - \frac{x^2 + y^2 - 2\rho xy}{2(1-\rho^2)} \right) \frac{1}{f_{\sqrt{\rho}}(A_\ell(w_{1: \ell}))} \]

\[ \cdot \sum_{a \in A_\ell(w_{1: \ell})} \frac{1}{\sqrt{2\pi \frac{(1-\rho)}{1+\rho}}} \exp \left( - \frac{(a - \frac{\rho(x+y)}{1+\rho})^2}{2 \cdot \frac{(1-\rho)}{1+\rho}} \right). \]  

Comparing with the \( \Lambda_{\ell - 1} / \Lambda_\ell \) channel [104, eqn. (13)] or equivalently the symmetrized channel (4.34), we see that the symmetrized channel (6.67) is equivalent to a \( \Lambda_{\ell - 1} / \Lambda_\ell \) channel with noise variance \( \frac{\rho(1-\rho)}{1+\rho} \).

Recall that \( X, Y \) are two bivariate Gaussian variables with zero mean and covariance matrix \( \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \). It is well known that \( \frac{X+Y}{2} \) is a Gaussian variable with zero mean and variance \( \frac{1+\rho}{2} \). Now consider the construction of polar lattices to quantize \( \frac{X+Y}{2} \) using the reconstruction distribution \( D_{\Lambda, \sqrt{\rho}} \). The MMSE re-scaled coefficient and
noise variance are given by \( \frac{2\rho}{1+\rho} \) and \( \frac{\rho(1-\rho)}{1+\rho} \), which is the same as that in (6.67).

We note that the result of Theorem 6.6.2 can be further extended into multiple Gaussian RVs.

## 6.7 Summary

In this chapter, we present an explicit construction of polar lattices which are good for lossy compression. They are further utilized to resolve the Gaussian version of the Wyner-Ziv and Gelfand-Pinsker problems. Compared with the original idea given in [122], dither is not necessary in our scheme due to the property of discrete lattice Gaussian distribution [20], and the entropy encoder is already integrated in our lattice quantization process. The complexity of encoding and decoding complexity is \( O(N \log^2 N) \) for a sub-exponentially decaying excess distortion. The quantization polar lattices can also be used to extract Wyner’s common information of joint Gaussian sources.
Polar Codes and Polar Lattices for Independent Fading Channels

7.1 Introduction

Real-world wireless channels are generally modeled as time-varying fading channels due to multiple signal paths and user mobility. Compared with time-invariant channel models, the wireless fading channel models allow the channel gain to change randomly over time. In practice, we usually consider block fading channel models, where channel gain varies at a longer time scale than symbol transmission time. In the fast fading case, the code block length typically spans a large number of coherence time intervals and the channel is ergodic with a well-defined Shannon capacity. In this chapter we study the fast block fading channel with stationary ergodic channel gains. By assuming a perfect interleaving/de-interleaving on symbols, the channel can be considered to be memoryless, which offers much convenience for coding design. We further assume that channel state information (CSI) is available to receiver through training sequences, and the transmitter only has the channel distribution information (CDI).

Quasi-static fading channel with two states was studied in [133]. Construction of polar codes for block Rayleigh fading channels when CSI or CDI is available to both transmitter and receiver was considered in [134]. To achieve capacity, a series of polar codes are designed for different fading states, meaning that the scheme on-
ly works for finite fading states. In this work, we consider the case in which CSI is available to the receiver (the transmitter only knows CDI), and the fading states can be infinite. This is the case when a communication system is operated in the open-loop mode. By introducing the fading channel statistic into the polarization process, we construct one polar code and show that the same channel capacity can be achieved as in the case where CSI is available to both. The previous work [135] of polar codes for fading channels does not require CSI for the transmitter either. The authors proposed a novel hierarchic scheme to construct polar codes through two phases of polarization. The channel state is assumed to be constant over each coherence interval and the channel is modeled as a mixture of BSCs. The first phase of polarization is to get each BSC polarized into a set of extremal subchannels (ignoring the unpolarized part), which is treated as a set of realizations of BECs. Then, the second phase of polarization is to get the synthesized BECs polarized. This scheme achieves the ergodic capacity of binary input fading channels with finite states when the two phases are both sufficiently polarized. As a result, much longer block length than standard polar codes is needed to achieve channel capacity. According to [135, Tm. 2], the block length of polar codes is required to be \( N B \), where \( B \) is the number of blocks, and \( N \) is the block length of standard polar codes as introduced in [4]. To achieve capacity, both \( B \) and \( N \) are required to be sufficiently large. In this chapter, we propose a new scheme with one-phase polarization to achieve the ergodic capacity by treating the channel gain as part of channel outputs. Consequently, we manage to get rid of the second phase of polarization, and the capacity is achieved by polar codes with block length \( N \). We also note that the encoding and decoding complexity is reduced from \( O(NB \log(NB)) \) in [135] to \( O(N \log N) \).

With regard to lattice codes for fading channels, algebraic tools [136] play an important role in explicit coding design. It was shown in [137] that lattice codes constructed from algebraic number field can achieve full diversity over fading channels,
which results in better error probability performance. A more recent work showed that number field lattices are able to achieve Gaussian and Rayleigh channel capacity within a constant gap [138]. This scheme was universal and further extended to the multiple-input and multiple-output (MIMO) context [139]. It is still an open question whether this gap can be removed. More recently, lattice codes were investigated in ergodic fading channels [140, 141] and proved to be capacity-achieving under the ambiguity decoding proposed in [142]. However, the construction of such lattice codes for ergodic fading channels is still implicit. In this work, we will resolve this problem using polar lattices for the i.i.d. fading case.

The technical ingredients of this work are the following:

- Explicit construction of polar codes for binary-input fading channels and their proof of capacity achieving. This work can be viewed as an extension of the work in [134], where CSI is required for transmitter to construct a series of polar codes for different channel gains to achieve the ergodic capacity. In our work, however, CSI is unnecessary for transmitter and only one single polar code is sufficient to achieve the ergodic capacity, which simplifies the coding design.

- Explicit construction of polar lattices for fading channels with certain input power constraint. As predicted in [141], there exist good lattice codes to approach the ergodic capacity of fading channels. Our work provides an explicit construction of such lattice codes. The work of lattice codes [50, 20, 104] for the AWGN channel can be considered as a specific case of our work, because the AWGN channel can be viewed as a special fading channel with a constant channel gain. The concept of AWGN-goodness or Poltyrev capacity is generalized to the fading case. Similar to Chapter 4, we firstly investigate the construction of polar lattices without power constraint and then apply lattice Gaussian shaping over them to satisfy the power constraint.
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Consider the binary-input i.i.d. ergodic fading channel model

\[ Y = HX + Z, \quad (7.1) \]

where \( X \in \{-1, +1\} \) is the binary signal after BPSK modulation, \( Y \) is the channel output, \( Z \) is a zero mean independent Gaussian noise with variance \( \sigma^2 \), and \( H \) is the channel gain. In this work, for convenience, we assume that \( H \) follows Rayleigh distribution with probability density function (PDF)

\[ P_H(h) = \frac{h}{\sigma_h^2} e^{-\frac{h^2}{2\sigma_h^2}}, \quad (7.2) \]

where \( \sigma_h = \sqrt{\frac{2}{\pi} \cdot E[H]} \). As we will see later, our work can be easily generalized to other regular fading distributions [143].

Since we assume that \( H \) is available to the receiver, the fading channel can be modeled as a channel with input \( X \) and outputs \( (Y, H) \), as shown in Fig. 7.1.

![Binary-input ergodic fading channel with CSI available at the end of receiver.](image)

Figure 7.1: Binary-input ergodic fading channel with CSI available at the end of receiver.

We firstly show that the channel \( \hat{W} : X \rightarrow (Y, H) \) is symmetric. To see this, we
check the channel transition PDF of $\tilde{W}$, which is given by

$$P_{Y,H|X}(y, h|x) = P_H(h) P_{Y|X,H}(y|x, h)$$

$$= P_H(h) P_Z(z = y - xh)$$

$$= P_H(h) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-xh)^2}{2\sigma^2}}. \quad (7.3)$$

We define a permutation $\phi$ over the outputs $(y, h)$ such that $\phi(y, h) = (-y, h)$.

Check that $P_{Y,H|X}(y, h|+1) = P_{Y,H|X}(\phi(y, h)|-1)$ and hence $\tilde{W}$ is symmetric.

It is well-known that uniform input distribution achieves the capacity of symmetric channels. Therefore, letting $X$ be uniform, the capacity of $\tilde{W}$ is given by

$$C(\tilde{W}) = I(X; Y, H)$$

$$= I(X; Y|H)$$

$$= \sum_x \int_0^\infty \int_{-\infty}^\infty \frac{h}{\sigma_h^2} e^{-\frac{h^2}{2\sigma_h^2}} dh \int_{-\infty}^\infty \frac{1}{2} \sqrt{2\pi\sigma^2} e^{-\frac{(y-xh)^2}{2\sigma^2}} \log \left( \frac{e^{-\frac{(y-xh)^2}{2\sigma^2}}}{\frac{1}{2} e^{-\frac{(y-h)^2}{2\sigma^2}} + \frac{1}{2} e^{-\frac{(y+h)^2}{2\sigma^2}}} \right) dy$$

$$= 1 - \frac{1}{\sqrt{2\pi\sigma\sigma_h^2}} \int_0^\infty \int_{-\infty}^\infty \left( 1 - \log \left( 1 + e^{-\frac{2yh}{\sigma^2}} \right) \right) dy,$$  

which is the same as the capacity when CSI is available to both transmitter and receiver [134].

To achieve $C(\tilde{W})$, we combine $N$ independent copies of $\tilde{W}$ to $\tilde{W}_N$ and split it to obtain subchannel $\tilde{W}_N^{(i)}$ for $1 \leq i \leq N$. Let $U^{1:N} = X^{1:N} G_N$, $\tilde{W}_N^{(i)}$ has input $U^i$ and outputs $(U^{1:i-1}, Y^{1:N}, H^{1:N})$. Since $\tilde{W}$ is symmetric, $\tilde{W}_N^{(i)}$ is symmetric as well [4]. We can identify the information set $I$ according to the Bhattacharyya parameter $\tilde{Z}(\tilde{W}_N^{(i)})$. Treating $(Y, H)$ as the outputs, by Definition 2.1.2,

$$\tilde{Z}(\tilde{W}) = \sum_{y, h} \sqrt{P_{Y,H|X}(y, h|+1) P_{Y,H|X}(y, h|-1)}. \quad (7.5)$$

Note that $\tilde{Z}(\tilde{W}_N^{(i)})$ can be evaluated recursively for BECs, starting with the initial
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Bhattacharyya parameter \( \tilde{Z}(\tilde{W}) \) (see [4, eqn. (38)]). For general BMS channels, it is difficult to calculate \( \tilde{Z}(\tilde{W}_N^{(i)}) \) directly because of the exponentially increasing size of the output alphabet of \( \tilde{W}_N^{(i)} \). Fortunately, we can apply the degrading and upgrading merging algorithms [5, 7] to estimate \( \tilde{Z}(\tilde{W}_N^{(i)}) \) within acceptable accuracy.

In practice, the two approximations caused by the degrading and upgrading processes are typically close. Therefore, we focus on the degrading transform for brevity.

Define the likelihood ratio (LR) of \((y, h)\) as

\[
LR(y, h) \triangleq \frac{P_{Y,H|X}(y, h | +1)}{P_{Y,H|X}(y, h | -1)}.
\]  

(7.6)

By (7.3), we have \( LR(y, h) = e^{\frac{2yh}{\sigma^2}} \) for the fading case. Clearly, \( LR(y, h) \geq 1 \) for any \( y \geq 0 \). Each \( LR(y, h) \) corresponds to a BSC with crossover probability \( \frac{1}{LR(y, h) + 1} \) and its capacity is

\[
C[LR(y, h)] = 1 - h_2\left(\frac{1}{LR(y, h) + 1}\right),
\]  

(7.7)

where \( h_2(\cdot) \) is the binary entropy function.

The fading channel \( \tilde{W} \) is then quantized according to \( C[LR(y, h)] \). Let \( \mu = 2Q \) be the size of degraded channel output alphabet. The region \( \{ y \geq 0, h \geq 0 \} \) is divided into \( L \) sets

\[
A_i = \left\{ y \geq 0, h \geq 0 : \frac{i - 1}{Q} \leq C[LR(y, h)] < \frac{i}{Q} \right\},
\]  

(7.8)

for \( 1 \leq i \leq Q \). The outputs in \( A_i \) are mapped to one symbol, and \( \tilde{W} \) is quantized to a mixture of \( Q \) BSCs with the crossover probability

\[
p_i = \frac{\int_{A_i} P_{Y,H|X}(y, h | -1)dydh}{\int_{A_i} P_{Y,H|X}(y, h | +1)dydh + \int_{A_i} P_{Y,H|X}(y, h | -1)dydh}.
\]  

(7.9)
Note that $p_i$ can be numerically evaluated. Since $LR(y, h) = e^{\frac{2uh}{\sigma^2}}$, $A_i$ is rewritten as

$$A_i = \begin{cases} y \geq 0, h \geq 0 : \sigma^2 \left( \frac{1}{b_2^{-1}(Q^{-i+1})} - 1 \right) \leq yh < \sigma^2 \left( \frac{1}{b_2^{-1}(Q^{-i})} - 1 \right) \end{cases}$$

(7.10)

Let $\delta_1$ and $\delta_2$ denote the two constants in (7.10). We have

$$\int_{A_i} P_{Y,H|X}(y, h) \, dy \, dh = \int_0^\infty \frac{h}{\sigma^2} e^{-\frac{h^2}{2\sigma^2}} dh \int_0^{\delta_2} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-h)^2}{2\sigma^2}} dy, \quad (7.11)$$

and $\int_{A_i} P_{Y,H|X}(y, h) - 1 \, dy \, dh$ is calculated similarly. Typical boundaries of $A_i$ are depicted in Fig. 7.2.

Let $\tilde{W}_Q$ denote the quantized channel from $\tilde{W}$ after the degrading transform. By [5, Lemma 13], the difference between the two channel capacities is upper-bounded by $\frac{1}{Q}$. A comparison between $C(\tilde{W}_Q)$ and $C(\tilde{W})$ for different $SNR = \frac{\sigma^2}{\sigma^2}$ when $Q = 128$ is shown in Fig. 7.3. When $Q$ is sufficiently large, we can use $\tilde{W}_Q$ to approximate $\tilde{W}$ to construct polar codes. The size of the subchannel output alphabet after degrading merging is no more than $2Q$.

The proof of the following theorem is standard and fully given in [5]. We omit it.
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Figure 7.3: Comparisons between $C(\tilde{W}_Q)$ and $C(\tilde{W})$, and between $C(\tilde{V}_Q)$ and $C(\tilde{V})$, when $Q = 128$. Here $\tilde{W}$ denotes the channel $X \rightarrow (Y, H)$, and $\tilde{V}$ denotes the channel $X \rightarrow Y$, i.e., the two channel models when the receiver knows the CSI and the CDI, respectively. $\tilde{W}_Q$ and $\tilde{V}_Q$ denote the quantized version of $\tilde{W}$ and $\tilde{V}$, respectively.

for brevity.

**Theorem 7.2.1.** Let $\tilde{W} : X \rightarrow (Y, H)$ be a binary-input i.i.d. fading channel. Let $N$ denote the block length and $\mu = 2Q$ denote the limit of the size of output alphabet. A polar code constructed by the degrading merging algorithm achieves the capacity $C(\tilde{W})$ when $N$ and $\mu$ are both sufficiently large. The block error probability under SC decoding is upper-bounded by $N2^{-N^2}$ for $0 < \beta < \frac{1}{2}$.

Simulation result of polar codes with different block length for the binary-input Rayleigh fading channel with CSI available to the receiver are shown in Fig. 7.4, where $SNR = 5$ dB and $C(\tilde{W}) = 0.6709$. The performance can be further improved by using more sophisticated decoding algorithms [144, 39].

**Remark 7.2.1.** It has been pointed out in [134] that polar codes for the Rayleigh fading channel with known CDI suffer a penalty for not having complete information. The statement can be seen clearly from our construction. Treating $H$ as part of channel outputs, the binary channel $X \rightarrow Y$ is degraded with respect to the channel $X \rightarrow (Y, H)$, and $I(X; Y, H) \geq I(X; Y)$. Let $\tilde{V}$ denote the channel $X \rightarrow Y$. The
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channel transition PDF of $\tilde{V}$ is written as

$$P_{Y|X}(y|x) = \int_h P_{Y,H|X}(y,h|x)dh,$$  \hspace{1cm} (7.12)

where $P_{Y,H|X}(y,h|x)$ is given by (7.3). It is clear that $\tilde{V}$ is a BMS channel. Therefore, the degrading and upgrading merging algorithms can also be applied to construct polar codes for $\tilde{V}$. A comparison between $C(\tilde{W})$ and $C(\tilde{V})$ is shown in Fig. 7.3. By Remark 2.1.1, the polar code constructed when the receiver only knows the CDI is a subcode of that when the receiver knows the CSI. Simulation results of polar codes for the binary-input Rayleigh fading channel with CDI available to the receiver are shown in Fig. 7.5, where $SNR = 5$ dB and $C(\tilde{V}) = 0.6352$.

**Remark 7.2.2.** Our construction method can be generalized to other regular fading distributions such as the Rician distribution, the lognormal distribution, and the Nakagami distribution [143]. $P_{Y,H|X}(y,h|x)$, $C(\tilde{W})$ and $LR(y,h)$ can be calculated similarly, with $P_H(h)$ being replaced by other fading distributions. We apply the same channel quantization method to construct polar codes and achieve the capacity.

**Remark 7.2.3.** We note that the work in this part can be viewed as a component of the

---

Figure 7.4: Performance of polar codes for the Rayleigh fading channel with CSI available to the receiver when $N = 2^{10}, 2^{11}, ..., 2^{14}$.
work in the next section, i.e., designing polar lattices for i.i.d. fading channels under certain power constraint. As we will see in the following content, a polar lattice is constructed from a series of polar codes according to a binary lattice partition chain. The fading $\Lambda/\Lambda'$ channel introduced by the partition chain at each level is a BMS channel with outputs $(\bar{Y}, H)$, where $H$ is the fading coefficient and $\bar{Y}$ is the result of $Y \mod \Lambda'$. The only difference between this fading $\Lambda/\Lambda'$ channel and the binary-input fading channel discussed in this section is the mod-$\Lambda'$ front-end. Treating $\bar{Y}$ as a modified version of $Y$, the construction method of polar codes given in this section will be used for fading $\Lambda/\Lambda'$ channels.

### 7.3 Polar Lattices for i.i.d. Fading Channels

In this section, we extend polar codes to polar lattices for i.i.d. fading channels. The reason for this extension is that the input of fading channels is not necessarily limited to be binary. In general, the input $X$ is subject to a power constraint $P$, i.e.,

$$E[X^2] \leq P. \quad (7.13)$$
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In this case, lattice codes offer more choices of input constellation. As introduced in Chapter 4, polar lattices are originally designed for AWGN channels, and proved to be capable of achieving the AWGN capacity under lattice Gaussian shaping. However, for fading channels, which can be considered as AWGN channels with varying signal noise ratio, the multilevel lattice design method cannot be directly adapted. We may follow the idea of [134] and [135] to design a set of polar lattices for different signal noise ratio, assuming that CSI is known to the transmitter or using a second phase of polarization. As we have seen in Sect. 7.2, a more natural way is to treat fading states as a part of channel outputs and design polar lattices directly for this channel with combined outputs. To this end, we will generalize the definitions of mod-$\Lambda$ channel and $\Lambda/\Lambda'$ channel to the fading scenario. The design criteria of lattice codes for AWGN channels are also generalized to i.i.d. fading channels, making it possible to use other capacity-achieving codes to construct lattices for fading channels. Again we will show that the generalized $\Lambda/\Lambda'$ channels are sequentially degraded and polar lattices fit themselves naturally to this new scenario. We firstly construct polar lattices which achieve the Poltyrev capacity of i.i.d. fading channels and then perform lattice Gaussian shaping to achieve the ergodic capacity.

7.3.1 Polar Lattices for Fading Channels without Power Constraint

For i.i.d. fading channels, the channel gain varies. The above analysis for AWGN channels need to be generalized. Since the receiver knows the CSI, the fading effect on input $X$ can be canceled by scaling $Y$ with $\frac{1}{H}$, and meanwhile the equivalent additive Gaussian noise variance on $X$ is scaled by $\frac{1}{H^2}$. We define the fading mod-$\Lambda$ channel as follows.

Definition 7.3.1 (fading mod-$\Lambda$ channel). A fading mod-$\Lambda$ channel is a fading chan-
channel with an input in $\mathcal{V}(\Lambda)$, and an output being scaled by $\frac{1}{H}$ before the mod-$\mathcal{V}(\Lambda)$ operation. A block diagram of this model is shown in Fig. 7.6.

Note that our work can be extended to independent block fading channels where the fading coefficient remains the same during $n$ transmission symbols. We can choose a proper $n$-dimensional lattice partition chain according to the coherence time of the fading channel. The fading coefficient is also assumed to be independent between different blocks. The fading mod-$\Lambda$ channel is closely related to a mod-$\Lambda$ channel with noise variance $\frac{\sigma^2}{h^2}$. For i.i.d. fading channels considered in this work, we set $n = 1$ and use one-dimensional lattice partition chain. The channel transition PDF of the fading mod-$\Lambda$ channel is given by

$$P_{Y,H|X}(\tilde{y}, h|x) = P_{Y,H|X}(y = \tilde{y} h + \lambda h, h|x) \frac{dy}{dy}$$

$$= h \cdot P_H(h) \sum_{\lambda \in \Lambda} P_{Y|X,H}(y = \tilde{y} h + \lambda h, x, h)$$

$$= h \cdot P_H(h) \sum_{\lambda \in \Lambda} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\tilde{y} h + \lambda - x h)^2}{2\sigma^2}}$$

$$= P_H(h) \sum_{\lambda \in \Lambda} \frac{1}{\sqrt{2\pi\frac{\sigma^2}{h^2}}} e^{-\frac{(\tilde{y} + \lambda - x)^2}{2\left(\frac{\sigma^2}{h^2}\right)}}$$

where the second term in the last equation is the channel transition PDF of a mod-$\Lambda$ channel with noise variance $\frac{\sigma^2}{h^2}$. The channel transition PDF for higher dimension $n$ can be derived similarly. As a result, the fading mod-$\Lambda$ channel can be viewed as an independent combination of a Rayleigh distributed variable $H$ and a mod-$\Lambda$ channel.
with noise variance \( \frac{\sigma^2}{H^2} \). The capacity of the fading mod-\( \Lambda \) channel is

\[
C_H(\Lambda, \sigma^2) = C(X; \tilde{Y}, H)
\]
\[
= C(X; \tilde{Y} | H)
\]
\[
= \int_h P_H(h)C(X; \tilde{Y} | h)dh
\]
\[
= E_h\left[ C\left( \Lambda, \frac{\sigma^2}{h^2} \right) \right]
\]
\[
= \log V(\Lambda) - E_h\left[ h\left( \Lambda, \frac{\sigma^2}{h^2} \right) \right].
\] (7.15)

Similarly, a fading \( \Lambda/\Lambda' \) channel is a fading mod-\( \Lambda' \) channel whose input is restricted to discrete lattice points in \( (\Lambda + a) \cap \mathcal{R}(\Lambda') \) for some translate \( a \). By the same argument of (7.14), it can be viewed as an independent combination of a Rayleigh distributed variable \( H \) and a \( \Lambda/\Lambda' \) channel with noise variance \( \frac{\sigma^2}{H^2} \). The capacity of the fading \( \Lambda/\Lambda' \) channel is given by

\[
C_H(\Lambda/\Lambda', \sigma^2) = E_h\left[ C\left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] - E_h\left[ C\left( \Lambda, \frac{\sigma^2}{h^2} \right) \right]
\]
\[
= E_h\left[ h\left( \Lambda, \frac{\sigma^2}{h^2} \right) \right] - E_h\left[ h\left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] + \log \left( \frac{V(\Lambda')}{V(\Lambda)} \right).
\] (7.16)

For a self-similar partition chain \( \Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda' \), we have

\[
C_H(\Lambda/\Lambda', \sigma^2) = C_H(\Lambda/\Lambda_1, \sigma^2) + \cdots + C_H(\Lambda_{r-1}/\Lambda', \sigma^2).
\] (7.17)

Since the \( \Lambda/\Lambda' \) channel is symmetric, it is easy to check that the \( \Lambda/\Lambda' \) fading channel is symmetric as well. Moreover, if \( |\Lambda/\Lambda'| = 2 \), the \( \Lambda/\Lambda' \) fading channel is a BMS channel. Taking the binary partition \( \mathbb{Z}/2\mathbb{Z} \) as an example, the input of the \( \mathbb{Z}/2\mathbb{Z} \) fading channel is \( X \in \{0, 1\} \), and a permutation \( \phi \) over the outputs \((\tilde{y}, h)\) is defined such that \( \phi(\tilde{y}, h) = ([\tilde{y} - 1] \mod 2\mathbb{Z}, h) \). Check that \( P_{Y,H|X}(\tilde{y}, h|0) = P_{\tilde{Y}, H|X}(\phi(\tilde{y}, h)|1) \).
It is now clear that polar lattices can be constructed to achieve the (ergodic) Poltyrev capacity of the i.i.d. fading channels, as we did for the AWGN channel in Chapter 4. Recall that the Poltyrev capacity $C_\infty$ of a general additive-noise channel is defined as the capacity per unit volume in Chapter 3. For the independent AWGN channel, we have

$$C_\infty = -h(\sigma^2) = \frac{1}{2} \log \left( \frac{1}{2\pi e \sigma^2} \right),$$

(7.18)

where $h(\sigma^2)$ denotes the differential entropy of a Gaussian random variable with variance $\sigma^2$.

For independent fading channels, $C_\infty$ is generalized as [143]

$$C_\infty = -E_h \left[ h\left( \frac{\sigma^2}{h^2} \right) \right] = E_h \left[ \frac{1}{2} \log \left( \frac{h^2}{2\pi e \sigma^2} \right) \right].$$

(7.19)

In the special case of Rayleigh fading,

$$C_\infty = -\int_0^\infty \frac{h}{h} \left( \frac{2\pi e \sigma^2}{h^2} \right) \log \left( \frac{2\pi e \sigma^2}{2\sigma_h^2} \right) \, dh$$

$$= -\frac{1}{2} \int_0^\infty e^{-t} \left( \log \left( \frac{2\pi e \sigma^2}{2\sigma_h^2} \right) - \log t \right) \, dt$$

(7.20)

$$= -\frac{1}{2} \log \left( \frac{2\pi e \sigma^2 \cdot e^\zeta}{2\sigma_h^2} \right),$$

where $\zeta = -\int_0^\infty e^{-x} \ln x \, dx$ is the Euler-Mascheroni constant.

To approach the Poltyrev capacity $-\frac{1}{2} \log \left( 2\pi e \sigma^2 \cdot \frac{e^\zeta}{2\sigma_h^2} \right)$, we construct polar lattices according to the following three design criteria:

(a) The top lattice $\Lambda$ gives negligible capacity $E_h \left[ C \left( \Lambda, \frac{\sigma^2}{\sigma_h^2} \right) \right]$.

(b) The bottom lattice $\Lambda'$ has a small error probability $E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{\sigma_h^2} \right) \right]$.

(c) Each component polar code $C_\ell$ is a capacity-approaching code for the $\Lambda_{\ell-1}/\Lambda_\ell$
fading channel.

For criterion (a), we pick a top lattice \( \Lambda \) for a large channel gain \( h_t \) such that \( h(\Lambda, \sigma^2/k^2) \approx \log V(\Lambda) \). By Remark 4.2.1, \( h(\Lambda, \sigma^2/k^2) \geq h(\Lambda, \sigma^2/h_t^2) \) for \( 0 \leq h \leq h_t \).

\[
E_h \left[ h \left( \Lambda, \frac{\sigma^2}{h^2} \right) \right] = \int_0^{h_t} P_H(h) h \left( \Lambda, \frac{\sigma^2}{h^2} \right) dh + \int_{h_t}^{\infty} P_H(h) h \left( \Lambda, \frac{\sigma^2}{h^2} \right) dh \\
\approx h \left( \Lambda, \frac{\sigma^2}{h_t^2} \right) \int_0^{h_t} P_H(h) dh + n \int_{h_t}^{\infty} P_H(h) h \left( \Lambda, \frac{\sigma^2}{h^2} \right) dh \\
= h \left( \Lambda, \frac{\sigma^2}{h_t^2} \right) \left( 1 - e^{-\frac{h_t^2}{2\sigma^2}} \right) + n \frac{1}{2} \log \left( \frac{2\pi e\sigma^2}{h_t^2} \right) e^{-\frac{h_t^2}{2\sigma^2}} + \frac{1}{2} \log e \cdot E_1 \left( \frac{h_t^2}{2\sigma^2} \right),
\]

where \( E_1(x) = \int_x^{\infty} \frac{e^t}{t} dt \) is the exponential integral, and \( E_1(x) \to 0 \) for \( x \to \infty \).

The approximation is due to the fact \( h \left( \Lambda, \frac{\sigma^2}{h_t^2} \right) \to nh \left( \frac{\sigma^2}{h^2} \right) \) as \( h \to \infty \). Let \( h_t = O(N) \). We have \( E_h \left[ h \left( \Lambda, \frac{\sigma^2}{h^2} \right) \right] \approx \log V(\Lambda) \), and \( E_h \left[ C \left( \Lambda, \frac{\sigma^2}{h^2} \right) \right] \approx 0 \) as \( N \to \infty \) according to (7.15).

For criterion (b), we pick a bottom lattice \( \Lambda' \) for a small channel gain \( h_s \) such that \( P_e(\Lambda', \sigma^2/h^2) \to 0 \). Since \( P_e(\Lambda', \sigma^2/h^2) \leq P_e(\Lambda', \sigma^2/h_t^2) \) for \( h \geq h_s \),

\[
E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] = \int_0^{h_s} P_H(h) P_e \left( \Lambda', \frac{\sigma^2}{h^2} \right) dh + \int_{h_s}^{\infty} P_H(h) P_e \left( \Lambda', \frac{\sigma^2}{h^2} \right) dh \\
\leq \left( 1 - e^{-\frac{\sigma^2}{2h_s^2}} \right) + P_e \left( \Lambda', \frac{\sigma^2}{h_s^2} \right) e^{-\frac{\sigma^2}{2h_s^2}}.
\]

Let \( h_s = O \left( \frac{1}{N^{\delta}} \right) \) for some constant \( \delta \geq 1 \). We have \( E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] \to 0 \) as \( N \to \infty \). Since the volume \( V(\Lambda') \) is sufficiently large to cover almost all of the noised signal, by [50], we have \( E_h \left[ h \left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] \approx nE_h \left[ h \left( \frac{\sigma^2}{h^2} \right) \right] \) when \( E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] \to 0 \). Note that \( \delta \) is required to be larger than 1 here to guarantee that \( E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{h^2} \right) \right] \) vanishes polynomially (see the proof of Theorem 7.3.1).

For criterion (c), we choose a binary partition chain and construct binary polar codes to achieve the capacity of the \( \Lambda_{\ell-1}/\Lambda_\ell \) fading channel for \( 1 \leq \ell \leq r \). Since
the $\Lambda_{\ell-1}/\Lambda_{\ell}$ fading channel is a BMS channel, treating $(\tilde{Y}, H)$ as the outputs, the construction method proposed in Sect. 7.2 can be used. It remains to verify $C_{\ell-1} \subseteq C_{\ell}$. Since the the $\Lambda/\Lambda'$ fading channel can be viewed as an independent combination of a Rayleigh distributed variable $H$ and a $\Lambda/\Lambda'$ channel with noise variance $\sigma^2_H$, by Lemma 4.2.2 and Remark 2.1.1, we immediately have $C_{\ell-1} \subseteq C_{\ell}$. Simulation results of polar codes for the one-dimensional binary partition chain $\mathbb{Z}/2\mathbb{Z}/4\mathbb{Z}/8\mathbb{Z}/16\mathbb{Z}$ with $\sigma = 1$, $\sigma_h = 1.2575$ and block length $N = 2^{14}$ are shown in Fig. 7.7.

**Theorem 7.3.1** (Good polar lattices for fading channel). For an independent Rayleigh fading channel with given $\sigma_h^2$ and $\sigma^2$, select an $n$-dimensional binary lattice partition chain $\Lambda/\Lambda_1/\cdots/\Lambda_{r-1}/\Lambda'$ such that both the criterion (a) and (b) are satisfied. Construct a polar lattice $L$ from this partition chain and $r$ nested polar codes with block length $N$. Let $r = n\delta O(\log N)$ for a fixed dimension $n$ and some constant $\delta \geq 1$. $L$ can achieve the Poltyrev capacity of the i.i.d. fading channel, i.e.,

$$\gamma_L(\sigma) \to 2\pi e \cdot \frac{\sigma^2}{2\sigma_h^2} \quad \text{and} \quad P_e(L, \sigma^2) = O\left(\frac{1}{N^{\delta - 1}}\right) \to 0,$$

as $N \to \infty$.

**Proof.** By the the union bound of the error probability under the multi-stage lattice

![Figure 7.7: Performance of polar codes for the $\mathbb{Z}/2\mathbb{Z}$, $2\mathbb{Z}/4\mathbb{Z}$, $4\mathbb{Z}/8\mathbb{Z}$ and $8\mathbb{Z}/16\mathbb{Z}$ fading channels with $\sigma = 1$, $\sigma_h = 1.2575$ and $N = 2^{14}$. The capacities of these four channels are about 0.1172, 0.4929, 0.8200 and 0.9500, respectively. FER denotes the frame (block) error probability, and BER denotes the bit error probability.](image)
decoding [50], $P_e(L, \sigma^2)$ is upper-bounded by

$$P_e(L, \sigma^2) \leq r N 2^{-N^\alpha} + N \cdot E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{h'} \right) \right].$$  \hspace{1cm} (7.23)

Let $h_s = O \left( \frac{1}{\sqrt{N}} \right)$ for some constant $\delta \geq 1$ be a small channel gain and let $h_l = O(N)$ be a large channel gain. Consider a fine lattice $\Lambda_f$ and a coarse lattice $\Lambda_c$ in the lattice partition chain such that $h(\Lambda_f, \sigma^2) \approx \log V(\Lambda_f)$ and $P_e(\Lambda_c, \sigma^2) \to 0$. Let $d$ be the minimum distance of $\Lambda_c$. By the Chernoff bound, we have

$$P_e(\Lambda_c, \sigma^2) \leq n Q \left( \frac{d^2}{2\sigma^2} \right) \leq n \exp \left( - \frac{d^2}{8\sigma^2} \right),$$  \hspace{1cm} (7.24)

when $Q(\cdot)$ denotes the Q-function. Let $d = O(\sqrt{N})$. For a fixed $n$, $P_e(\Lambda_c, \sigma^2)$ decays exponentially. In this case, the number of partition levels between $\Lambda_f$ and $\Lambda_c$ is $nO(\log N)$. We further let $\Lambda = \frac{1}{h_l} \Lambda_f$ and $\Lambda' = \frac{1}{h_c} \Lambda_c$. Check that $h(\Lambda_f, \sigma^2) = h(\Lambda, \frac{\sigma^2}{h_l}) + \log \left( \frac{V(\Lambda_f)}{V(\Lambda)} \right)$ and $P_e \left( \Lambda', \frac{\sigma^2}{h_c} \right) = P_e(\Lambda_c, \sigma^2)$, which means $h(\Lambda, \frac{\sigma^2}{h_l}) \approx \log V(\Lambda)$ and $P_e \left( \Lambda', \frac{\sigma^2}{h_c} \right) = e^{-O(N)}$. Therefore, criteria (a) and (b) are satisfied when $N \to \infty$. The number $r$ of levels between $\Lambda$ and $\Lambda'$ is given by

$$r = \log \left( \frac{V(\Lambda')}{V(\Lambda)} \right)$$

$$= \log \left( \frac{V(\Lambda_f)}{V(\Lambda)} \right) + \log \left( \frac{V(\Lambda_c)}{V(\Lambda_f)} \right) + \log \left( \frac{V(\Lambda')}{V(\Lambda_c)} \right)$$

$$= n \log \left( \frac{h_l}{h_s} \right) + \log \left( \frac{V(\Lambda_c)}{V(\Lambda_f)} \right)$$

$$= n \delta O(\log N).$$  \hspace{1cm} (7.25)

Moreover, according to (7.22), $E_h \left[ P_e \left( \Lambda', \frac{\sigma^2}{h'} \right) \right] = O \left( \frac{1}{N^\alpha} \right)$, and then $P_e(L, \sigma^2) = O \left( \frac{1}{N^\alpha} \right)$.

Let $R_C = \sum_{\ell=1}^{r} R_\ell$ be the total rate of polar codes from level 1 to level $r$. Since
7.3. Polar Lattices for i.i.d. Fading Channels

\[ V(L) = 2^{-NR_c} V(\Lambda')^N, \] the logarithmic VNR of \( L \) is

\[
\log \left( \frac{\gamma_L(\sigma)}{2\pi e} \cdot \frac{2\sigma_h^2}{e^\xi} \right) = \log \left( \frac{V(L)}{2\pi e \sigma^2} \cdot \frac{2\sigma_h^2}{e^\xi} \right) \\
= \log \left( \frac{2^{-\frac{2}{n}RC} V(\Lambda')^{\frac{2}{n}}}{2\pi e \sigma^2} \cdot \frac{2\sigma_h^2}{e^\xi} \right) \\
= -\frac{2}{n} R_C + \frac{2}{n} \log V(\Lambda') - \log \left( \frac{2\pi e \sigma^2 e^\xi}{2\sigma_h^2} \right). \tag{7.26}
\]

Define

\[
\begin{cases}
\epsilon_1 = C_H(\Lambda, \sigma^2), \\
\epsilon_2 = nE_h \left[ h \left( \frac{\sigma^2}{\pi^2} \right) \right] - E_h \left[ h \left( \Lambda', \frac{\sigma^2}{\pi^2} \right) \right], \\
\epsilon_3 = C_H(\Lambda/\Lambda', \sigma^2) - R_C = \sum_{\ell=1}^r C_H(\Lambda_{\ell-1}/\Lambda_\ell, \sigma^2) - R_\ell,
\end{cases} \tag{7.27}
\]

We note that, \( \epsilon_1 \geq 0 \) represents the capacity of the mod-\( \Lambda \) fading channel, \( \epsilon_2 \geq 0 \) due to the data processing theorem, and \( \epsilon_3 \geq 0 \) is the total capacity loss of component codes.

Then, we have

\[
\log \left( \frac{\gamma_L(\sigma)}{2\pi e} \cdot \frac{2\sigma_h^2}{e^\xi} \right) = \frac{2}{n} (\epsilon_1 - \epsilon_2 + \epsilon_3). \tag{7.28}
\]

Since \( \epsilon_2 \geq 0 \), we obtain the upper bound

\[
\log \left( \frac{\gamma_L(\sigma)}{2\pi e} \cdot \frac{2\sigma_h^2}{e^\xi} \right) \leq \frac{2}{n} (\epsilon_1 + \epsilon_3). \tag{7.29}
\]

By the design criteria (a)-(c), we have \( \epsilon_1 \to 0 \) and \( \epsilon_3 \to 0 \). Therefore, \( \log \left( \frac{\gamma_L(\sigma)}{2\pi e} \cdot \frac{2\sigma_h^2}{e^\xi} \right) \to 0 \), which represents the Poltyrev capacity. The right hand side of (7.29) gives an upper bound on the gap to the Poltyrev capacity of the ergodic fading channel.
Remark 7.3.1. The slowly vanishing error probability $P_e(L, \sigma^2) = O \left( \frac{1}{\sqrt{N}} \right)$ is mainly caused by the uncoded error probability $E_h \left[ P_e \left( \Lambda', \sigma^2_h \right) \right]$ associated with the bottom lattice $\Lambda'$. As we will see in the next section, a sub-exponentially vanishing error probability can be achieved when the power constraint is taken into consideration, because the probability of choosing a non-zero lattice point from $\Lambda'$ vanishes exponentially in the lattice Gaussian distribution.

7.3.2 Polar Lattices with Gaussian Shaping

In this subsection, we discuss the lattice Gaussian shaping for the polar lattices constructed for fading channels. It is well known that shaping is a source coding problem merely related to the chosen input distribution. For the case in which only the receiver knows CSI, the optimal input distribution for fading channels is the continuous Gaussian distribution [145], which is the same as that for AWGN channels. It has been shown in [20] that lattice Gaussian distribution preserves many properties of the continuous Gaussian distribution, including the ability of achieving the AWGN capacity. Therefore, the lattice Gaussian shaping technique proposed for the AWGN-good polar lattices in Chapter 4 can be applied to the fading channel with minor modification.

It has been proved in [20] that the lattice Gaussian distribution preserves the capacity of the AWGN channel when the associated flatness factor is negligible.

Motivated by Theorem 3.2.1, one may choose a low-dimensional $\Lambda$ such as $\mathbb{Z}$ and $\mathbb{Z}^2$ whose mutual information has a negligible gap to the AWGN channel capacity, and then construct polar lattices to achieve the capacity.

For the ergodic fading channel with power constraint $P$, letting the input $X$ be
Gaussian, the ergodic channel capacity is given by [145]

\[ I(X;Y,H) = E_h \left[ \frac{1}{2} \log \left( 1 + \frac{P h^2}{\sigma^2} \right) \right] \]

\[ = \frac{1}{2} \int_0^\infty \frac{h}{\sigma_h^2} \exp \left( -\frac{h^2}{2\sigma_h^2} \right) \log \left( 1 + \frac{P h^2}{\sigma^2} \right) dh \]

\[ = \frac{1}{2} \log e \int_0^\infty e^{-t} \ln \left( 1 + \frac{2\sigma_h^2 P}{\sigma^2 t} \right) dt \]

\[ = \frac{1}{2} \log e \exp \left( \frac{\sigma^2}{2\sigma_h^2 P} \right) E_1 \left( \frac{\sigma^2}{2\sigma_h^2 P} \right), \]  

(7.30)

where \( \frac{1}{2} \log \left( 1 + \frac{P h^2}{\sigma^2} \right) \) is the capacity of an AWGN channel with noise variance \( \frac{\sigma^2}{h^2} \) and the same power constraint. To achieve the ergodic capacity, our strategy is to pick a lattice Gaussian distribution which is able to achieve the AWGN capacity \( \frac{1}{2} \log \left( 1 + \frac{P h^2}{\sigma^2} \right) \) for almost all possible \( h \). For an instant Gaussian noise variance \( \frac{\sigma^2}{h^2} \), the MMSE re-scaled noise in Theorem 3.2.1 is now a function of \( D \) which corresponds to the resulted mutual information by \( D_{\Lambda-c,\sigma_s} \) is lower-bounded as

\[ E_h[I_D(h)] = \int_0^{h_l} P_h(h) I_D(h) dh + \int_{h_l}^\infty P_h(h) I_D(h) dh \]

\[ \geq \int_0^{h_l} P_h(h) \left( \frac{1}{2} \log \left( 1 + \frac{P h^2}{\sigma^2} \right) - \frac{5\epsilon}{n} \right) dh \]

\[ \geq E_h \left[ \frac{1}{2} \log \left( 1 + \frac{P h^2}{\sigma^2} \right) \right] - \int_{h_l}^\infty \frac{1}{2} P_h(h) \frac{P h^2}{\sigma^2} dh - \frac{5\epsilon}{n}, \]

(7.31)

Let \( c = 0 \) for simplicity. For sufficiently large \( h_l \) and small \( \epsilon \), \( D_{\Lambda,\sigma_s} \) is able to approach the ergodic capacity. Let the binary partition chain \( \Lambda/\Lambda_1/ \cdots /\Lambda_{r-1}/\Lambda' / \cdots \) be labelled by bits \( X_1, \cdots, X_r, \cdots \). Then, \( D_{\Lambda,\sigma_s} \) induces a distribution \( P_{X_1,r} \) whose limit corresponds to \( D_{\Lambda,\sigma_s} \) as \( r \to \infty \).
By the chain rule of mutual information

\[ I(Y, H; X_{1:r}) = \sum_{\ell=1}^{r} I(Y, H; X_{\ell}|X_{1:\ell-1}), \tag{7.32} \]

we obtain \( r \) binary-input channels \( W_\ell \) for \( 1 \leq \ell \leq r \). Given \( x_{1:\ell-1} \), denote by \( A_\ell(x_{1:\ell}) \) the coset of \( \Lambda_\ell \) indexed by \( x_{1:\ell-1} \) and \( x_\ell \). Similar to (4.16), the channel transition PDF of the \( \ell \)-th channel \( W_\ell \) is written as

\[ P_{Y,H|X_{\ell},X_{1:\ell-1}}(y, h|x_\ell, x_{1:\ell-1}) = \exp \left( -\frac{||Y||^2}{2(\sigma_s^2 + \frac{\sigma_h^2}{h^2})} \right) \frac{P_H(h)}{f_{\sigma_\ast}(A_\ell(x_{1:\ell}))} \frac{1}{2\pi \sigma_s} \sum_{a \in A_\ell(x_{1:\ell})} \exp \left( -\frac{||\alpha(h)y - a||^2}{2\tilde{\sigma}_2^2(h)} \right), \tag{7.33} \]

where \( \alpha(h) = \frac{h\sigma_s^2}{h^2\sigma_s^2 + \sigma_h^2} \) and \( \tilde{\sigma}(h) = \frac{\sigma_s^2}{\sqrt{h^2\sigma_s^2 + \sigma_h^2}} \) are the generalized MMSE coefficient and noise standard deviation. In general, \( W_\ell \) is asymmetric, and we have to employ the polar coding technique for asymmetric channels [10] to achieve the capacity \( I(Y, H; X_{\ell}|X_{1:\ell-1}) \) of each level.

As shown in Chapter 4, the construction as well as the decoding of polar codes for a BMAC can be converted to that for a BMS channel by channel symmetrization (see [104, Lemma 7]). By replacing \( Y \) with \((Y, H)\), Theorem 4.3.7 and Theorem 4.3.9 can be easily extended to our work. Therefore, the construction method of multilevel polar codes in Chapter 4 works for the fading case as well. Besides information bits and frozen bits at each level, we have shaping bits which are determined by the former two according to the lattice Gaussian distribution. Applying a similar argument as in Lemma 4.3.11, the symmetrized channel of \( W_\ell \) at each level is equivalent to a \( \Lambda_{\ell-1}/\Lambda_\ell \) fading channel. Consequently, the resultant polar codes for the symmetrized channels are sequentially nested by the analysis in Sect. 7.3.1, and hence we obtain a polar lattice \( L \) which is Poltyrev capacity-achieving for the i.i.d.
fading channel. Moreover, the multistage decoding is performed on the MMSE-scaled signal $\alpha(h)y$ (cf. [104, Lemma 8]). Since the frozen sets of the polar codes are filled with random bits (but shared with the receiver), we actually obtain a coset $L + c'$ of the polar lattice, where the shift $c'$ accounts for the effects of all random frozen bits. Finally, since we start from $D_{\Lambda, \sigma}$, we would obtain $D_{\Lambda^N, \sigma}$ without coding; since $L + c' \subset \Lambda^N$ by construction, we obtain a discrete Gaussian distribution $D_{L + c', \sigma}$.

With regard to the number of partition levels, the same analysis given in Sect. 7.3.1 can be applied. By setting $h_l = O(N)$ and $\Lambda = \frac{1}{h_l} \Lambda_f$ for a fine lattice $\Lambda_f$, we have $h(\Lambda, \tilde{\sigma}^2(h_l)) \approx \log V(\Lambda)$ and hence $\epsilon(\tilde{\sigma}(h_l)) \to 0$ as $N \to \infty$ by the same argument of (7.21). Note that $\tilde{\sigma}(h_l) \to \frac{\sigma}{h_l}$ for large $h_l$. However, for the small channel gain $h_s$, we do not need $h_s = O\left(\frac{1}{N}\right)$ because of the lattice Gaussian shaping. To see this, let $h_s = 1$ and the bottom lattice $\Lambda' = \Lambda_c$ for a coarse lattice $\Lambda_c$.

By the definition (3.19) of lattice Gaussian distribution, the probability of choosing a lattice point which is outside of $V(\Lambda')$ is given by

$$
\sum_{\lambda \in \Lambda' \setminus \{0\}} D_{\Lambda', \sigma_s}(\lambda) = \sum_{\lambda \in \Lambda \setminus \{0\}} D_{\Lambda, \sigma_s}(\lambda)
$$

$$= \sum_{\lambda \in \Lambda \setminus \{0\}} f_{\sigma_s}(\lambda)
$$

$$\leq \sum_{\lambda \in \Lambda \setminus \{0\}} \frac{f_{\sigma_s}(\lambda)}{f_{\sigma_s}(\lambda' = 0)}
$$

$$\leq (\sqrt{2\pi\sigma_s})^n P_c(\Lambda_c, \sigma_s^2)
$$

$$\leq n(\sqrt{2\pi\sigma_s})^n Q\left(\frac{d}{2\sigma_s}\right)
$$

$$\leq n(\sqrt{2\pi\sigma_s})^n \exp\left(-\frac{d^2}{8\sigma_s^2}\right).$$

(7.34)

Recall that the minimum distance $d$ of $\Lambda_c$ scales as $d = O(\sqrt{N})$, and the second inequality satisfies for sufficiently large $d$. Then, $\sum_{\lambda \in \Lambda' \setminus \{0\}} D_{\Lambda', \sigma_s}(\lambda)$ vanishes

\footnote{Taking $n = 1$ for an example, it is easy to check that $\sum_{\lambda \in \Lambda \setminus \{0\}} f_{\sigma_s}(\lambda) \leq 2 \int_{d-1}^{\infty} f_{\sigma_s}(x)dx \leq 2(\sqrt{2\pi\sigma_s})^n \exp\left(-\frac{d^2}{8\sigma_s^2}\right)$.
exponentially for a fixed $n$ and a sufficiently large $N$, which means that only one lattice point in $\mathcal{V}(\Lambda')$ is chosen with probability close to 1, and the lattice point from $\Lambda'$ can be directly decoded according to the lattice Gaussian distribution. Therefore, the uncoded error probability $E_h\left[ P_e\left(\Lambda', \frac{\sigma^2}{h^2}\right) \right]$ associated with the bottom lattice $\Lambda'$ vanishes exponentially, and it can be ignored since the error probability of polar codes for each partition channel vanishes sub-exponentially. By the same argument of (7.25), the number of levels is given by

$$r = \log \left( \frac{V(\Lambda')}{V(\Lambda)} \right)$$

$$= n \log(h_l) + \log \left( \frac{V(\Lambda_c)}{V(\Lambda_f)} \right)$$

$$= nO(\log N),$$

(7.35)

which is sufficient to achieve the ergodic capacity.

We summarize our main result in the following theorem:

**Theorem 7.3.2.** For a sufficiently large channel gain $h_l = O(N)$, choose a good constellation with negligible flatness factor $\epsilon_\Lambda(\tilde{h}(h_l))$ and negligible $\epsilon_t$ as in Theorem 3.2.1, and construct a polar lattice with $r = nO(\log N)$ levels. Then, for i.i.d. fading channels, the message rate approaches the ergodic capacity $E_h\left[ \frac{1}{2} \log \left( 1 + \frac{P h^2}{\sigma^2} \right) \right]$, while the error probability under the multi-stage decoding is bounded by

$$P_e \leq rN2^{-N\beta'}, \quad 0 < \beta' < 0.5,$$

(7.36)

as $N \to \infty$.

**Proof.** The proof of Theorem 7.3.2 can be adapted from the proofs of Theorem 4.3.7 and Theorem 4.3.9 by replacing $Y$ with $(Y,H)$. \[ \square \]
7.4. Summary

Basing on the union bound, the upper-bounds of the block error probability of polar lattices under the SC decoding are plotted in Fig. 7.8, where $\sigma_s = 3$, $\sigma = 1$, $\sigma_h = 1.2575$ and $N = 2^{10}, 2^{12}, \ldots, 2^{20}$. Here we choose the binary-partition chain $\mathbb{Z}/2\mathbb{Z}/4\mathbb{Z}/8\mathbb{Z}/16\mathbb{Z}/32\mathbb{Z}$, and let $r = 5$. In this case, the ergodic capacity is $2.0967$, and the channel capacities from level 1 to level 5 are given by $0.1213, 0.5105, 0.8437, 0.5859$ and $0.0307$, respectively. Note that the gap between the achievable rate and the ergodic capacity is smaller than 0.2 for a block error probability $10^{-5}$ when $N = 2^{20}$.

![Figure 7.8](image)

Figure 7.8: The upper-bounds of the block error probability of polar lattices under the SC decoding when $\sigma_s = 3$, $\sigma = 1$, $\sigma_h = 1.2575$ and $N = 2^{10}, 2^{12}, \ldots, 2^{20}$.

7.4 Summary

Explicit construction of polar codes and polar lattices for i.i.d. fading channels is proposed in this paper. By treating the channel gain as part of channel outputs, the work of polar codes and polar lattices for time-invariant channels is generalized to fading channels. We propose a simple construction of polar codes to achieve the ergodic capacity of binary-input i.i.d. fading channels when the CSI is not available
to the transmitter. Furthermore, polar codes are extended to polar lattices to achieve the ergodic capacity of i.i.d. fading channels with certain power constraint.
Inheriting the versatility of polar codes, polar lattices show their capability of achieving the channel capacity over AWGN channels, the strong secrecy capacity over Gaussian wiretap channels and the rate-distortion bound for continuous Gaussian sources. The explicit structure of polar lattices provides us better understanding and more insights into the construction of good lattices. We summarize our points as follows.

1. **MMSE estimation**: The construction of the capacity-good or quantization-good polar lattices gives us an evidence of how indispensable the MMSE estimation is for achieving the AWGN capacity or the Gaussian rate-distortion bound. Taking the capacity-good polar lattice as an example, for a given power $P$ and noise variance $\sigma_w^2$, we firstly construct an AWGN-good lattice for the MMSE-scaled noise variance $\tilde{\sigma}_w^2$ and then implement the shaping to achieve the capacity $\frac{1}{2} \log(1 + P/\sigma_w^2)$. From the perspective of the multilevel lattice construction, the MMSE estimation actually symmetrizes the channel at each level and the transition probability of the symmetrized channel is based on both the input distribution and the transition probability of the channel before symmetrization.

2. **Coding gain and shaping gain**: From the work of Forney [50], we know that the AWGN-good lattices achieve the coding gain. In fact, the coding gain is achieved by maximizing the minimum distance of the lattice points. As to
the polar lattices investigated in this report, the frozen set $|\mathcal{F}_\ell|$ is playing the role of ensuring the coding gain. After obtaining the AWGN-good lattices, we still have to set up a boundary to satisfy the power constraint. The shaping set $\mathcal{S}_\ell$ is doing such job. Thanks to the work of [20], we are provided with the discrete lattice Gaussian distribution which can achieve the shaping gain and the AWGN capacity. By designing $\mathcal{S}_\ell$ according to the discrete Gaussian distribution, we find a practical and efficient way to implement the optimal shaping.

3 Lattice decoding: To decrease the decoding complexity, lattice decoding is usually used. This kind of decoding can be described as follows. Given a received vector, the decoder firstly finds its nearest lattice point over the AWGN-good lattice (see [50] and checks this can be done efficiently). Then the decoder checks whether this lattice point is in the shaping region. If it is, then this point is eligible; otherwise, we have to map this point into the shaping region by a modulo operation. It has been proved in [20] that the lattice decoding with MMSE scaling is equivalent to the MAP decoding. Note that our polar lattice decoding method can be viewed as a special MMSE lattice decoding which performs the mentioned two decoding steps simultaneously. In fact, some bits in $\mathcal{S}_\ell$ might be decoded earlier than those in $\mathcal{I}_\ell$.

4 Dither: It has been proved that dither is unnecessary to achieve the AWGN capacity or Gaussian rate distortion bound [20, 146]. Particularly, for the polar lattices, there always exists a specific choice on the frozen bits $u^{\mathcal{F}_\ell}$ at each level, making the resulted coset of polar lattice good for the AWGN capacity or quantization. The consequence of all these fixed frozen bits can be viewed as a certain shift on the polar lattice, which means that dither is theoretically not necessary. However, it could still be helpful in practice because we currently
cannot find out those $u^{F_{ℓ}}$. A uniformly random selection over $u^{F_{ℓ}}$ would still guarantee an asymptotically good performance on average.

5 Lattice wiretap coding: The work of polar lattices for Gaussian wiretap channels can be summarized as follows. Two polar lattices are constructed for Bob and Eve, respectively. The polar lattice for Bob is aiming to guarantee reliable transition, and the one for Eve is to obtain security, or to confuse Eve with random lattice points. Since the wiretapper’s channel is degraded with respect to the main channel, the two polar lattices are nested, and they result in a lattice partition. Only the coset of this lattice partition is used to carry the secure message. Moreover, the nesting property allows the transmitter to perform lattice shaping of these two lattices simultaneously.

6 Lattice quantization: Similar to the construction of polar lattices for channel coding, the polar lattices for source quantization are designed level by level. However, the selections of the frozen set $|F_{ℓ}|$, the information set $|I_{ℓ}|$, and the shaping set $|S_{ℓ}|$ are different due to the unpolarized bits. The rate-approaching property still holds since the proportion of those unpolarized bits vanishes. Let $X$ and $Y$ be the input (reconstruction) and output (source) of the AWGN channel (test channel), respectively. The according rates $R_{c}$ and $R_{q}$ of polar lattices for channel coding and quantization satisfy $R_{c} ≤ I(X;Y) ≤ R_{q}$. When the lattice dimension goes to infinity, we have both limitations $R_{c} → I(X;Y)$ and $R_{q} → I(X;Y)$, which coincide with Shannon’s channel coding and source coding theorems.

The future work will focus on the following directions.

- The practical performance of the capacity-good polar lattices (AWGN-good polar lattices with optimal shaping) and polar lattices for quantization: Recall that we have proved the asymptotical goodness of polar lattices for AWGN
channels and Gaussian sources, by combining the multi-stage decoding for lattice codes and the SC decoding for the component polar codes. To make polar lattices more competitive in practice, it is important to improve their finite-length performance. One way is to use more sophisticated decoding algorithms for the component polar code at each level. It has been reported in [144] that for short to moderate block lengths, the frame error rate performance of polar codes under SC decoding does not compete with other families of codes such as LDPC or Turbo codes. The authors then proposed a successive cancellation list-decoding (SCL), which significantly outperforms the simple SC decoding, and approaches the Maximum-Likelihood (ML) performance at high SNR region. Furthermore, when an outer cyclic redundancy check (CRC) code is concatenated, the SCL decoder can compete with LDPC codes. There are other promising decoding methods of polar codes, such as the BP decoding [39] and the linear programming (LP) decoding [40].

- Polar lattices for general continuous channels and sources: The majority of this thesis discusses the construction of polar lattices for AWGN channels or i.i.d. Gaussian sources. Although the application of polar lattices for i.i.d. fading channels is also discussed in Chapter 7, it can be viewed as a generalization of polar lattices to channels with additive white Gaussian noise whose variance is varying. A more interesting question is whether polar lattices can be generalized to channels with colored-Gaussian noise or continuous sources with memory. In [1, Chapter 6], lattice codes with mismatched decoding and non-equiprobable signaling were proposed, providing a non-constructive solution to this problem. Finding an explicit construction of such lattices remains an open problem.

- The application of polar lattices for quantum information and quantum key
distribution (QKD): Since polar codes have already been generalized to quantum channels, the extension of polar lattices to quantum cases seems to be natural. In fact, many applications of classical polar codes have been generalized to their quantum cases in [147], such as the classical-quantum asymmetric channels, classical-quantum MAC channels, classical-quantum interference channels and classical-quantum broadcast channels. Compared with polar codes, polar lattices are able to provide more freedom of modulations in these quantum cases, as we have observed in classical AWGN channels. Another promising application of polar lattices is the quantum key distribution problem, which refers to secret key generation. Since polar lattices are able to achieve the secrecy capacity of Gaussian wiretap channels, we may also use them to solve the dual problem, i.e., secret key generation from Gaussian sources in the presence of an eavesdropper.
Proof of Lemma 4.2.2

Proof. By the self-similarity of the lattice partition chain, we can scale a \( \Lambda_{\ell-1}/\Lambda_\ell \) channel to a \( \Lambda_\ell/\Lambda_{\ell+1} \) channel by multiplying the output of a \( \Lambda_{\ell-1}/\Lambda_\ell \) channel with \( T \). Since \( T = \alpha V \) for some scale factor \( \alpha > 0 \) and orthogonal matrix \( V \), the Gaussian noise for each dimension is still independent of each other and the noise variance per dimension is increased after the scaling. Therefore, a \( \Lambda_{\ell-1}/\Lambda_\ell \) channel is stochastically equivalent to a \( \Lambda_\ell/\Lambda_{\ell+1} \) channel with a larger Gaussian noise variance per dimension. For our design examples, a \( \mathbb{Z}/2\mathbb{Z} \) channel with Gaussian noise variance \( \sigma^2 \) is equivalent to a \( 2\mathbb{Z}/4\mathbb{Z} \) channel with Gaussian noise variance \( 4\sigma^2 \), and a \( \mathbb{Z}^2/R\mathbb{Z}^2 \) channel with noise variance \( \sigma^2 \) per dimension is equivalent to a \( R\mathbb{Z}^2/2\mathbb{Z}^2 \) channel with noise variance \( 2\sigma^2 \) per dimension. Then our task is to prove that a \( \Lambda_\ell/\Lambda_{\ell+1} \) channel with noise variance \( \sigma^2_1 \) is degraded with respect to a \( \Lambda_\ell/\Lambda_{\ell+1} \) channel with noise variance \( \sigma^2_2 \) if \( \sigma^2_1 \leq \sigma^2_2 \).

To see the channel degradation, we construct an intermediate channel with input in \( \mathcal{R}(\Lambda_{\ell+1}) \) and a mod-\( \Lambda_{\ell+1} \) operation at the receiver’s front end. The noise variance of this mod-\( \Lambda_{\ell+1} \) channel is given by \( \sigma^2_2 - \sigma^2_1 \) per dimension. By the property \( [X+Y] \mod \Lambda_{\ell+1} = [X \mod \Lambda_{\ell+1} + Y] \mod \Lambda_{\ell+1} \), we can find that the concatenated channel that consists of a \( \Lambda_\ell/\Lambda_{\ell+1} \) channel with noise variance \( \sigma^2_1 \) followed by the mentioned intermediate channel is stochastically equivalent to a \( \Lambda_\ell/\Lambda_{\ell+1} \) channel with noise variance \( \sigma^2_2 \). This relationship is depicted in Fig. A.1. According to Definition 2.1.3, the proof is completed. Note that a more detailed proof can be found in [78].
Figure A.1: Let $X \in \mathcal{R}(\Lambda_{\ell+1})$ denote the channel input. Let $N_1$ and $N_2$ denote two independent additive Gaussian noise with variances $\sigma_1^2$ and $\sigma_2^2 - \sigma_1^2$, respectively. Clearly, the two $\Lambda_\ell/\Lambda_{\ell+1}$ channels with noise variances $\sigma_1^2$ and $\sigma_2^2$ can be described by channel (a) and (b), respectively. By the property of modulo operation, channel (b) is equivalent to channel (c), which is a concatenated channel made by concatenating channel (a) with an intermediate mod-$\Lambda_{\ell+1}$ channel.
Appendix B

Proof of Lemma 4.3.1

Proof. For convenience we consider a one-dimensional partition chain $\mathbb{Z}/2\mathbb{Z}/\cdots$. The proof can be extended to the multi-dimensional case by sandwiching the partition in $\mathbb{Z}^n/2\mathbb{Z}^n/\cdots$, which reduces to the one-dimensional case.

For level $r$, the selected coset $\mathcal{A}_r$ can be written as $x_1 + \cdots 2^{r-1}x_r + 2^r\mathbb{Z}$. Clearly, $\mathcal{A}_r$ is a subset of $\mathcal{A}_{r-1}$. Let $\lambda_1$ and $\lambda_2$ denote the two lattice points with smallest norm in set $\mathcal{A}_{r-1}$. Without loss of generality, we assume $\lambda_1 \leq 0 \leq \lambda_2$ and $|\lambda_1| \leq |\lambda_2|$. Observe that $\lambda_2 - \lambda_1 = 2^{r-1}$. For a Gaussian distribution with variance $\sigma_s^2$, we can find a positive integer $T$, making the probability

$$\int_{-T\sigma_s}^{T\sigma_s} \frac{1}{\sqrt{2\pi\sigma_s}} \exp\left(-\frac{x^2}{2\sigma_s^2}\right) dx \to 1.$$ 

Actually, this $T$ does not need to be very large. For instance, when $T = 6$, the above probability is larger than $1 - 2e^{-9}$. Now we assume $2^{r-1} = 3T\sigma_s$, and $T = \delta N$ for some constant $\delta$, then $\lambda_1$ and $\lambda_2$ cannot be in the interval $[-T\sigma_s, T\sigma_s]$ simultaneously. If the two points are both outside of $[-T\sigma_s, T\sigma_s]$, then we have

$$P(\mathcal{A}_{r-1}) = \frac{f_{\sigma_s}(\mathcal{A}_{r-1}(x_{1:r-1}))}{f_{\sigma_s}(\mathbb{Z})} < \frac{1}{\sqrt{2\pi\sigma_s}} \sum_{x \in 2^{r-1}\mathbb{Z}} \exp\left(-\frac{(x+\lambda_1)^2}{2\sigma_s^2}\right)$$

$$\leq 2 \sum_{x \in 2^{r-1}\mathbb{Z}} \exp\left(-\frac{(x+\lambda_1)^2}{2\sigma_s^2}\right)$$

$$\leq 2 \frac{\exp\left(-\frac{\lambda_1^2}{2\sigma_s^2}\right)}{1 - \exp\left(-\frac{2^{r-1}\lambda_1^2}{2\sigma_s^2}\right)} \leq 2 \frac{\exp\left(-\frac{\pi^2}{2}\right)}{1 - \exp\left(-\frac{\pi^2}{2}\right)},$$
where $\mathbb{Z}_-$ represents all non-positive integers. This means the probability of choosing $A_{r-1}$ goes to zero when $T$ (or $N$) is large. Therefore, we have that the point $\lambda_1$ is in the interval $[-T\sigma_s, T\sigma_s]$ and $\lambda_2$ lies outside. Without loss of generality, we assume that the two cosets corresponding to $x_r = 0$ and $x_r = 1$ are $\lambda_1 + 2^r\mathbb{Z}$ and $\lambda_2 + 2^r\mathbb{Z}$, respectively. Then we have

$$
P(x_r = 0|x_{1:r-1}) = \frac{\sum_{x \in 2^r\mathbb{Z}} \exp\left(-\frac{(x+\lambda_1)^2}{2\sigma_s^2}\right)}{\sum_{x \in 2^r\mathbb{Z}} \exp\left(-\frac{(x+\lambda_2)^2}{2\sigma_s^2}\right)} \\
 \geq \frac{2 \sum_{x \in 2^r\mathbb{Z}_+} \exp\left(-\frac{(x+\lambda_1)^2}{2\sigma_s^2}\right)}{2 \sum_{x \in 2^r\mathbb{Z}_+} \exp\left(-\frac{(x+\lambda_2)^2}{2\sigma_s^2}\right)} \\
 \geq \frac{\exp\left(-\frac{\lambda_1^2}{2\sigma_s^2}\right)}{2 \cdot \exp\left(-\frac{\lambda_2^2}{2\sigma_s^2}\right)} \left(1 - \exp\left(-\frac{2^r}{2\sigma_s^2}\right)\right),
$$

where $\mathbb{Z}_+$ represents all non-negative integers. Since $\lambda_2 - \lambda_1 = 2^{r-1} = 3T\sigma_s$ and $\lambda_2 + \lambda_1 \geq T\sigma_s$, for any $T > 1$, we can obtain

$$
P(x_r = 0|x_{1:r-1}) \geq 1 \cdot \exp\left(\frac{3}{2} T^2\right) (1 - \exp(-18T^2)) \\
 \geq \frac{1}{4} \exp\left(\frac{3}{2} T^2\right) = \frac{1}{4} \exp\left(\frac{3}{2} \delta^2 N^2\right).
$$

Assume that $\frac{1}{4} \exp\left(\frac{3}{2} \delta^2 N^2\right) = M$, we can get $P(x_r = 0|x_{1:r-1}) \geq \frac{M}{M+1}$ and $P(x_r = 1|x_{1:r-1}) \leq \frac{1}{M+1}$. Then we have,

$$
I(Y; X_r|X_{1:r-1}) \leq H(X_r|X_{1:r-1}) \leq h_2\left(\frac{1}{M+1}\right),
$$

where $h_2(p) = p \log\left(\frac{1}{p}\right) + (1-p) \log\left(\frac{1}{1-p}\right)$ denotes the binary entropy function. By the relationship $\ln(x) \leq \frac{x-1}{\sqrt{x}}$ when $x \geq 1$, we finally have

$$
I(Y; X_r|X_{1:r-1}) \leq \log(e) \left(\frac{1}{\sqrt{M}} + \frac{1}{M}\right) = \log(e) \left(\frac{2}{\exp(\delta_1 2^{2r})} + \frac{4}{\exp(\delta_2 2^{2r})}\right),
$$
where $\delta_1$ and $\delta_2$ are two positive constants. Therefore, when $r = O(\log \log N)$, we have $I(Y; X_r | X_{1:r-1}) \to 0$, and $\sum_{\ell \geq r} I(Y; X_{\ell} | X_{1:\ell-1}) \leq O(\frac{1}{N})$. □
Proof. Let $E_i$ denote the set of pairs of $u^{1:N}$ and $y^{1:N}$ such that decoding error occurs at the $i$-th bit, then the block decoding error event is given by $E = \bigcup_{i \in \mathcal{I}} E_i$. According to our encoding scheme, each codeword $u^{1:N}$ appears with probability

$$2^{-(|\mathcal{I}|+|\mathcal{F}|)} \prod_{i \in \mathcal{S}} P_{U|U^{1:i-1}}(u^i|u^{1:i-1}).$$

Then the expectation of decoding error probability over all random mapping is expressed as

$$E[P_e] = \sum_{u^{1:N}, y^{1:N}} 2^{-(|\mathcal{I}|+|\mathcal{F}|)} \prod_{i \in \mathcal{S}} P_{U|U^{1:i-1}}(u^i|u^{1:i-1}) \cdot P_{Y^{1:N}|U^{1:N}}(y^{1:N}|u^{1:N}) \mathbb{1}[(u^{1:N}, y^{1:N}) \in E].$$

Now we define the probability distribution $Q_{U^{1:N}, Y^{1:N}}$ as

$$Q_{U^{1:N}, Y^{1:N}}(u^{1:N}, y^{1:N}) = 2^{-(|\mathcal{I}|+|\mathcal{F}|)} \prod_{i \in \mathcal{S}} P_{U|U^{1:i-1}}(u^i|u^{1:i-1}) P_{Y^{1:N}|U^{1:N}}(y^{1:N}|u^{1:N}).$$

Then the variational distance between $Q_{U^{1:N}, Y^{1:N}}$ and $P_{U^{1:N}, Y^{1:N}}$ can be bounded as
\[ 2\left\| Q_{U^1:N,Y^1:N} - P_{U^1:N,Y^1:N} \right\| \]
\[ = \sum_{u^{1:N},y^{1:N}} \left| Q(u^{1:N},y^{1:N}) - P(u^{1:N},y^{1:N}) \right| \]
\[ \leq \sum_{i \in I \cup F} \sum_{u^{1:i-1}} \left| Q(u^i|u^{1:i-1}) - P(u^i|u^{1:i-1}) \right| \prod_{j=1}^{i-1} P(u^j|u^{1:j-1}) \]
\[ = \sum_{i \in I \cup F} \sum_{u^{1:i-1}} 2P(u^{1:i-1})\left\| Q_{U^i|U^{1:i-1}=u^{1:i-1}} - P_{U^i|U^{1:i-1}=u^{1:i-1}} \right\| \]
\[ \leq \sum_{i \in I \cup F} \sqrt{2\ln2} \sum_{u^{1:i-1}} P(u^{1:i-1})D(P_{U^i|U^{1:i-1}=u^{1:i-1}} \| Q_{U^i|U^{1:i-1}=u^{1:i-1}}) \]
\[ \leq \sum_{i \in I \cup F} \sqrt{2\ln2}D(P_{U^i|U^{1:i-1}} \| Q_{U^i|U^{1:i-1}}) \]
\[ \leq \sum_{i \in I} \sqrt{2\ln2}(1 - H(U^i|U^{1:i-1})) + \sum_{i \in F} \sqrt{2\ln2}(1 - H(U^i|U^{1:i-1})) \]
\[ \leq \sum_{i \in I} \sqrt{2\ln2}(1 - Z(U^i|U^{1:i-1})) + \sum_{i \in F} \sqrt{2\ln2}(1 - Z(U^i|U^{1:i-1}, Y^{1:N})) \]
\[ \leq 2N\sqrt{\ln2} \cdot 2^{-N\beta}, \]

where equality (a) follows from [10, Equation (56)] and \( Q(y^{1:N}|u^{1:N}) = P(y^{1:N}|u^{1:N}) \). \( D(\cdot \| \cdot) \) in the inequality (b) is the relative entropy, and this inequality
holds because of the Pinsker’s inequality. Then we have

\[
E[P_e] = Q_{U^{1:N}, Y^{1:N}}(\mathcal{E}) \\
\leq \|Q_{U^{1:N}, Y^{1:N}} - P_{U^{1:N}, Y^{1:N}}\| + P_{U^{1:N}, Y^{1:N}}(\mathcal{E}) \\
\leq \|Q_{U^{1:N}, Y^{1:N}} - P_{U^{1:N}, Y^{1:N}}\| + \sum_{i \in I} P_{U^{1:N}, Y^{1:N}}(\mathcal{E}_i),
\]

where

\[
P_{U^{1:N}, Y^{1:N}}(\mathcal{E}_i) \leq \sum_{u^{1:N}, y^{1:N}} P(u^{1:i-1}, y^{1:N})P(u^i|u^{1:i-1}, y^{1:N}) \cdot 1[P(u^i|u^{1:i-1}, y^{1:N})] \\
\leq P(u^i \oplus 1|u^{1:i-1}, y^{1:N}) \\
\leq \sum_{u^{1:N}, y^{1:N}} P(u^{1:i-1}, y^{1:N})P(u^i|u^{1:i-1}, y^{1:N}) \sqrt{\frac{P(u^i \oplus 1|u^{1:i-1}, y^{1:N})}{P(u^i|u^{1:i-1}, y^{1:N})}} \quad \text{(C.3)}
\]

\[
= Z(U^i|U^{1:i-1}, Y^{1:N}) \leq 2^{-N^\beta}.
\]

From (C.1) and (C.2), we have \( E[P_e] \leq 2N \sqrt{4\ln 2 \cdot 2^{-N^\beta}} + N2^{-N^\beta} = N2^{-N^{\beta'}} \) for any \( \beta' < \beta < 0.5 \).
Proof of Theorem 4.3.9

Proof. Let $\mathcal{E}_i$ denote the set of triples of $u_2^{1:N}$, $x_1^{1:N}$ and $y_1^{1:N}$ such that decoding error occurs at the $i$-th bit, then the block decoding error event is given by $\mathcal{E} \equiv \bigcup_{i \in I} \mathcal{E}_i$. According to our encoding scheme, each codeword $u_2^{1:N}$ appears with probability

$$2^{-|I_2|+|F_2|} \prod_{i \in S_2} P_{U_2|i|U_1^{i-1},X_1^1}(u_2^i|u_1^{i-1},x_1^1).$$

Then the expectation of decoding error probability over all random mapping is expressed as

$$E[P_e] = \sum_{u_2^{1:N},x_1^{1:N},y_1^{1:N}} 2^{-|I_2|+|F_2|} \left( \prod_{i \in S_2} P_{U_2|i|U_1^{i-1},X_1^1}(u_2^i|u_1^{i-1},x_1^1) \right) \cdot P_{Y_1^1,X_1^1,U_2}|u_2^{1:N},x_1^{1:N},y_1^{1:N}) \mathbb{1}_{[(u_2^{1:N},x_1^{1:N},y_1^{1:N}) \in \mathcal{E}]}.$$ 

Now we define the probability distribution $Q_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}$ as

$$Q_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}(u_2^{1:N},x_1^{1:N},y_1^{1:N}) = 2^{-|I_2|+|F_2|} \cdot Q_{X_1^1}(x_1^1) \left( \prod_{i \in S_2} P_{U_2|i|U_1^{i-1},X_1^1}(u_2^i|u_1^{i-1},x_1^1) \right) \cdot P_{Y_1^1|X_1^1,U_2^{1:N}}(y_1^1|u_2^{1:N},x_1^{1:N}).$$
Then the variational distance between $Q_{U_2^{1:N},X_1^{1:N},Y^{1:N}}$ and $P_{U_2^{1:N},X_1^{1:N},Y^{1:N}}$ can be bounded as

\[
2\|Q_{U_2^{1:N},X_1^{1:N},Y^{1:N}} - P_{U_2^{1:N},X_1^{1:N},Y^{1:N}}\|
= \sum_{u_2^{1:N} \neq x_1^{1:N}, y^{1:N}} |Q(u_2^{1:N}, x_1^{1:N}, y^{1:N}) - P(u_2^{1:N}, x_1^{1:N}, y^{1:N})| \\
= \sum_{u_2^{1:N}, x_1^{1:N}, y^{1:N}} |Q(u_2^{1:N}|x_1^{1:N})Q(x_1^{1:N}|y^{1:N}|u_2^{1:N}) - P(u_2^{1:N}|x_1^{1:N})P(x_1^{1:N}|u_2^{1:N}, x_1^{1:N})| \\
\leq \sum_{u_2^{1:N}, x_1^{1:N}, y^{1:N}} |Q(u_2^{1:N}|x_1^{1:N}) - P(u_2^{1:N}|x_1^{1:N})|P(x_1^{1:N}|u_2^{1:N})P(y^{1:N}|u_2^{1:N}, x_1^{1:N}) \\
+ \sum_{u_2^{1:N}, x_1^{1:N}, y^{1:N}} |Q(x_1^{1:N}) - P(x_1^{1:N})|Q(u_2^{1:N}|x_1^{1:N})P(y^{1:N}|u_2^{1:N}, x_1^{1:N})
\]

where inequation (a) follows from [10, Equation (56)], $Q(y^{1:N}|u_2^{1:N}, x_1^{1:N}) = P(y^{1:N}|u_2^{1:N}, x_1^{1:N})$. For the first summation, following the same fashion as the proof of Theorem 4.3.7, we can prove that

\[
\sum_{u_2^{1:N}, x_1^{1:N}, y^{1:N}} |Q(u_2^{1:N}|x_1^{1:N}) - P(u_2^{1:N}|x_1^{1:N})|P(x_1^{1:N}|u_2^{1:N})P(y^{1:N}|u_2^{1:N}, x_1^{1:N}) \\
\leq 2N\sqrt{4\ln 2 \cdot 2^{-N^\beta}}.
\]

(D.1)

According to the result of the coding scheme for level 1, we already have

\[
2\|Q_{U_1^{1:N},Y^{1:N}} - P_{U_1^{1:N},Y^{1:N}}\| \leq 2N\sqrt{4\ln 2 \cdot 2^{-N^\beta}}.
\]

(D.2)

Since we have $P_{Y^{1:N}|U_1^{1:N}} = Q_{Y^{1:N}|U_1^{1:N}}$, we can write

\[
2\|Q_{U_1^{1:N}} - P_{U_1^{1:N}}\| \leq 2N\sqrt{4\ln 2 \cdot 2^{-N^\beta}}.
\]

(D.3)
Clearly, there is a one to one mapping between $U_1^{1:N}$ and $X_1^{1:N}$, then we immediately have $2\|Q_{X_1^{1:N}} - P_{X_1^{1:N}}\| \leq 2N\sqrt{4\ln2 \cdot 2^{-N^\beta}}$. Therefore, for the second summation,

\[
\sum_{u_2^{1:N},x_1^{1:N},y_1^{1:N}} |Q(x_1^{1:N}) - P(x_1^{1:N})|Q(u_2^{1:N}|x_1^{1:N})P(y_1^{1:N}|u_2^{1:N},x_1^{1:N})
\]

\[
= \sum_{x_1^{1:N}} |Q(x_1^{1:N}) - P(x_1^{1:N})| \leq 2N\sqrt{4\ln2 \cdot 2^{-N^\beta}}.
\] (D.4)

Then we have $\|Q_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}} - P_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}\| \leq 4N\sqrt{4\ln2 \cdot 2^{-N^\beta}}$, and

\[
E[P_e] = Q_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}(E)
\]

\[
\leq \|Q_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}} - P_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}\| + P_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}(E) \leq \|Q_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}} - P_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}\| + \sum_{i\in I} P_{U_2^{1:N},X_1^{1:N},Y_1^{1:N}}(E_i),
\] (D.5)

The rest part of the proof follows the same fashion of the proof of Theorem 4.3.7. Finally we have $E[P_e] \leq N2^{-N^\beta'}$ for any $\beta' < \beta < 0.5$. \qed
Proof of Lemma 5.2.2

Proof. It is sufficient to demonstrate that channel $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_2^2)$ is degraded with respect to $W'(X_{\ell}; Z|X_{1:\ell-1})$ and $W'(X_{\ell}; Z|X_{1:\ell-1})$ is degraded with respect to $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_2^2)$ as well. To see this, we firstly construct a middle channel $\hat{W}$ from $Z \in \mathcal{V}(\Lambda_r)$ to $\bar{Z} \in \mathcal{V}(\Lambda_\ell)$. For a specific realization $\bar{z}$ of $\bar{Z}$, this $\hat{W}$ maps $\bar{z} + [\Lambda_\ell/\Lambda_r]$ to $\bar{z}$ with probability 1, where $[\Lambda_\ell/\Lambda_r]$ represents the set of the coset leaders of the partition $\Lambda_\ell/\Lambda_r$. Then we obtain channel $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_2^2)$ by concatenating $W'(X_{\ell}; Z|X_{1:\ell-1})$ and $\hat{W}$, which means $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_2^2)$ is degraded to $W'(X_{\ell}; Z|X_{1:\ell-1})$. Similarly, we can also construct a middle channel $\hat{W}$ from $\bar{Z}$ to $Z$. For a specific realization $\bar{z}$ of $\bar{Z}$, this $\hat{W}$ maps $\bar{z}$ to $\bar{z} + [\Lambda_\ell/\Lambda_r]$ with probability $\frac{1}{|\Lambda_\ell/\Lambda_r|}$, where $|\Lambda_\ell/\Lambda_r|$ is the order of this partition. This means that $W'(X_{\ell}; Z|X_{1:\ell-1})$ is also degraded to $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_2^2)$.

By channel degradation and [5, Lemma 1], letting channel $W$ and $W'$ denote $W(\Lambda_{\ell-1}/\Lambda_{\ell}, \sigma_2^2)$ and $W'(X_{\ell}; Z|X_{1:\ell-1})$ for short, we have

$$\tilde{Z}(W_{N}^{(i)}) \leq \tilde{Z}(W'_{N}^{(i)}) \text{ and } \tilde{Z}(W'_{N}^{(i)}) \geq \tilde{Z}(W_{N}^{(i)}),$$

$$I(W_{N}^{(i)}) \leq I(W'_{N}^{(i)}) \text{ and } I(W'_{N}^{(i)}) \geq I(W_{N}^{(i)}),$$

meaning that $\tilde{Z}(W_{N}^{(i)}) = \tilde{Z}(W'_{N}^{(i)})$ and $I(W_{N}^{(i)}) = I(W'_{N}^{(i)})$. \qed
Proof. Firstly, we change the encoding rule for the $u_1^i$ in $i \in S_1$ and (6.10) is modified to

$$u_1^i = \begin{cases} 
\bar{u}_1^i & \text{if } i \in F_1 \\
0 & \text{w. p. } P_{U_1^i|U_1^{i-1}}(0|u_1^{i-1}) \\
1 & \text{w. p. } P_{U_1^i|U_1^{i-1}}(1|u_1^{i-1})
\end{cases} \quad \text{(F.1)}$$

Let $Q'_{U_1^1:N, Y_1^1:N}(u_1^{1:N}, y_1^{1:N})$ denote the associate joint distribution for $U_1^{1:N}$ and $Y_1^{1:N}$ according to the encoding rule described in (6.9) and (F.1). Then the variational
distance between $P_{U_1:N,Y_1:N}$ and $Q'_{U_1:N,Y_1:N}$ can be bounded as follows.

\[
2\mathcal{V}(P_{U_1:N,Y_1:N}, Q'_{U_1:N,Y_1:N})
= \sum_{u_1^{i-1}, y_1^{i-1}} |Q'(u_1^{i-1}, y_1^{i-1}) - P(u_1^{i-1}, y_1^{i-1})|
\]

\[
\leq \sum_{u_1^{i-1}, y_1^{i-1}} \left( \prod_{j=i+1}^N Q(u_j^{i-1}, y_j^{i-1}))P(y_j^{i-1}) \right)
\]

\[
\leq \sum_{i \in \mathcal{F}_1 \cup \mathcal{S}_1} \left( \prod_{j=i+1}^N Q(u_j^{i-1}, y_j^{i-1}))P(y_j^{i-1}) \right)
\]

where $D(\cdot || \cdot)$ is the relative entropy, and the equalities and the inequalities follow from

(a) The telescoping expansion [10].

(b) $Q'(u_1^{i-1}, y_1^{i-1}) = P(u_1^{i-1}, y_1^{i-1})$ for $i \in \mathcal{F}_1$.

(c) Pinsker’s inequality.

(d) Jensen’s inequality.

(e) $Q'(u_1^{i-1}) = \frac{1}{2} (\tilde{u}_1^i$ is uniformly random) for $i \in \mathcal{F}_1$ and $Q'_{U_1:U_1^{i-1},Y_1:N} = P_{U_1|U_1^{i-1}}$
for $i \in S_1$.

(f) $Z(X|Y)^2 < H(X|Y) < Z(X|Y)$.

(g) (6.8).

Following the same fashion,

$$2\mathcal{V}(Q'_{U_1^1:N,Y^1:N}, Q_{U_1^1:N,Y^1:N})$$

$$\leq \sum_{i \in S_1} \sqrt{2\ln 2 (H(U_i^1|U_1^{1:i-1}) - 0)}$$

$$\leq \sum_{i \in S_1} \sqrt{2\ln 2 Z(U_i^1|U_1^{1:i-1})} \leq N \sqrt{2 \ln 2} \cdot 2^{-N\beta} = O(2^{-N\beta}),$$

where inequality (h) follows from the MAP decision in (6.10) for $i \in S_1$.

Finally, we have

$$\mathcal{V}(P_{U_1^1:N,Y^1:N}, Q_{U_1^1:N,Y^1:N})$$

$$\leq \mathcal{V}(P_{U_1^1:N,Y^1:N}, Q'_{U_1^1:N,Y^1:N}) + \mathcal{V}(Q'_{U_1^1:N,Y^1:N}, Q_{U_1^1:N,Y^1:N})$$

$$= O(2^{-N\beta'}).$$

Clearly, when $N$ goes to infinity, for any $R > \frac{|Z_1|}{N} = I(X_1; Y')$, $\mathcal{V}(P_{U_1^1:N,Y^1:N}, Q_{U_1^1:N,Y^1:N})$ is arbitrarily small. \qed
Proof of Theorem 6.2.4

Proof. The variational distance can be upper bounded as follows.

\[ 2\mathbb{V}(P_{U_1^{1:N}, U_1^{1:N}, Y^{1:N}}, Q_{U_1^{1:N}, U_1^{1:N}, Y^{1:N}}) \]
\[ = \sum_{u_2^{1}, u_1^{1:N}, y^{1:N}} |Q(u_2^{1}, u_1^{1:N}, y^{1:N}) - P(u_2^{1}, u_1^{1:N}, y^{1:N})| \]
\[ = \sum_{u_2^{1}, u_1^{1:N}, y^{1:N}} |P(u_2^{1}|u_1^{1:N}, y^{1:N})P(u_1^{1:N}, y^{1:N}) - Q(u_2^{1}|u_1^{1:N}, y^{1:N})Q(u_1^{1:N}, y^{1:N})| \]
\[ \leq \sum_{u_2^{1}, u_1^{1:N}, y^{1:N}} |P(u_2^{1}|u_1^{1:N}, y^{1:N}) - Q(u_2^{1}|u_1^{1:N}, y^{1:N})|P(u_1^{1:N}, y^{1:N}) \]
\[ + \sum_{u_2^{1}, u_1^{1:N}, y^{1:N}} |P(u_1^{1:N}, y^{1:N}) - Q(u_1^{1:N}, y^{1:N})|Q(u_2^{1}|u_1^{1:N}, y^{1:N}). \]

Treating \((U_1^{1:N}, Y^{1:N})\) as a new source with distribution \(P(u_1^{1:N}, y^{1:N})\), the first summation can be proved to be \(O(2^{-N\beta'})\) in the same fashion as the proof of Theorem 6.2.3. For the second summation, we have

\[ \sum_{u_1^{1:N}, y^{1:N}} |P(u_1^{1:N}, y^{1:N}) - Q(u_1^{1:N}, y^{1:N})|Q(u_2^{1}|u_1^{1:N}, y^{1:N}) \]
\[ = \sum_{u_1^{1:N}, y^{1:N}} |P(u_1^{1:N}, y^{1:N}) - Q(u_1^{1:N}, y^{1:N})| \]
\[ = 2\mathbb{V}(P_{U_1^{1:N}, Y^{1:N}}, Q_{U_1^{1:N}, Y^{1:N}}) = O(2^{-N\beta'}). \]

Finally,

\[ \mathbb{V}(P_{U_2^{1:N}, U_1^{1:N}, Y^{1:N}}, Q_{U_2^{1:N}, U_1^{1:N}, Y^{1:N}}) = O(2 \cdot 2^{-N\beta'}). \]
Proof of Theorem 6.2.5

Proof. Firstly, for the source \( Y' \), we consider the average performance of the multi-level polar codes with all possible choice of \( u_{\ell}^{r} \) at each level. If the encoding rule described in the form of (6.13) is used for all \( i \in [N] \) at each level, the resulted average distortion is given by

\[
D_{P,Y'} = \frac{1}{N} \sum_{u_{1:r}^{1:N}, y_{1:N}^{1:N}} P_{U_{1:r}^{1:N}, Y_{1:N}^{1:N}}(u_{1:r}^{1:N}, y_{1:N}^{1:N}) d(y_{1:N}^{1:N}, \mathcal{M}(u_{1:r}^{1:N} G_N)),
\]

where \( \mathcal{M}(u_{1:r}^{1:N} G_N) \) denotes a mapping from \( u_{1:r}^{1:N} \) to \( x_{1:N} \) according to (6.31) (remind that \( x \) is drawn from \( \Lambda \) according to \( D_{\Lambda,\sigma} \)). For instance, let \( \Lambda = \mathbb{Z} \) and the partition is given by \( \mathbb{Z}/2\mathbb{Z}/...2^r\mathbb{Z} \), then \( x_{1:N} = x_{1:N}^{1} + 2x_{2}^{1:N} + ... + 2^{r-1}x_{r}^{1:N} \) and \( x_{\ell}^{1:N} = u_{\ell}^{1:N} G_N \). When \( r \to \infty \), there exists a one-to-one mapping from \( u_{1:r}^{1:N} \) to \( x_{1:N}^{1} \). Then we have

\[
D_{P,Y'} = \frac{1}{N} \sum_{x_{1:N}^{1},y_{1:N}^{1}} P_{X_{1:N}^{1}, Y_{1:N}^{1}}(x_{1:N}^{1}, y_{1:N}^{1}) d(y_{1:N}^{1}, x_{1:N}^{1})
\]

\[
= \frac{1}{N} \cdot N \sum_{x,y'} P_{X,Y'}(x, y') d(x, y')
\]

\[
= \sum_{x \in \Lambda} P_X(x) \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}\Delta} \exp\left(-\frac{(y' - x)^2}{2\Delta}\right)(y' - x)^2 dy'
\]

\[
= \Delta.
\]

The result \( D_{P,Y'} = \Delta \) is reasonable since the encoder does not do any compression. If we replace \( P_{U_{1:r}^{1:N}, Y_{1:N}^{1:N}}(u_{1:r}^{1:N}, y_{1:N}^{1:N}) \) with \( Q_{U_{1:r}^{1:N}, Y_{1:N}^{1:N}}(u_{1:r}^{1:N}, y_{1:N}^{1:N}) \) and com-
press \( y^{1:N} \) to \( u_{t}^{r} \) at each level, the resulted average distortion \( D_{Q,Y'} \) can be bounded as

\[
D_{Q,Y'} = \frac{1}{N} \sum_{u_{1:N}^{1},y_{1:N}^{1}} Q_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1}) d(y_{1:N}^{1}, \mathcal{M}(u_{1:N}^{1} G_{N}))
\]

\[
\leq \frac{1}{N} \sum_{u_{1:N}^{1},y_{1:N}^{1}} P_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1}) d(y_{1:N}^{1}, \mathcal{M}(u_{1:N}^{1} G_{N}))
+ \frac{1}{N} \sum_{u_{1:N}^{1},y_{1:N}^{1}} |P_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1}) - Q_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1})| d(y_{1:N}^{1}, \mathcal{M}(u_{1:N}^{1} G_{N}))
\]

Since the densities of both \( Y' \) and \( X \) decrease exponentially to their square norms, the distortion caused by large \( x \) or \( y' \) is negligible, we can always assume a maximum distortion \( d_{\text{max}} \) between \( y' \) and \( x \). Then we have

\[
D_{Q,Y'} \leq D_{P,Y} + \frac{2}{N} V(P_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1}), Q_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1})) \cdot N d_{\text{max}}
= \Delta + O(2^{-N \rho'}),
\]

where the equation follows from (6.16) and \( r = O(\log \log N) \) [104, Lemma 5].

Now we consider using the same encoder to quantize the Gaussian source \( Y \).

The resulted average distortion \( D_{Q,Y} \) can be written as

\[
D_{Q,Y} = \frac{1}{N} \sum_{u_{1:N}^{1},y_{1:N}^{1}} Q_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1}) d(y_{1:N}^{1}, \mathcal{M}(u_{1:N}^{1} G_{N}))
\]

\[
= \frac{1}{N} \sum_{u_{1:N}^{1},y_{1:N}^{1}} P_{Y_{1:N}}(y_{1:N}^{1}) Q_{U_{1:N}^{1},Y_{1:N}^{1}}(u_{1:N}^{1}, y_{1:N}^{1}) d(y_{1:N}^{1}, \mathcal{M}(u_{1:N}^{1} G_{N})).
\]

Since the same encoder is used, for a same realization \( y_{1:N}^{1} \), we have
\[
Q_{U_{1:N}^{1:N}|Y_{1:N}^{1:N}}(u_{1:r}^{1:N}|y_{1:N}^{1:N}) = Q_{U_{1:r}^{1:N}|Y_{1:N}^{1:N}}(u_{1:r}^{1:N}|y_{1:N}^{1:N}),
\]
and hence
\[
D_{Q,Y} - D_{Q,Y'}
\]
\[
= \frac{1}{N} \sum_{u_{1:r}^{1:N}, y_{1:N}^{1:N}} (P_{Y_{1:N}^{1:N}}(y_{1:N}^{1:N}) - P_{Y_{1:N}^{1:N}}(y_{1:N}^{1:N})) \cdot Q_{U_{1:r}^{1:N}|Y_{1:N}^{1:N}}(u_{1:r}^{1:N}|y_{1:N}^{1:N})d(y_{1:N}^{1:N}, \mathcal{M}(u_{1:r}^{1:N}G_{N}))
\]
\[
\leq \frac{1}{N} N d_{\text{max}} \sum_{y_{1:N}^{1:N}} |P_{Y_{1:N}^{1:N}}(y_{1:N}^{1:N}) - P_{Y_{1:N}^{1:N}}(y_{1:N}^{1:N})|.
\]
Again, by the telescoping expansion,
\[
\sum_{y_{1:N}^{1:N}} |P_{Y_{1:N}^{1:N}}(y_{1:N}^{1:N}) - P_{Y_{1:N}^{1:N}}(y_{1:N}^{1:N})|
\]
\[
= \sum_{y_{1:N}^{1:N}} \sum_{i=1}^{N} |P_{Y_{1}^{i}}(y_{1}^{i}) - P_{Y_{1}^{i}}(y_{1}^{i})|P_{Y_{1:r}^{i-1}}(y_{1:r}^{i-1})P_{Y_{1:N}^{i+1:N}}(y_{1:N}^{i+1:N})
\]
\[
= \sum_{i=1}^{N} \sum_{y_{i}^{i}} |P_{Y_{i}^{i}}(y_{i}^{i}) - P_{Y_{i}^{i}}(y_{i}^{i})|
\]
\[
\leq \text{Lemma 6.2.2} \cdot N \cdot 8\epsilon_{\Lambda}(\tilde{\sigma}_{\Delta}).
\]
As a result,
\[
D_{Q,Y} \leq \Delta + O(2^{-N^2\epsilon_{\Lambda}}) + 8\epsilon_{\Lambda}(\tilde{\sigma}_{\Delta})d_{\text{max}}N.
\] (H.1)

By scaling \( \Lambda \), we can make \( \epsilon_{\Lambda}(\tilde{\sigma}_{\Delta}) \ll \frac{1}{8d_{\text{max}}N} \), and \( D_{Q,Y} \) can be arbitrarily close to \( \Delta \) with \( R > I(X;Y') \geq \frac{1}{2} \log \frac{\sigma_{\Delta}^2}{\Lambda} - \frac{5\epsilon_{\Lambda}(\tilde{\sigma}_{\Delta})}{n} \) (\( n \) could be 1). When \( \epsilon_{\Lambda}(\tilde{\sigma}_{\Delta}) \to 0 \), we have \( I(X;Y') \to \frac{1}{2} \log \frac{\sigma_{\Delta}^2}{\Lambda} \) and \( R > \frac{1}{2} \log \frac{\sigma_{\Delta}^2}{\Lambda} \).

Now it is ready to explain the lattice structure. From the definition of \( \mathcal{F}_{\ell} \) and [104, Lemma 6], it is easy to find that \( \mathcal{F}_{\ell} \subseteq \mathcal{F}_{\ell-1} \) for \( 1 < \ell \leq r \). When \( u_{\ell}^{S_{\ell}} \) is uniformly selected and \( u_{\ell}^{S_{\ell}} = 0 \) at each level, the constructed polar code at level \( \ell - 1 \) is a subset of the polar code at level \( \ell \). Therefore, the resulted multilevel code is actually a polar lattice and the MAP decision on the bits in \( S_{\ell} \) is a shaping operation.
according to $D_{\lambda,\sigma_r}$. Moreover, since $D_{Q,Y}$ is an average distortion over all random choices of $u_{\ell}^R$, there exists at least one specific choice of $u_{\ell}^R$ at each level making the average distortion satisfying (H.1). This is exactly a shift on the constructed polar lattice. Consequently, the shifted polar lattice achieves the rate-distortion bound of the Gaussian source. \qed
Proof of Theorem 6.4.4

Proof. We firstly show that the target distortion can be achieved. Recall $U_1^1:N = A^1:N G_N$ for each level $\ell$. Let $P_{U_1^1:N, X_1:N}$ denote the joint distribution between $U_1^1:N$ and $X_1:N$ when the encoder performs no compression at each level, i.e., the encoder applies encoding rule (6.9) for all indices $i \in [N]$ at level 1, encoding rule (6.13) for all $i \in [N]$ at level 2 and similar rules for higher levels, with the notation $X$ and $Y'$ being replaced by $A$ and $\tilde{X}$, respectively. Let $Q_{U_1^1:N, X_1:N}$ denote the joint distribution when only $U_1^\ell$ is recorded following the random rounding rule at each level. $U_1^\ell$ is a uniformly random sequence shared between the encoder and decoder, and $U_1^S\ell$ is determined according to the MAP rule (see (6.10) and (6.14)). As illustrated in (6.16),

$$\mathbb{V}(P_{U_1^1:N, X_1:N}, Q_{U_1^1:N, \tilde{X}_1:N}) = O(r \cdot 2^{-N^{\beta'}}). \quad (I.1)$$

Since $r = O(\log N)$, we can write $\mathbb{V}(P_{U_1^1:N, X_1:N}, Q_{U_1^1:N, \tilde{X}_1:N}) = O(2^{-N^{\beta'}})$. When quantization is performed for the source $X$, let $Q_{U_1^1:N, X_1:N}$ denote the resulted joint distribution. By Lemma 6.2.2 again,

$$\sum_{u_1^1:N, x_1:N} |Q_{U_1^1:N, \tilde{X}_1:N}(u_1^1:N, x_1:N) - Q_{U_1^1:N, X_1:N}(u_1^1:N, x_1:N)|$$

$$= \sum_{x_1:N} |P_{X_1:N}(x_1:N) - P_{X_1:N}(x_1:N)| \sum_{u_1^1:N} Q_{U_1^1:N, X_1:N}(u_1^1:N | x_1:N)$$

$$= \sum_{x_1:N} |P_{X_1:N}(x_1:N) - P_{X_1:N}(x_1:N)| \leq N \cdot 8\epsilon_A(\bar{\sigma}_q),$$
It has been shown that $\epsilon_A(\tilde{q}) = O(2^{-\sqrt{N}})$, we further have

$$
\mathbb{V}(P_{U_{1:N},X_{1:N},Q_{U_{1:N},X_{1:N}}})
\leq \mathbb{V}(P_{U_{1:N},X_{1:N},Q_{U_{1:N},X_{1:N}}}) + \mathbb{V}(Q_{U_{1:N},X_{1:N}})
= O(2^{-N^{\beta'}}) + O(2^{-\sqrt{N}})
= O(2^{-N^{\beta'}}).
\quad (1.2)
$$

As mentioned in Section 6.4, the encoder only sends $U_{1:T}^T$ to the decoder, which then utilizes the side information to recover $U_{1:T}^T$. Here we assume that $U_{1:T}^T$ can be correctly decoded and $U_{1:T}^{S_Q}$ is recovered according to the MAP rule. In this case, the decoder enjoys the same joint distribution $Q_{U_{1:N},X_{1:N}}$ as the encoder does. Recall that $B = \frac{a_q}{\alpha_q}Y$ and $\tilde{B} = \frac{a_q}{\alpha_q}\tilde{Y}$. Let $Q_{U_{1:N},X_{1:N},B_{1:N}}$ denote the resulted joint distribution of $U_{1:N}, X_{1:N},$ and $B_{1:N}$ when the encoder performs compression, i.e., compresses $X_{1:N}$ to $U_{1:T}^T$ at each level. Let $P_{U_{1:N},X_{1:N},B_{1:N}}$ denote the resulted joint distribution of $U_{1:T}, X_{1:N},$ and $\tilde{B}_{1:N}$ when the encoder performs no compression for $X_{1:N}$.

$$
2\mathbb{V}(P_{U_{1:N},X_{1:N},B_{1:N},Q_{U_{1:N},X_{1:N},B_{1:N}}})
= \sum_{u_{1:N},x_{1:N},b_{1:N}} \left| P(u_{1:N},x_{1:N},b_{1:N}) - Q(u_{1:N},x_{1:N},b_{1:N}) \right| \quad \text{(I.3)}
$$

According to Fig. 6.7, $\alpha_qX' \to X \to B$ and $A \to X \to \tilde{B}$ are two Markov chains. We have

$$
P(b_{1:N}|u_{1:N},x_{1:N}) = Q(b_{1:N}|u_{1:N},x_{1:N})
= \prod_{i=1}^{N} \frac{1}{\sqrt{2\pi\sigma_{z_i}^2}} \exp\left(-\frac{(b_i - x_i)^2}{2\sigma_{z_i}^2}\right). \quad \text{(I.4)}
$$
Therefore,

\[ \mathcal{V}(P_{U_{1:r},X_{1:1:N},B_{1:N}}, Q_{U_{1:r},X_{1:1:N},B_{1:N}}) = \mathcal{V}(P_{U_{1:r},X_{1:1:N}, Q_{U_{1:r},X_{1:1:N}}}) = O(2^{-N\beta'}). \] (I.6)

Recall that the reconstruction of \( \tilde{X} \) is given by \( \tilde{X} = A + \gamma(B - A) \). The average distortion \( \Delta_P \) caused by \( P_{U_{1:r},X_{1:1:N},B_{1:N}} \) can be expressed as

\[
\Delta_P = \frac{1}{N} \sum_{u_{1:r}^{1:N}, \tilde{x}_{1:1:N}} P_{U_{1:r}, \tilde{X}_{1:1:N}, B_{1:N}}(u_{1:r}^{1:N}, x_{1:1:N}, b_{1:N})d(x_{1:1:N}, \tilde{x}_{1:1:N}), \tag{I.7}
\]

where \( \tilde{x}_{1:1:N} = \gamma b_{1:1:N} + (1 - \gamma)M(u_{1:r}^{1:N}G_{1:N}) \), where \( M(u_{1:r}^{1:N}G_{1:N}) \) is a mapping from \( u_{1:r}^{1:N} \) to \( \tilde{a}_{1:N} \) according to the lattice Gaussian distribution. Clearly, given \( u_{1:r}^{1:N} \), there is a one-to-one mapping between \( b_{1:1:N} \) and \( \tilde{x}_{1:1:N} \) when \( r \) is sufficiently large. Thus, \( \Delta_P \) can be written as

\[
\Delta_P = \frac{1}{N} \sum_{u_{1:r}^{1:N}, \tilde{x}_{1:1:N}} P_{\tilde{X}_{1:1:N}, \tilde{X}_{1:1:N}, X_{1:1:N}}(u_{1:r}^{1:N}, \tilde{x}_{1:1:N}, x_{1:1:N})d(\tilde{x}_{1:1:N}, x_{1:1:N})
\]

\[
= \frac{1}{N} \sum_{\tilde{x}, x} P_{\tilde{X}, X}(\tilde{x}, x)d(\tilde{x}, x)
\]

\[
= \int_{\tilde{x}} f_{\tilde{X}}(\tilde{x}) \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi\Delta}} \exp\left(-\frac{(x - \tilde{x})^2}{2\Delta}\right)(x - \tilde{x})^2 dx d\tilde{x}
\]

\[
= \Delta.
\]

The expected distortion \( \Delta_Q \) achieved by \( Q_{U_{1:r},X_{1:1:N},B_{1:N}} \) satisfies

\[
\Delta_Q - \Delta_P = \frac{1}{N} \sum_{u_{1:r}^{1:N}, \tilde{x}_{1:1:N}} (P_{U_{1:r}, \tilde{X}_{1:1:N}, B_{1:N}} - Q_{U_{1:r}, \tilde{X}_{1:1:N}, B_{1:N}})d(x_{1:1:N}, \tilde{x}_{1:1:N})
\]

\[
\leq \frac{1}{N} Nd_{\max} \sum_{y_{1:N}} |P_{U_{1:r}, X_{1:1:N}, B_{1:N}} - Q_{U_{1:r}, X_{1:1:N}, B_{1:N}}|
\]

\[
= O(2^{-N\beta'}). \]
Now we show that the decoder is able to decode $U_{\ell}^{T/2}$ with vanishing error probability.

\begin{align*}
2\mathcal{V}(P_{U_{1:N},\tilde{B}_{1:N},Q_{U_{1:N},B_{1:N}}}) &= \sum_{u_{1:N}^{1}, b_{1:N}^{1}} |P(u_{1:N}^{1}, b_{1:N}^{1}) - Q(u_{1:N}^{1}, b_{1:N}^{1})| \\
&= \sum_{u_{1:N}^{1}, b_{1:N}^{1}} |\sum_{x_{1:N}^{1}} [P(u_{1:N}^{1}, x_{1:N}^{1}, b_{1:N}^{1}) - Q(u_{1:N}^{1}, x_{1:N}^{1}, b_{1:N}^{1})]| \\
&\leq \sum_{u_{1:N}^{1}, b_{1:N}^{1}} \sum_{x_{1:N}^{1}} |P_{U_{1:N},\tilde{X}_{1:N},\tilde{B}_{1:N},Q_{U_{1:N},\tilde{X}_{1:N},B_{1:N}}}| \\
&= O(2^{-N^{\alpha}}). \quad (I.8)
\end{align*}

By the result of [104], $P_{U_{1:N},\tilde{B}_{1:N}}$ results in an expectation of error probability $E_{\ell}^{\ell}[P_{\alpha}]$ at each level such that $E_{\ell}^{\ell}[P_{\alpha}] = O(2^{-N^{\alpha}})$. To see this, let $E_{i}$ denote the set of pairs of $u_{\ell}^{1:N}$ and $b_{1:N}$ such that the SC decoding error occurs at the $i$th bit for level $\ell$, then the block decoding error event is given by $E_{\ell} \equiv \bigcup_{i \in I_{\ell}} E_{i}$. Then the expectation of decoding error probability over all random mapping is expressed as

\begin{align*}
E_{\ell}^{\ell}[P_{\alpha}] &= \sum_{u_{1:N}^{1}, b_{1:N}^{1}} P_{U_{1:N},\tilde{B}_{1:N}}(u_{1:N}^{1}, b_{1:N}^{1}) \mathbb{I}[(u_{1:N}^{1}, b_{1:N}^{1}) \in E_{\ell}] \\
&\leq \sum_{i \in I_{\ell}} \sum_{u_{1:N}^{i}, b_{1:N}^{1}} P_{U_{1:N},\tilde{B}_{1:N}}(u_{1:N}^{1}, b_{1:N}^{1}) \mathbb{I}[(u_{1:N}^{1}, b_{1:N}^{1}) \in E_{i}] \\
&\leq \sum_{i \in I_{\ell}} \sum_{u_{1:N}^{i}, b_{1:N}^{1}} P(u_{\ell}^{1:i-1}, u_{1:i-1}, b_{1:N}^{1}) P(u_{\ell}^{i} | u_{1:i-1}, b_{1:N}^{1}) \\
&\quad \cdot \mathbb{I}[P(u_{\ell}^{i} | u_{1:i-1}, b_{1:N}^{1}) \leq P(u_{\ell}^{i} \oplus 1 | u_{1:i-1}, b_{1:N}^{1})] \quad (I.9) \\
&\leq \sum_{i \in I_{\ell}} \sum_{u_{1:N}^{i}, b_{1:N}^{1}} P(u_{\ell}^{1:i-1}, u_{1:i-1}, b_{1:N}^{1}) P(u_{\ell}^{i} | u_{1:i-1}, b_{1:N}^{1}) \\
&\quad \cdot \sqrt{\frac{P(u_{\ell}^{i} \oplus 1 | u_{1:i-1}, b_{1:N}^{1})}{P(u_{\ell}^{i} | u_{1:i-1}, b_{1:N}^{1})}} \\
&\leq N \cdot Z(U_{\ell}^{i} | U_{1:i-1}^{1:N}, A_{1:i-1}^{1:N}, B_{1:N}^{1:N}) \\
&= O(2^{-N^{\alpha}}).
\end{align*}
Then by the union bound, we immediately obtain that the expectation of multi-stage decoding error probability for the polar lattice $E_P[P_e] = O(2^{-N/\beta'})$. Let $P_{e}^{WZ}$ denote the expectation of error probability caused by $Q_{U_{1:N}^{1},B_{1:N}^{1}}$, i.e., it is an average error probability over all choices of the frozen bits $U_{\ell}^{FF}$ and shaping bits $U_{\ell}^{dS}$ for each level. Let $\mathcal{E}$ denote the set of the pairs $(u_{1:N \ell}, b_{1:N \ell})$ such that a lattice decoding error occurs. We have

$$P_{e}^{WZ} - E_P[P_e] = \sum_{u_{1:N \ell}^{1},b_{1:N \ell}^{1}} (P(u_{1:N \ell}^{1}, b_{1:N \ell}^{1}) - Q(u_{1:N \ell}^{1}, b_{1:N \ell}^{1})) \cdot 1[(u_{1:N \ell}, b_{1:N \ell}) \in \mathcal{E}]$$

$$\leq 2V(P_{U_{1:N \ell}^{1},B_{1:N}^{1}}, Q_{U_{1:N}^{1},B_{1:N}^{1}})$$

$$\leq O(2^{-N/\beta'}). \quad (I.10)$$

With regard to the data rate, we have

$$\sum_{\ell=1}^{r} |I_{Q \ell}| / N \rightarrow \frac{1}{2} \log \left( \frac{\sigma_{x}^2 \sigma_{z}^2 - \sigma_{y}^2 \Delta}{\sigma_{z}^2 \Delta} \right)^{+}, \quad (I.11)$$

and

$$\sum_{\ell=1}^{r} |I_{C \ell}| / N \rightarrow \frac{1}{2} \log \left( \frac{\sigma_{x}^2 \sigma_{z}^2 - \sigma_{y}^2 \Delta}{\sigma_{z}^2} \right)^{-}. \quad (I.12)$$

Finally,

$$R = \sum_{\ell=1}^{r} \frac{|I_{Q \ell}|}{N} - \frac{|I_{C \ell}|}{N} \rightarrow \frac{1}{2} \log \left( \frac{\sigma_{x}^2}{\Delta} \right)^{+}. \quad (I.13)$$
Proof. We firstly show the power constraint $P$ can be satisfied. Recall $U_{1:N}^1 = A_{1:N}^1 G_N$ for each level $\ell$. Similar to the previous proof, denote by $P_{U_{1:N},T_{1:N}}$ the joint distribution between $U_{1:N}^1$ and $T_{1:N}^1$ when the encoder applies random rounding rule for all indices $i \in [N]$ at level $\ell$. Denote by $P_{U_{1:N}^1,\bar{T}_{1:N}^1}$ the joint distribution when $U_{1:N}^1$ and $T_{1:N}^1$ are encoded following the random rounding rule at each level. $U_{1:N}^{\ell FC}$ is a uniformly random sequence shared between the encoder and decoder, $U_{1:N}^{\ell FC}$ is a uniform message sequence and $U_{1:N}^{\ell SC}$ is determined according to the MAP rule.

Notice that $\epsilon_A(\tilde{\sigma}_q) \leq \epsilon_A(\tilde{\sigma}_c) = O(2^{-\sqrt{N}})$. Similar to the previous proof, we have

$$\mathbb{V}(P_{U_{1:N},T_{1:N}}, Q_{U_{1:N},T_{1:N}}) \leq O(2^{-N\beta'}) + O(2^{-\sqrt{N}}) = O(2^{-N\beta'}) \quad (J.1)$$

Thus, the average transmit power realized by $Q_{U_{1:N},T_{1:N}}$ can be arbitrarily close to that realized by $P_{U_{1:N},T_{1:N}}$, i.e.,

$$\frac{1}{N} \sum_{u_{1:N},t_{1:N}} [Q_{U_{1:N},T_{1:N}}(u_{1:N},t_{1:N}) - P_{U_{1:N},T_{1:N}}(u_{1:N},t_{1:N})]d\left(\frac{1}{\alpha_q} M(u_{1:N}^1 G_N), t_{1:N}\right) \leq \frac{2}{N} N d_{max} \mathbb{V}(P_{U_{1:N},T_{1:N}}, Q_{U_{1:N},T_{1:N}}),$$

$$\leq O(2^{-N\beta'}) \quad (J.2)$$

where $M(u_{1:N}^1 G_N)$ denotes a mapping from $u_{1:N}^1$ to $t_{1:N}$ according to the lattice Gaussian distribution. Note that for a constant $\sigma_q^2$ and $\sigma_s^2$, the assumption of a maximum distortion $d_{max}$ is reasonable since the Gaussian distribution decays exponen-
tially with large distortion.

Now we show that the average transmit power realized by \( P_{U_{1:r},T_{1:N}} \) is arbitrarily close to \( P \). When \( r \) is sufficiently large, \( P_{A_1:r} \to D_{\Lambda,\sigma^2_a} \), and \( \bar{T} = A + N(0, \alpha_q P) \) as shown in Fig. 6.11. Then the variable \( \frac{1-\alpha_q}{\alpha_q} A + (A - \bar{T}) = \frac{1-\alpha_q}{\alpha_q} A + N(0, \alpha_q P) \) corresponds to a variable resulted from adding a lattice Gaussian distributed variable to an independent Gaussian noise. Notice that \( \frac{1-\alpha_q}{\alpha_q} \) only involves a scale on \( D_{\Lambda,\sigma^2_a} \).

When \( \epsilon_A(\tilde{\sigma}_g) \leq O(2^{-\sqrt{N}}) \), the flatness factor associated with the AWGN channel from \( \frac{1-\alpha_q}{\alpha_q} A \) to \( \frac{1-\alpha_q}{\alpha_q} A + N(0, \alpha_q P) \) is also upper bounded by \( O(2^{-\sqrt{N}}) \).

Check that \( \left( \frac{1-\alpha_q}{\alpha_q} \right)^2 \sigma_a^2 = (1 - \alpha_q)P \). Let \( \tilde{X} \) and \( \hat{X} \) denote \( \frac{1-\alpha_q}{\alpha_q} A + N(0, \alpha_q P) \) and Gaussian random variable with distribution \( N(0, P) \), respectively. By Lemma 6.2.2, \( \mathbb{V}(P_X, P_{\hat{X}}) \leq O(2^{-\sqrt{N}}) \). Let \( x^{1:N} = \frac{1}{\alpha_q} \mathcal{M}(u^{1:N}_{1:r}G_N) - t^{1:N} \), we have

\[
\begin{aligned}
\frac{1}{N} \sum_{u^{1:N}_{1:r},t^{1:N}} P_{U_{1:r},T_{1:N}}(u^{1:N}_{1:r},t^{1:N})d\left( \frac{1}{\alpha_q} u^{1:N}_{1:r}G_N, t^{1:N} \right) & = \frac{1}{N} \sum_{x^{1:N}} P_{X^{1:N}}d(x^{1:N}, 0) \\
& = E_X[x^2].
\end{aligned}
\]

Since \( \mathbb{V}(P_X, P_{\hat{X}}) \leq O(2^{-\sqrt{N}}) \), \( E_X[x^2] - E_{\hat{X}}[x^2] \leq O(2^{-\sqrt{N}}) \). Consequently,

\[
\begin{aligned}
P_T &= \frac{1}{N} \sum_{u^{1:N}_{1:r},t^{1:N}} Q_{U_{1:r},T_{1:N}}(u^{1:N}_{1:r},t^{1:N})d\left( \frac{1}{\alpha_q} \mathcal{M}(u^{1:N}_{1:r}G_N), t^{1:N} \right) \\
& \leq \frac{1}{N} \sum_{u^{1:N}_{1:r},t^{1:N}} P_{U_{1:r},T_{1:N}}(u^{1:N}_{1:r},t^{1:N})d\left( \frac{1}{\alpha_q} \mathcal{M}(u^{1:N}_{1:r}G_N), t^{1:N} \right) + O(2^{-N^{\beta'}}) \\
& \leq E_X[x^2] + O(2^{-\sqrt{N}}) + O(2^{-N^{\beta'}}) \\
& = P + O(2^{-N^{\beta'}}).
\end{aligned}
\]

Now we prove the reliability. Recall that \( Y = S + X + Z \), where \( X = S' - \rho S \)
is independent of $S$. Scaling $Y$ by $\rho$ gives us

$$\rho Y = \rho S' + \rho(1 - \rho)S + \rho Z$$  \hspace{1cm} (J.8)

$$= \alpha_c S' + \rho(1 - \rho)S - (\alpha_c - \rho)S' + \rho Z.$$  \hspace{1cm} (J.9)

Check that

$$\alpha_c - \alpha_q = \frac{P(P + \sigma_z^2)}{P\sigma_i^2 + (P + \sigma_z^2)^2} = (1 - \alpha_q)\rho, \hspace{1cm} (J.10)$$

leaving us $\alpha_c - \rho = \alpha_q(1 - \rho)$. Scale $\rho Y$ by $\frac{\alpha_q}{\alpha_c}$. Then

$$\frac{\alpha_q}{\alpha_c} \rho Y = \alpha_q S' + \frac{\alpha_q}{\alpha_c} (1 - \rho)(\rho S - \alpha_q S') + \frac{\alpha_q}{\alpha_c} \rho Z.$$  \hspace{1cm} (J.11)

Note that both $\rho S - \alpha_q S'$ and $Z$ are independent of $S'$. Replacing $\alpha_q S'$ with $A$, we have

$$\frac{\alpha_q}{\alpha_c} \rho \tilde{Y} = A + \frac{\alpha_q}{\alpha_c} (1 - \rho)(\rho S - A) + \frac{\alpha_q}{\alpha_c} \rho Z,$$  \hspace{1cm} (J.12)

which corresponds to the reverse solution shown in Fig. 6.11. Let $\tilde{Y}$ denote the channel output when $S$ is replaced by $\tilde{S}$, i.e.,

$$\frac{\alpha_q}{\alpha_c} \rho \tilde{Y} = A + \frac{\alpha_q}{\alpha_c} (1 - \rho)(\rho \tilde{S} - A) + \frac{\alpha_q}{\alpha_c} \rho Z.$$  \hspace{1cm} (J.13)

Recall $\tilde{T} = \rho \tilde{S}$, $T = \rho S$, and $\tilde{B} = \frac{\alpha_q}{\alpha_c} \rho \tilde{Y}$. Also let $\dot{B} = \frac{\alpha_q}{\alpha_c} \rho \dot{Y}$. According to the previous proof, we already have $\mathbb{V}(P_{U^1_{1,N}, T^1_{1,N}}, Q_{U^1_{1,N}, T^1_{1,N}}) \leq O(2^{-N^\beta'})$. Note that $Z$ is an independent Gaussian noise, it is not difficult to obtain that

$$\mathbb{V}(P_{U^1_{1,N}, T^1_{1,N}, B^1_{1,N}}, Q_{U^1_{1,N}, T^1_{1,N}, B^1_{1,N}}) = \mathbb{V}(P_{U^1_{1,N}, T^1_{1,N}}, Q_{U^1_{1,N}, T^1_{1,N}}) \leq O(2^{-N^\beta'}) \quad (J.14)$$
since $P_{B_1\cdot N[U_1\cdot N, T_1\cdot N]} = Q_{\bar{B}_1\cdot N[U_1\cdot N, T_1\cdot N]}$. By (I.8),

$$\mathbb{V}(P_{U_1\cdot N, \bar{B}_1\cdot N}, Q_{U_1\cdot N, B_1\cdot N}) \leq \mathbb{V}(P_{U_1\cdot N, T_1\cdot N, \bar{B}_1\cdot N}, Q_{U_1\cdot N, T_1\cdot N, B_1\cdot N}) \leq O(2^{-N\beta'}) \quad (J.15)$$

Note that $\bar{B}$ is a variable obtained by adding $A$ to a Gaussian noise, and $\hat{B}$ is the real signal received because the side information $S$ is Gaussian distributed. Similar to (I.9), the expectation of error probability $E_P[P_e]$ caused by $P_{U_1\cdot N, B_1\cdot N}$ can be upper bounded as $E_P[P_e] \leq O(2^{-N\beta'})$. Finally, the expectation of error probability $P_e^{GP}$ caused by $Q_{U_1\cdot N, B_1\cdot N}$ satisfies

$$P_e^{GP} \leq E_P[P_e] + 2\mathbb{V}(P_{U_1\cdot N, B_1\cdot N}, Q_{U_1\cdot N, B_1\cdot N}) \quad (J.16)$$

$$\leq O(2^{-N\beta'}). \quad (J.17)$$
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