Abstract
This work presents three case-studies of how fuzzy logic can be combined with large-scale immersive visualisation to enhance the process of graph sensemaking, enabling interactive fuzzy filtering of large global views of graphs. The aim is to provide users a mechanism to quickly identify interesting nodes for further analysis. Fuzzy logic allows a flexible framework to ask human-like curiosity-driven questions over the data, and visualisation allows its communication and understanding. Together, these two technologies successfully empower novices and experts to a faster and deeper understanding of the underlying patterns in big datasets compared to traditional means in a desktop screen with crisp queries. Among other examples, we provide evidence of how these two technologies successfully enable the identification of relevant transaction patterns in the Bitcoin network.

Keywords: Graph sensemaking, Fuzzy Logic, Data Exploration, Large-scale Visualisation, Graph Visualisation

1. Introduction
With the advances of computational and sensing systems, huge amounts of data are created and stored every day. In order to gain useful knowledge from them, these data needs to be processed and interpreted in proper and meaningful ways. These tasks are still primarily performed by humans in possession of domain knowledge and the mathematical and statistical tools at their disposal.

In this context, Data Visualisation (together with descriptive analytics) has been proved an effective way of gaining insights into data [1], and is consistently the first and last step in most data science projects [2]. According to Leigh and colleagues [3], visualisation serves three important roles during the scientific discovery process: quick verification of correctness of simulation models during development, quick delivery of simulation results by close integration with the model, and easiness of understanding by lay audiences.

Fuzzy logic and fuzzy set theory [4] rely on the fact that human beings employ mostly words in their computing and reasoning processes. These are appropriate formalisms to handle imprecise knowledge, and particularly, imprecise queries over the data [5]. That kind of queries is even more relevant when performing exploratory data analysis over big datasets, and has its maximum exponent in the query “which are the most interesting pieces of data?”.

As it is well known, within the Fuzzy formalism, axioms and facts are not in general either true or false, but they may hold to some degree of truth. Fuzzy Logic offers then a sound theoretical framework for curiosity-driven questions in the initial stages of the Data Exploration process.

In summary, both Data Visualisation and Fuzzy Logic improve interpretability and understanding of the data at hand, facilitating its query and exploration. In Chen’s words [6], “a visualisation process is a search process”. A search of meaningful insights than can drive further and deeper research and analysis on the dataset. Our thesis in this work is that blending these two technologies is a sensible proposal to intuitively perform an informed data exploration on big datasets, that would otherwise be very difficult, if not impossible, to process and fully understand. This combination has also the advantage to enable data understanding by broader lay audiences.

Describing datasets as graphs and networks, and relying on existing techniques to analyse them, has proven a successful line of action for plenty of scenarios. However, making sense of large graphs remains a fundamental challenge (reaching performance and usability issues), with few tools that allow users to interactively explore, visualise, and understand large graphs [7].

This paper precisely describes successful examples of such exploration employing fuzzy queries (particularly, looking for interesting nodes) and leveraging the KPMG Data Observatory at Imperial College’s Data Science Institute, the largest visualisation studio of its kind in Europe with 132 megapixels of display surface. The employment of a large-scale, high-resolution visualisation environment provides more effective data visualisation (with a global view) and greater insight into the data. By identifying interesting nodes, users are able to focus their attention
to those, which are in a more manageable scale that the original number of nodes in the large graph.

Among the three different case-studies presented, one focused on the Bitcoin network is currently allowing us to unveil unexpected transaction patterns and the observation of several evolving attacks \[^5\]. Immersive large-scale visualisations and fuzzy queries allow rapid identification of interesting nodes, which sparked discussion and further investigation amongst researchers.

Accordingly, the main contributions of the paper are the following:

- We introduce a simple but effective framework for performing fuzzy queries (e.g. interesting nodes) over the data visualised in our large-scale visualisation environment at the Data Science Institute at Imperial College London.
- We present illustrative examples of high resolution visualisation of large graphs and how they can be explored using fuzzy queries to intuitively achieve a greater degree of understanding by the lay user.
- We discuss the advantages that the combination of those two technologies brings for Data Exploration, and graph sensemaking in particular.

The remainder of this paper is organized as follows. Section 2 provides some background on large-scale visualisation, graph sensemaking, and the concept of Fuzzy Data Exploration. Section 3 describes and discusses three examples of how our research group is using large data visualisation and fuzzy logic to gain better insights into large graphs. Section 4 discusses the advantages of our proposal for data exploration, and graphs in particular. The paper concludes by providing future lines of action and research.

2. Background

This section presents previous work on Large-scale Visualisation, Graph Sensemaking, and Fuzzy Data Exploration, three technologies that together can accelerate the process of gaining relevant insights into big datasets.

2.1. Data Visualisation

Visualisation is about communicating and perceiving data, both abstract and scientific, by means of the human visual system. Although it was not until the 1980s \[^9\]-\[^10\], that data visualisation found a place in research, it has since then proved an effective way of gaining insights into data \[^1\] both at the initial and final stages of the analysis.

Visual data exploration, in particular, is especially useful when little is known about the data and the exploration goals are vague. In this context, visual data exploration can be viewed as a hypothesis-generation process \[^11\]. In it, the user can then interactively shift and adjust the analysis goals. In this process, hypotheses might get validated or rejected on a visual basis, and new ones can be introduced. According to Shneiderman \[^11\], visual data exploration follows a three-step process comprising overview, zoom and filter, and details-on-demand.

As datasets grow in complexity and scale, so should their visualisations, with many research teams and engineers developing hardware and software tools to enable large-scale visualisations on big screens and video-walls. The hypothesis is that more visual space will foster greater speed, accuracy, comprehension and confidence on the data analysis and interpretation. Pioneers on this topic were the works by the Electronic Visualization Laboratory at the University of Illinois at Chicago, and their CAVE \[^12\] and CAVE2 \[^13\] environments. Other examples of large visualisation environments reported in literature include \[^14\]-\[^16\]-\[^8\].

One of the advantages of high resolution visualisations is the ability to combine in the same display the aforementioned three steps (overview, zoom and filter and details-on-demand) described by Shneiderman. Besides the obvious technical difficulties that large visualisation poses (e.g. screen synchronization, high-resolution displays, bandwidth), it also prompts a shift from a single-user workflow towards a more collaborative one. This has critical advantages for the comprehension of data and identification of insights, and it is one of the key benefits of this type of systems.

Roberts et al. \[^17\] recently reflected on the new challenges and opportunities that lie ahead for visualisation. Some of these challenges are precisely the ones addressed in our present work, mainly, large-scale immersive visualisation and human-like querying. They both aim at achieving a better comprehension of the growing datasets currently available, in intuitive ways for the users.

To perform this study, we leverage the large-scale visualisation observatory built at Imperial College London premises, which features a distributed rendering cluster with 64 46” HD screens. These screens have been arranged in a 6m diameter circle with 16 columns of 4 monitors. The 313 degree immersive space has a total resolution of 132M pixels across 37.31m\(^2\).

2.2. Exploratory Data Analysis in Graphs

For graphs, like for any dataset, the first insights into them can be gained either through descriptive analytics or through visualisation. In that regard, Gephi \[^18\] is probably the most well known piece of software for graph processing and exploration. Apart from real-time visualisation, this software is able to apply different layouts, apply filters, and calculate various metrics.

Data exploration in graphs (or graph sensemaking \[^17\]) is not a new problem. The initial survey on graph visualisation techniques was authored by Herman et al. \[^19\] with Landesberger et al. \[^20\] reviewing the works after 2000. More recently, Pienta et al. \[^7\] organised most of those works according to their opportunities for understanding...
the underlying graph, providing a new angle into this area of research.

However, the increase in the relative size of datasets to account for real-world problems, has forced researchers and engineers to move to distributed and parallel proposals [24] in order to explore and process large graphs, and to calculate different measures over them. Machine learning research has made great advancements in developing scalable and distributed algorithms, but they often lack support for interactivity. Similarly, human-computer principles for interaction and visualisation are difficult to scale to the degree needed with the large size of current datasets.

For the sake of clarity, our proposal is not on improving the rendering of large graphs, or on improving the calculation of particular measures over them. For that, we rely on existing methods. Our proposal is to improve sensemaking by combining large scale visualisation and fuzzy queries on graph measures, with the aim of quickly identifying interesting nodes on global views of large graphs (which otherwise would be complicated and time-consuming), and informing latter stages of further research.

2.3. Fuzzy Data Exploration

Fuzzy Sets were initially proposed by Zadeh [4] to represent and manage imprecise and vague knowledge. Whilst in classical set theory elements either belong to a set or not, in fuzzy set theory elements can belong to a set to a certain degree.

Fuzzy set theory extends all classical set operations to fuzzy sets. The intersection, union, complement and implication set operations are performed by corresponding functions; respectively, a t-norm, a t-conorm, a negation, and an implication. The combination of them is called a fuzzy logic, and there are several of them depending on the selected functions [22].

For the sake of simplicity, in the rest of this article we will consider the fuzzy connectives originally proposed by Zadeh, namely the Gödel conjunction and disjunction, Lukasiewicz negation, and Kleene-Dienes implication (Table 1). They provide adequate results for our actual scenarios. Other typical fuzzy logics are Lukasiewicz, Gödel, and Product, which have different properties and interpretations [23].

Table 1: Specification of the Zadeh fuzzy logic

<table>
<thead>
<tr>
<th>Notation</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-norm</td>
<td>$\alpha \otimes \beta = \min{\alpha, \beta}$</td>
</tr>
<tr>
<td>t-conorm</td>
<td>$\alpha \oplus \beta = \max{\alpha, \beta}$</td>
</tr>
<tr>
<td>negation</td>
<td>$\ominus \alpha = 1 - \alpha$</td>
</tr>
<tr>
<td>implication</td>
<td>$\alpha \Rightarrow \beta = \max{1 - \alpha, \beta}$</td>
</tr>
</tbody>
</table>

Fuzzy logic has powered the methodology of Computing with words [24], a methodology in which words are used in place of numbers for computing and reasoning. It is a fact that human beings employ mostly words in their computing and reasoning processes, without needing an explicit use of any measurement. Fuzzy logic precisely enables this type of intuitive reasoning, and thus closes the gap between human reasoning and mathematical reasoning [25].

Fuzzy querying is not a new concept (see [26, 27] for early works, and [28, 29] for more recent ones), and it has been mainly applied as an extension of traditional querying in RDBS, enabling users to query them in natural language (inherently imprecise and vague). Our work can be considered as related with fuzzy querying because we will consistently ask for the interesting nodes within a graph. Fuzzy Logic will provide a powerful means of modelling the degree of interest of a node.

There have also been several previous proposals on visualising fuzzy rules and data [29, 30, 31, 32]. However, to the best of our knowledge, ours is the first attempt at applying fuzzy mechanisms in large-scale visualisation with the aim of highlighting relevant aspects, and improving the data exploration process. This fact is surprising taking into account that querying and filtering is one of the main tasks within visual data exploration.

To do the querying, we employ a fuzzy rule-based system (FRBS) in which fuzzy rules describe the quantitative relationship between variables in linguistic terms. As its crisp counterpart, FRBS comprises a knowledge base and an inference engine.

The Knowledge base collects the expert knowledge about the association of elements in the system. It is represented as a set of IF-THEN rules and membership functions. The current membership functions for the different linguistic tags and their rules have been defined by means of experts in a per-case basis (although they can be changed interactively if needed). In the future, we aim to automatically extract those functions from the current data being visualised, and to provide a means to aggregate different experts' definitions through consensus [33].
The Inference Engine is responsible of accepting the inputs after the fuzzification process, match them against the rules in the knowledge base, and provide the output values to the defuzzification module in order to obtain the output measurement. In our current implementation, we use Mamdani inference [34] due to its intuitiveness, and suitability for being understand by all users.

It should be noted that linguistic fuzzy inference offers advantages in terms of interpretability of the rules, although might present problems regarding its accuracy. This balance has been the subject of numerous discussions [35]. In our particular case (data exploration in big datasets), the loss of accuracy is perfectly acceptable measured against the gain in flexibility and intuitiveness that we achieve, specially in the early stages of the data exploration process.

3. Experimentation

To illustrate the power of large scale visualisation combined with fuzzy logic in order to perform effective data exploration of big datasets, we present in this section three examples focused on large graphs. In particular, we aim to highlight interesting nodes. In its abstract form, a graph is a representation of a set of objects and their interconnections. Graph models can be used to better understand the relations between different phenomena, such as traffic patterns, consumer behaviour, and weather anomalies, in addition to the analysis of social networks.

It is a fact, though, that graph analytics have been slowed down by complexity and scale. The huge number of interrelations in real-world graphs has prevented a deep analysis of these structures in appropriate manners. One of our lines of research within the Data Science Institute at Imperial College London is precisely on ways to better understand and communicate the information hidden within real-world graphs. Visualisation offers an intuitive mechanism to drive such an analysis, but yet, it is not enough as the human visual systems is unable to process information over certain thresholds.

There are several variables that can be defined over a graph and its elements. For illustrative purposes, we will only focus in this work on two of them (degree and weight of a node), but many others can be used (weight of an edge, graph diameter, average degree, ...). The two selected variables will be defined as linguistic variables (a variable whose values are not numbers but words or sentences in a natural or artificial language [25]), and their domains described over a set of three linguistic terms: Low, Medium and High. Linguistic terms are less specific than numerical values, but much more closer to the way humans express and use their knowledge.

The membership functions for each linguistic term will be de- fined to characterise nodes in a graph, by means of two linguistic terms (Low and High). Interest is defined with the membership functions depicted in Figure 2.

In summary, the linguistic variables (with their corresponding linguistic term set) that we will consider for the examples in this section are the following:

**Degree of Node** = {Low, Medium, High}  
**Weight of Node** = {Low, Medium, High}  
**Interest** = {Low, High}

Applying fuzzy logic to graphs has been previously proposed in literature, mainly by proposing fuzzy graphs, and describing its modelling, visualisation and analytics [36]. Our current work, however, is focused on performing fuzzy queries on crisp graphs. As previously indicated, we will employ a Fuzzy Rule-based System to perform such inference, in order to identify what are the interesting nodes.

In terms of time complexity, and providing that we are not proposing any layout algorithm, our proposal for rendering a graph is linear in time as it requires visiting all nodes and links. Assuming that the crisp values for a metric (e.g. degree or weight) are already calculated for the nodes/links, the time to perform fuzzy queries over them varies linearly with the number of nodes (resp. links) in the large-scale graph (also with the number of rules in the knowledge base, but in practice, due to the different orders of magnitude, the number of rules can be dismiss).

Therefore, by performing the fuzzy calculation and rendering in the same operation (as it is the case), the time complexity is linear, and the difference between rendering a crisp query and a fuzzy one is imperceptible.

3.1. Network of relations

We will start with a simple case-study in order to demonstrate the potential of combining large-scale visualisation with fuzzy logic for data exploration purposes. In particular, we will consider a couple of networks of relations between entities.

![Figure 2: Interest linguistic variable with its corresponding linguistic terms.](image)
Firstly, let’s consider co-appearance network of characters in the novel Les Misérables [37], in which every character is a node and the co-appearance in the novel is represented as a link. According to the previously defined linguistic variables, we will consider as interesting characters those with a high number of connections (i.e. nodes whose degree is high). In rule terms, \textit{IF Degree IS High THEN Interest IS High}. We will also define as nodes with low interest those with a low degree of connections (i.e. \textit{IF Degree IS Low THEN Interest IS Low}).

This graph, with the highlights, is shown in Figure 3. As expected, the green nodes (nodes with high interest) correspond to those with most connections in the graph and to the main characters in Victor Hugo’s novel. Similarly, nodes with low interest (in red) correspond to nodes with a low degree. In this very simple example, the validity of the highlighting system can be easily checked in a visual way by plotting the links, even if no layout algorithm is applied.

The same query—interesting characters—can be performed (with the only modification of the particular values of the membership functions to adapt them to the new domain) to any other dataset. To demonstrate this, we made use of a larger one, the co-appearance network of characters in the Marvel heroes universe [38], in which every character is a node and the co-appearance in a comic is represented as a link. This graph contains 10,469 nodes and 224,126 edges.

The visual results of such a query are shown in Figure 4 with the interesting characters highlighted in yellow together with their names. All of them correspond to well-known heroes for the general public (among others, Spiderman, Hulk, Captain America, Thor, and Iron Man). Large-scale visualisation and fuzzy querying has allowed us (and any non-expert user) to quickly and visually check, over more than 10,400 nodes, that the most connected ones are indeed those corresponding to the famous heroes.

Figure 5 shows the membership functions for the different linguistic terms in variable ‘degree’ for the “Les Misérables” graph. Figure 6 shows the membership functions for that same linguistic variable in the “Marvel universe” scenario.

In both cases, and specially in the Marvel one, without a mechanism to identify interesting nodes that worth further investigation, it would be very difficult for a user to focus their research efforts on relevant aspects of the dataset. Our proposal provides a quick and natural way of querying for the most interesting nodes in these datasets. Note also that, despite no layout algorithm being applied, we are yet able to visually identify these nodes.

3.2. Discovering biggest contributors in Wikipedia

The second scenario to demonstrate the potential of intuitive fuzzy queries and large-scale visualization for gaining quick insights into the data is a graph of editions to the Wikipedia. In particular, the “Wikipedia Edits During the Middle East Riots” dataset [39] from Elijah Meeks, while working as the digital humanities specialist at Stanford University.

This dataset has three types of nodes (topics, editors and editions) that we will render in different colours (see Figure 7). While the number of topics is contained, the number of editors and editions is high, making it infeasible to explore them all. Using our framework, we can again query for interesting nodes, which in this case are defined in two ways:

- \textit{Interesting contributors} are those with a higher number of editions (i.e. more active). The linguistic variable is defined over the degree of an editor node.

- \textit{Interesting editions} are substantial editions (i.e. large number of characters changed). They are defined over the weight of edition nodes.

Therefore, two rules exist: \textit{IF Degree IS High THEN Interest IS High}, and \textit{IF Weight IS High THEN Interest IS High}.

Figure 7 visually presents the dataset in our Data Observatory, with the three types of nodes rendered in different colours (topics in blue, editors in green, and editions in pink). \textit{Interesting nodes} are also rendered (\textit{interesting editors} in yellow, and \textit{interesting editions} in red). As can be seen, the biggest editions are mostly related with the topic “Egyptian Revolution of 2011”. Biggest contributors, on the other hand, are equally distributed across different topics, and no immediate trend is apparent.

For the sake of completeness of the descriptions, Figures 8 and 9 show the different trapezoidal membership functions for the linguistic variables involved in these examples.

3.3. Discovering anomalous transactions in the Bitcoin network

Finally, we will explore the potential of fuzzy queries and large-scale visualization for Data Exploration in the dataset of Bitcoin’s transactions, which is one of our current lines of research [8].

Bitcoin is the first implementation of a successful cryptocurrency system [30]. It takes the form of a peer-to-peer network in which the nodes interchanges bitcoins, saving all transactions (composed of \textit{1.n outputs and 0.n inputs}) into a distributed ledger known as the blockchain. By design, this database and its updates are public in order to allow a real-time majority consensus to form as to the current valid system state.

In a previous work [8], it was proposed a visualisation of transactions using a force-directed graph layout with gravity provided by the \textit{SigmaJS} library and its \textit{ForceAtlas2} continuous layout algorithm [41]. In it, a transaction is visualised as a single vertex, associated by edges to its component orange input and blue output vertexes. Independent transactions are visually associated to each other in two ways: either directly through an existing output.
Figure 3: Highlighted in green are the interesting characters (defined as those with high degree of connections) in the *Les Misérables* graph. Highlighted in red are the characters with a low number of connections. Even without a proper layout, it is easy for users to visually identify which are a few nodes that might have some further interest.

Figure 4: Highlighted in yellow are the interesting characters (defined as those with high degree of connections) in the Marvel universe. A random layout is applied, and links have been removed for clarity. To improve legibility, labels have been added manually on top to the image.
becoming an input to a new transaction within the timeframe of the visualisation, or indirectly through the re-use of the same cryptographic public key within an element of a transaction, which we connect with a grey edge.

In the context of this visualisation, a normal human-like Bitcoin transaction is composed of one input and two outputs (the amount paid and the change back). However, looking at the visualisation, it is immediately evident that there are some transactions that do not look human-like, as they have plenty of links and interconnections. For more details on some of these patterns, we encourage the reader to check [8].

Fuzzy logic allows us to describe human-like transactions as those with a small number of inputs and a small number of outputs. Note that, the term small is used in this query and sound perfectly normal for a human being. However, in terms of computer interaction, small should be translated into an exact value, and that is not generally an easy task for non-experts when first approaching the data.

The power of fuzzy querying is fully exploited when more complex queries are performed such as: “transactions with a high number of outputs, and a low value” (which we hypothesise correspond to malicious transactions trying to spam the network with high-frequency, complex, low-value transactions). In this query, two linguistic variables are involved. In rule terms, it would be expressed as IF Degree IS High AND Weight IS Low THEN Interest IS High.

This query has been applied to a graph containing all the transactions within three consecutive Bitcoin blocks (particularly, blocks #364132, #364133 and #364134). This graph comprises more than 37,000 nodes and almost 50,000 edges.

A visualisation of interesting transactions (that we consider malicious) over that graph is presented in Figure [10]. It confirms that the worm-like structures are certainly suspicious in its nature. Of course, these insights should be later further explored and confirmed by deeper analytics, but in a very intuitive way, visualisation and fuzzy querying have put us on our way to do so.

For the sake of completeness of the descriptions, Figures [11] and [12] show the different trapezoidal membership functions for the linguistic variables involved in the Bitcoin example.

4. Discussion

The previous examples and use cases show that the proposed combination of large scale visualisation with fuzzy queries notably increases the capabilities and power of Data Exploration, providing support for much more expressive insights into the data. Fuzzy queries retrieve not only values explicitly asserted in the data, but also information automatically inferred by a logic-based reasoning process. Therefore, Fuzzy Logic offers a sound theoretical framework for curiosity-driven questions in the initial stages of the Data Exploration process. The availability of languages and tools facilitates the implementation of this kind of solutions.

In its current implementation, linguistic terms have to be defined on a per-case basis (although they can be easily modified, if required). The results (interesting nodes) are directly dependant on the definition of the linguistic tags and the rules. Interestingly enough, for our purposes of Data Exploration they do not need to be very accurate, and a rough idea of their values is generally sufficient to achieve meaningful results.

For the cases demonstrated in this paper (with different combinations of variables and rules), this framework is sufficient for identifying the interesting nodes in large graphs, greatly reducing the number of nodes a user has to pay attention to. In this context, reducing the core of the linguistic tags that lead to high degrees of interest would mean that a smaller number of nodes qualifies to be considered as interesting.

The size and detail that the Observatory environment enables in visualisations is the key to gain insights into the data in a much quick and effective way. At least, that is the general comment of the users at our environment, and the fact reported in several other works [16, 3]. An environment such as ours enables Shneiderman’s three-step process for visual data exploration (overview, zoom and filter, and details-on-demand) to happen in an interactive iterative and social means.

There are as well extensive reports in the literature on the benefits of the Computing with words paradigm for Human Computer interaction and querying. Our work has demonstrated that it can nicely blend together with
Figure 7: Large scale visualisation at the KPMG Data Observatory of a graph representing Wikipedia edits during the Middle East riots. Topics are represented as blue nodes, editors are green, and editions are pink. Interesting contributors (more active) are highlighted in yellow, whilst interesting editions (more substantial) are highlighted in red. Label of three topics have been manually included.

One of the proclaimed features of big data analysis is that, as the amount of data is so big, patterns are resilient to random errors and they do not need to be very accurate; just enough to point trends out.

In the same way, the accuracy of the results does not need to be high for the initial stages of Data Exploration in large-scale visualisations. In fact, what is needed at this point is a high level and general understanding of the whole data, and the ability to quickly spot relevant patterns (in our own words, interesting nodes). Both fuzzy querying and large-scale visualisation precisely contribute to that.

The additional advantage of a facility such as the KPMG Data Observatory (which we have not specially remarked in this paper) is its social facet which naturally fosters the interactions between teams, and facilitates the collaborative evaluation and exploration of graphs and patterns. Joint data exploration by members of a team is another way of gaining deeper insights on the data, compared with doing it alone.

Finally, and although we have shown here the application to graph exploration, other visualisations can perfectly benefit from fuzzy querying, and we are indeed currently exploring these possibilities.

For instance, geolocated data can be queried in terms
of approximate distance to different reference points. A query such as “Most crowded underground stations close to a hospital” is certainly possible within the fuzzy formalism (with most crowded and close to as fuzzy terms), and nicely represent the kind of query a manager might ask. It is certainly more natural than “Stations with more than 1500 passengers per hour and located less than 100 metres to a hospital”.

The previous fuzzy query can be further extended with temporal information (which can again be expressed in fuzzy terms): “Most crowded underground stations in the mornings, close to a hospital”. Certainly, the possibilities are endless.

5. Conclusions and further work

This paper has illustrated how the combination of large-scale high resolution visualisation environments with fuzzy logic can provide a valuable tool to gain understanding of and insight into big data by means of very simple human-like queries. This has been shown through the exploration of high-resolution visualisations of three different graphs representing very different information.

These visualisations (some of them of over 30,000 vertices) together with fuzzy queries on them, provide a quick high-level overview and drilled-down detail of interesting knowledge within the data. In particular, with a very simple formalism, we were able to provide users a way...
to quickly identify interesting nodes, which might be defined differently for different domains. Once those nodes are identified, further research can be done around them and their properties.

Although the fuzzy models employed here are far from complex, the reader can see the interesting results achieved, and the huge possibilities ahead if more complex queries are required for a given domain. Both fuzzy query and large-scale visualisation empower a more intuitive, human-friendly way of gaining insights into the data in big datasets.

Of course, the definition of an interesting node varies for each scenario, and is a difficult problem in itself. To define these, we relied on human experts to provide relevant linguistic terms for each one of the related variables. We are looking into ways of automatising this definition.

This work has concentrated on the visualisation of fuzzy queries (and particularly, on interesting nodes) over crisp graphs. A further step will be the visual representation of fuzzy graphs (i.e. graphs in which the weight of nodes and edges are themselves fuzzy), and fuzzy information. In those scenarios, fuzzy querying can be directly applied without requiring any fuzzification process.

In addition to that, we are currently extending the fuzzy querying functionality to other visualisations of data in the environment. The final goal is to integrate fuzzy querying as a natural mechanism to gain insights into the visualised data, in the same way that crisp querying, filtering and zooming are nowadays used.

We share with Roberts et al. [17] the strong believe that data visualisation is “the next big thing”. But we also believe that Fuzzy Logic has its role to play on it. As we have demonstrated, the potential certainly exists.
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