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ABSTRACT

We report the results of a VAMAS (Versailles Project on Advanced Materials and Standards) inter-laboratory study on the measurement of the shell thickness and chemistry of nanoparticle coatings. Peptide-coated gold particles were supplied to laboratories in two forms: a colloidal suspension in pure water and; particles dried onto a silicon wafer. Participants prepared and analyzed these samples using either X-ray photoelectron spectroscopy (XPS) or low energy ion scattering (LEIS). Careful data analysis revealed some significant sources of discrepancy, particularly for XPS. Degradation during transportation, storage or sample preparation resulted in a variability in thickness of 53%. The calculation method chosen by XPS participants contributed a variability of 67%. However, variability of 12% was achieved for the samples deposited using a single method and by choosing photoelectron peaks that were not adversely affected by instrumental transmission effects. The study identified a need for more consistency in instrumental transmission functions and relative sensitivity factors, since this contributed a variability of 33%. The results from the LEIS participants were more consistent, with variability of less than 10% in thickness and this is mostly due to a common method of data analysis. The calculation was performed using a model developed for uniform, flat films and some participants employed a correction factor to account for the sample geometry, which appears warranted based upon a simulation of LEIS data from one of the participants and comparison to the XPS results.
INTRODUCTION

Engineered nanoparticles are of major importance as enabling components for novel technologies, such as drug delivery vehicles,\(^1\) medical diagnostics,\(^3\) sensors,\(^5\) batteries\(^7\) and opto-electronic devices.\(^9\) Their utility is constrained by the fine tolerances required for size, shape, dispersity, aggregation state and ability to interact appropriately with other functional elements. To establish the causes of variable performance, to ensure batch-to-batch consistency and to assist the scale-up of nanoparticle production, it is important to be able to measure the properties of particles that define performance. Such measurements need to be sufficiently sensitive and precise in order to identify any deviations that affect the product and, for the purpose of assurance, they need to be reproducible. Reproducibility will enable comparability in measurements between manufacturers and users of nanomaterials and establish confidence in the supply chain, thereby reducing the costs of development and quality procedures.

To modify the aggregation state, external interactions and, in some cases, the functional performance of nanoparticles it is necessary to have control over the surface chemistries. The measurement of surface chemistry has received less attention than particle size, possibly because quantitative measurements are difficult to perform \textit{in-situ} and require the use of specialized instruments. One of the most appropriate methods, which provides quantitative information on surface elemental composition, some chemical state information and an information depth consistent with nanoparticle dimensions is X-ray photoelectron spectroscopy (XPS). This method has been employed routinely for many decades to study the surfaces of nanoparticles used in supported heterogeneous catalysis, and is increasingly being used to measure the properties of nanoparticles used for medical and optoelectronic applications.\(^{13-17}\) Recent reports have indicated that ion scattering methods, such as low and medium energy ion scattering (LEIS and MEIS) may be employed as a sensitive method for
measuring the coating thickness of nanoparticles. There are a number of challenges that analysts face when they employ ultra-high vacuum techniques to characterize nanoparticles.

The purpose of this study was to determine the most significant analytical challenges, to assess their significance and to identify actions to ameliorate the most important of these.

SAMPLES

Citrate-stabilized gold NPs of diameter 59 nm were purchased from BBI Solutions (Cardiff, UK). Citrate coated NPs were imaged by Scanning Electron Microscopy (SEM) using a Zeiss (Oberkochen, Germany) Supra Microscope (In lens, 30 µm aperture, 10 kV) to assess the assumption of NP sphericity. The diameter was confirmed by dynamic light scattering and the polydispersity index was determined to be 0.13 by measurements in triplicate. The buffer 3-[4-(2-Hydroxyethyl)-1-piperazinyl]propanesulfonic acid (EPPS) was obtained from Sigma Aldrich (St Louis, MO, USA). The CAG4 peptide (CGGGNPSSLFRYLPSD) was purchased from GenScript (Piscataway, NJ, USA). All NP suspensions were prepared and stored in Eppendorf (Hamburg, Germany) LoBind tubes as a precaution against peptide loss by adsorption.

A suspension of peptide-coated NPs was prepared by the addition of citrate-stabilized gold NPs to an equal volume of peptide solution (0.034 g L⁻¹, i.e. 20 µM, CAG4 peptide in 10 mM EPPS buffer). Incubation was performed at room temperature for 1 hour, with gentle shaking. The suspension was then subjected to centrifugation washes to remove traces of buffer salts and unbound peptide. Three centrifugation cycles (1 hour, 180 RCF, Eppendorf 5430 centrifuge) were performed during which most of the supernatant was removed, and the pellet from each 2 mL tube was re-suspended in ultrapure water. After the final spin, the supernatant was removed and the pellet (~ 50 µL) was collected and recombined to one large batch (estimated final concentration ~5 x10¹¹ NPs per mL). The batch was then divided in
two: one half was used to prepare 35 ready-deposited samples for distribution, the other half was divided into 35 smaller Eppendorf tubes for distribution as a concentrated suspension. Silicon wafer with 100 surface orientation (University Wafer, Boston, MA, USA) was cut into 70 squares of 1 x 1 cm$^2$. The wafer was cleaned by soaking in isopropyl alcohol and dried under a stream of nitrogen. A 6.07 mm bore Viton rubber O-ring (RS Components, Corby, UK) was placed centrally on to each of 35 substrates to reduce coffee-ring effects caused by differential evaporation rates. Aliquots of the concentrated peptide-coated nanoparticle suspension (3 µL per substrate) were applied to the center of each O-ring (without making contact with it) and allowed to dry under vacuum in a desiccator before the addition of a further aliquot on top of each spot (Figure 1B). This was repeated until the entire aliquot had been utilized (170 µL per sample), i.e. more than 50 aliquots of suspension, with an 8 hour preparation time.

Silicon wafer coated with 100 nm gold (Platypus Technologies, Madison, WI, USA) was cleaned with ethanol and water and dried under a stream of nitrogen both before and after 20 minutes of ultraviolet ozone cleaning (T10X10 ozone cleaner, UVOCS, Montgomeryville, PA, USA). Peptide functionalization of flat gold was performed by soaking the cleaned gold surface in the peptide solution. The substrates were incubated for one hour at room temperature before the surfaces were rinsed with ultrapure water and gently dried under a stream of nitrogen.

The samples deposited on to silicon substrates were stored and transported in Fluoroware wafer shipping containers (Entegris, Billerica, MA, USA). These are referred to as sample type ‘A’. The containers incorporated a flexible plastic ‘spider’ to prevent sample damage by rattling during shipping. As a precaution against oxidation or other forms of degradation, the samples were transported within sealed bags containing an argon atmosphere, and upon receipt, participants were instructed to place the whole unopened bag directly into a
refrigerator (2-5 °C) for storage. The samples were transported with temperature indicators to alert the recipient if the nanoparticle solutions were subjected to freezing temperatures during transit which could compromise their integrity. Participants were instructed to allow at least one hour for the samples to return to room temperature before opening the Fluoroware container, and in addition, that samples should only be handled at their edge using cleaned metal tweezers held using powder-less polyethylene gloves.

All participants were sent the protocol for sample preparation and analysis (Supplementary Information S1). This document provided guidance for sample handling in addition to a suggested method for depositing the NPs from suspension which was identical to the procedure described above for sample type ‘A’. Participants prepared their own samples from the suspension provided to them, using the method provided as guidance, these are referred to as sample type ‘B’. Both sample types ‘A’ and ‘B’ were analyzed using either XPS or LEIS by each participant.

**ANALYSIS**

Due to the variety of instruments used in the study, no single set of instrumental operating conditions could be specified for either XPS or LEIS. Therefore, participants were instructed to use instrument settings which would give the most reliable performance. Participants were requested to perform analysis in triplicate on three non-overlapping regions of each sample, with minimal exposure to elevated temperatures. The data was reported as equivalent atomic %, assuming homogeneous distribution of the elements using participants’ standard procedures and wide-scan spectra were also returned to NPL for detailed analysis.

Participants were invited to use their own in-house procedures to calculate the thickness of the peptide coating, and after completing their analysis to return the samples to NPL. However, not all participants were able or willing to attempt this calculation.
PARTICIPANTS

Samples were distributed to 25 different laboratories for analysis; with some receiving multiple sample packs for analysis using different instruments. Data was returned by 20 participants, 16 participants used XPS and 5 participants used LEIS. Participants are designated with letters; A-P used XPS; Q-U used LEIS; one laboratory returned both LEIS and XPS data, and has been designated separate letters for each instrument. Instrumentation and sample preparation details for each participant are listed in Table 1. A number of participants attempted a MEIS analysis of these samples, but this technique proved unsuitable for these particular samples and therefore it is not included in this work.
Table 1: Participant instrumentation details, sample deposition and thickness calculation methods.

<table>
<thead>
<tr>
<th>Code</th>
<th>Method</th>
<th>Instrument &amp; beam size on sample</th>
<th>Thickness calculation method</th>
<th>Sample deposition details</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>XPS</td>
<td>Ulvac PHI Quantera SXM, focused X-rays (200 µm)</td>
<td>Not attempted</td>
<td>XPS N₂ entry chamber, 8 hours.</td>
</tr>
<tr>
<td>B</td>
<td>XPS</td>
<td>Kratos Axis Ultra (≥1000 µm)</td>
<td>Not attempted</td>
<td>Desiccator, 2 days.</td>
</tr>
<tr>
<td>C</td>
<td>XPS</td>
<td>Thermo Fisher K-Alpha+ focused X-rays (400 µm)</td>
<td>Not attempted</td>
<td>No desiccator, 40 hours.</td>
</tr>
<tr>
<td>D</td>
<td>XPS</td>
<td>VG ESCALAB 250Xi focused X-rays (400 µm)</td>
<td>Not attempted</td>
<td>Desiccator, 30 hours</td>
</tr>
<tr>
<td>E</td>
<td>XPS</td>
<td>Thermo Scientific K-Alpha focused X-rays (400 µm)</td>
<td>Not attempted</td>
<td>No desiccator, 6 hours.</td>
</tr>
<tr>
<td>F</td>
<td>XPS</td>
<td>Kratos Axis Ultra (≥1000 µm)</td>
<td>Iterative method</td>
<td>Desiccator, 4.5 days.</td>
</tr>
<tr>
<td>G</td>
<td>XPS</td>
<td>Ulvac-Phi PHI5000 VersaProbe II, focused X-rays (100 µm)</td>
<td>Approximated to flat surface</td>
<td>N₂ glove box, 15 hours.</td>
</tr>
<tr>
<td>H</td>
<td>XPS</td>
<td>Specs, custom built, Al Kα (1000 µm)</td>
<td>T_NP formula</td>
<td>Desiccator, 3 days.</td>
</tr>
<tr>
<td>I</td>
<td>XPS</td>
<td>Kratos Axis Ultra (≥1000 µm)</td>
<td>Approximated to flat surface, 0.5 factor</td>
<td>No desiccator, many days.</td>
</tr>
<tr>
<td>J</td>
<td>XPS</td>
<td>Kratos Axis Ultra (≥1000 µm)</td>
<td>T_NP formula</td>
<td>Laminar flow hood, 2 days.</td>
</tr>
<tr>
<td>K</td>
<td>XPS</td>
<td>Thermo Fisher Escalab 250Xi focused X-rays (400 µm)</td>
<td>T_NP formula, PET &amp; Au film reference</td>
<td>Desiccator, 20 hours.</td>
</tr>
<tr>
<td>L</td>
<td>XPS</td>
<td>Omicron Escalab P (≥2000 µm)</td>
<td>T_NP formula, inorganic carbon reference</td>
<td>Glove box chamber, 2 hours.</td>
</tr>
<tr>
<td>M</td>
<td>XPS</td>
<td>Kratos Axis Ultra DLD (≥1000 µm)</td>
<td>T_NP formula</td>
<td>Desiccator, 40 hours</td>
</tr>
<tr>
<td>N</td>
<td>XPS</td>
<td>Kratos Axis Ultra (≥1000 µm)</td>
<td>T_NP formula</td>
<td>Desiccator, 8 hours</td>
</tr>
<tr>
<td>O</td>
<td>XPS</td>
<td>ULVAC PHI, PHI Quantera SXM, focused X-rays (100-200 µm)</td>
<td>Approximated to flat surface</td>
<td>Air then vacuum pump station, 14 hours, not all solution deposited.</td>
</tr>
<tr>
<td>P</td>
<td>XPS</td>
<td>SPECS GmbH, custom built (400 µm)</td>
<td>T_NP formula, SESSA estimation of reference intensities</td>
<td>No details provided</td>
</tr>
<tr>
<td>Q</td>
<td>LEIS</td>
<td>IONTOF Qta 100, He beam, 3 keV 3.9 nA</td>
<td>Brongersma, 0.74 geometry factor</td>
<td>No desiccator, deposited using a wire loop, 5hrs.</td>
</tr>
<tr>
<td>R</td>
<td>LEIS</td>
<td>IONTOF Qta 100, He beam, 3 keV</td>
<td>Brongersma, no geometry factor</td>
<td>No desiccator, 11 days.</td>
</tr>
<tr>
<td>S</td>
<td>LEIS</td>
<td>IONTOF Qta 100, He beam, 3 keV 3.4 nA, Measured before &amp; after cleaning (data used only from untreated samples).</td>
<td>Compared spectra to simulations</td>
<td>Not performed, only pre-deposited sample analyzed.</td>
</tr>
<tr>
<td>T</td>
<td>LEIS</td>
<td>IONTOF Qta 100, He beam, 3 keV 5 nA</td>
<td>Brongersma, 0.74 geometry factor</td>
<td>Desiccator, 8 hours.</td>
</tr>
<tr>
<td>U</td>
<td>LEIS</td>
<td>IONTOF Qta 100, He beam, 3 keV 15 nA</td>
<td>Not attempted. * Analyzed by NPL using Brongersma</td>
<td>No desiccator, 2 hours, not all solution deposited.</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

XPS results.

The participants provided both wide-scan and narrow-scan XPS spectra and the results of their analyses: the areas of the Au 4f doublet, the C 1s, N 1s and O 1s peaks after background subtraction and an estimate of the composition of the sample using their standard procedures and assuming homogeneous elemental distribution in the sample. Some participants noted the presence of other elements in some areas of the sample: typically excess sulfur, as well as silicon and sodium. This was quite rare on sample type ‘A’, but more common in sample type ‘B’ in which the presence of silicon was consistent with incomplete coverage of the silicon wafer substrate. Data in which these elements contributed more than 2 at.% to the estimated composition were excluded from further analysis and, for lower concentrations of these elements, the homogeneous compositions renormalized and expressed as atomic fractions after excluding all elements except Au, C, O and N.

In Figure 1 we plot the thickness of sample type ‘A’ reported by the participants, $T_A$, against the fraction of gold reported assuming homogeneity, [Au], as filled symbols (■, ◆). The reported compositions, [Au], range from ~0.1 to ~0.3 and the reported thicknesses, $T_A$, span an order of magnitude from ~0.5 nm to ~5 nm. There appears to be little correlation between $T_A$ and [Au]. This is rather surprising because the essential calculation should result in an anti-correlation: as the shell thickness gets smaller the fraction of gold detected in XPS should get larger, an indicative line on the graph describes the expected relationship.
Figure 1. Comparison of the fraction of gold in the sample [Au] reported by participants to the shell thickness for sample type ‘A’, $T_A$, reported by participants (■, ●) and calculated from [Au] using a method described in the text (□). Square symbols (■, □) represent implementations of the $T_{NP}$ method and diamond symbols (●) represent other methods. The line represents an approximate form of the $T_{NP}$ implementation for Al Kα radiation: participant L employed Mg Kα and therefore the open symbol does not fall on this line.

Participants indicated by the diamond symbol (●) used a variety of methods to calculate $T_A$; participant F used an iterative approach;22 G and O calculated the thickness assuming a flat surface; participant I calculated the thickness assuming a flat surface and then halved the result. This latter approach is valid in the case of large particles of 100 nm diameter or greater with shells of the order of atomic thickness.23

The line shown on the graph results from an implementation of the $T_{NP}$ formula,24 which was also the method employed by participants H, J, K, L, M, N and P indicated by square filled symbols (■). The $T_{NP}$ equation is provided in the Supplementary Information. The difference between the line and square filled symbols is rather large in some cases and the cause of this difference is largely due to the reference intensities used by participants. These reference intensities are required to normalize the peak areas obtained from the spectrum to obtain parameter A, as described in Equation (1), where, $I_{Au}$ is the measured gold core intensity, and $I_k$ is the measured intensity of one of the elements, $k$, in the shell.
superscript $\infty$ indicates the intensities are measured or estimated from flat samples of pure gold or pure shell material respectively and are termed the reference intensities.

$$A_k = \frac{i_k^{\infty} A_{\infty}}{i_{Au}^{\infty} X_k}$$

(1)

In practical applications, it is convenient to convert the equation for $A$ into a form suitable for the direct input of fractional compositions calculated using the assumption of homogeneity.\textsuperscript{14} Equation (2) provides this conversion, in which $S_i$ is the relative sensitivity factor for photoelectrons from element $i$, $X_k$ is the fractional composition of element $k$ in the shell material (\textit{i.e.} excluding elements in the core), square brackets, $[i]$, represent the XPS fractional compositions calculated using the assumption of homogeneity (\textit{i.e.} including elements in the core), and $f$ represents a factor that takes into account the differences in atomic densities and electron attenuation lengths between the two materials and also any bias introduced by electron energy loss processes and background subtraction methods. The value of $f$ may be estimated, but is best established by experiment on suitable pure and flat reference materials.

$$A_k = \frac{i_k^{\infty} A_{\infty}}{i_{Au}^{\infty} X_k} = f \frac{i_k S_{Au}}{i_{Au} s_k X_k} = f \frac{[k]}{[Au] X_k} \approx f \frac{1-[Au]}{[Au]}$$

(2)

The final, approximate, form in equation (2) assumes that all elements except gold are in the particle shell and that suitable ‘average’ values for attenuation lengths can be found. Otherwise, all elements can be separately treated using the $T_{NP}$ equation and the $X_k$ iteratively adjusted, under the constraint $\sum X_k = 1$, to obtain a unique solution where all values of $L_k$, a $T_{NP} (A_k)$ are identical. In this manner both the elemental composition and the thickness of the shell may be determined.

In Figure 1, the solid line is calculated using the approximate form of equation (2) with $f = 0.56$,\textsuperscript{14,25} which was established using flat, pure reference materials on a spectrometer with a calibrated transmission function\textsuperscript{26} using average matrix relative sensitivity factors (AMRSFs)\textsuperscript{27} and attenuation lengths taken from Seah’s equations.\textsuperscript{28} The open symbols (□) represent a treatment of the participants’ reported elemental compositions using the iterative method described above and the thickness result from this method is in good agreement with the approximate form of equation (2). We note that
participant P employed SESSA\textsuperscript{29} software to calculate reference intensities (SESSA uses an accurate description of electron emission and transport) and obtained a result insignificantly different from the line. Participant L used Mg K\textalpha{} radiation, as opposed to Al K\textalpha{} used by other participants, therefore the electron energies and attenuation lengths are smaller and their data point falls upon a different line to the one shown, which passes through the open symbol marked (L).

Note that, even after the application of a common method to translate the XPS data into a thickness, there is significant scatter in the calculated thickness, ranging from 1.78 nm (participant C) to 4.62 nm (participant I). This relates to the reported fraction of gold and may be caused either by variability amongst the samples of type ‘A’, the XPS instrumentation or data interpretation.

Comparison of the composition of the shell calculated using the iterative method described above demonstrated good agreement between participants. The fraction of nitrogen in the shell, $X_N$, had a mean value of 13.8 at.\% with a relative standard deviation (RSD) between participants of 9\% compared to an average RSD of 7\% from repeat analyses of the same sample by participants. This concordance is a result of the good agreement in the relative sensitivity factor for N 1s compared to C 1s, the mean value of $S_{N1s}:S_{C1s}$ was 1.69 with 4\% scatter. There was poorer consensus on the relative sensitivity factor for Au 4f with a mean value of 21.3 for $S_{Au4f}:S_{C1s}$ with 12\% scatter even after excluding the value of $S_{Au4f}:S_{C1s} = 9.58$ for participant C, which appears to be an erroneous use of the sensitivity factor for the Au 4f\textsubscript{7/2} peak rather than that for the combined Au 4f\textsubscript{7/2} and Au 4f\textsubscript{5/2} doublet. After correcting this error, the calculated value of shell thickness for participant C changed from 1.78 nm to 2.93 nm.

However, an attempt to adjust other data using a common set of sensitivity factors did not significantly reduce the scatter in calculated thicknesses. The RSD in calculated thickness between participants changed from 22\% to 21\%. Comparing this to the typical scatter (RSD < 4\%) from repeat analyses of the same sample by most participants, it is clear that disparate sensitivity factors are not the most important cause of discrepancy.
Figure 2. Wide-scan XPS spectra from sample type ‘A’. (a) Data from participants C, B, I and H demonstrating agreement in the BE region 500 eV to 300 eV and diverging outside this range. (b) Data from participant G showing sample damage in the second scan and the effect of variable shell thickness on the XPS spectrum.

Figure 2 displays wide-scan XPS spectra supplied by participants. In panel 2a data from four participants: B, C, I and H are overlaid and the intensity normalized so that the region in the vicinity of the N 1s peak at binding energy (BE) ~400 eV, kinetic energy (KE) ~1086 eV, is closely matched. Here, it is clear that the intensities and backgrounds from the O 1s to the C 1s peaks are similar, but there is strong divergence outside this region and, for a number of participants, a somewhat different intensity for the Au 4f peaks. If this effect was due to a different shell thickness, the same effects (changed peak and background intensity) evident for the Au 4f peak should occur for all other gold peaks, including the Au 4d peaks. An example is provided by data from participant G in panel 2b. This participant experienced problems with sample damage during analysis, resulting in a loss of the organic shell. As the shell thickness changes, the peak and background in the region of the Au 4f peaks change, but the effect is even stronger for the Au 4d peaks. No such variation in the Au 4d region is evident in other participants’ data, implying that sample to sample variation is not the cause of variable Au 4f intensity.

The remaining explanation is that there are significant differences in the transmission functions as discussed by Smith and Seah or in the correction procedures used by participants. One may expect that the sensitivity factors used by participants should compensate for such effects, but in many cases it is
clear that they actually exacerbate the discrepancies. This highlights the need for XPS users to ensure that transmission functions and sensitivity factors are obtained from a consistent source or, alternatively, to regularly update their instrumental sensitivity factors using appropriate standard materials so that changes in instrument transmission can be accounted for.

Since post-hoc adjustment of transmission function correction procedures were not possible, analysis of the wide-scan spectra was performed at NPL using the intensities of the Au 4d peaks, rather than the Au 4f peaks, along with the C 1s, N 1s and O 1s. In this region of the spectra there appear to be only minor variations in relative instrumental transmission between participants. For practical reasons background subtraction for the Au 4d peaks was performed using Shirley backgrounds and linear backgrounds used for the other peaks and AMRSFs used to calculate equivalent homogeneous compositions. Equation (2) was applied to these compositions to calculate shell thickness and shell composition and the factor \( f = 0.39 \) for the Au 4d peaks found by matching the calculated thickness from NPL preliminary samples to that found using the Au 4f peaks with \( f = 0.56 \) and a Tougaard background. Note that the Shirley background typically underestimates the area of an XPS peak compared to the Tougaard background and so this reduction in the value of \( f \) is expected. Following this treatment, far better reproducibility was found, with an RSD between participants of 13 %, which includes some participants, such as G, where sample damage during analysis is evident. Excluding these, the agreement between participants is significantly better than 10 %. The relative accuracy of the mean shell thickness, \( T_{A, \text{Au4d}} \), of 2.82 nm, relies upon the accuracy of attenuation lengths, relative pure material intensities and the \( T_{NP} \) formula, and amounts to \(~12 \%\).

An advantage of XPS analysis over many other methods is that the analysis provides quantitative chemical information. In this case, the composition of the shell material may be found using the method described above. In Figure 3, the results of the analysis performed at NPL using the Au 4d peaks to determine shell thickness are presented and good agreement is found between all participants.
Figure 3. Elemental composition of the organic shell calculated from XPS participants’ wide-scan spectra. The solid line in each panel is the average result, the dashed line is the composition of the pure peptide and error bars represent the standard deviation of repeat measurements. Panel (a) shows the fraction of nitrogen, $X_N$, and panel (b) shows the fraction of oxygen, $X_O$. The values are calculated assuming $X_N + X_O + X_C = 1$.

In panel 3a the fraction of nitrogen in the shell, $X_N$, calculated from participants’ data is presented and in panel 3b, the fraction of oxygen in the shell, $X_O$. The solid lines represent the average result and the dashed line the fraction calculated from the peptide composition assuming a homogeneous distribution of the elements in the shell. The RSD between participants is ~9 % in both cases. The carbon content of the shell, $X_C$, was 68 ± 3 %, larger than the expected 61 % based upon the peptide composition and this is probably due to some hydrocarbon contamination, which is not uncommon and has been noted previously on nanoparticle samples of this type.\(^{15}\) It is also worth noting that the line-shape of the C 1s spectra for sample type ‘A’ were consistent with the peptide composition, showing a clearly resolved peak at the position expected for the amide group. An example is provided in the Supplementary Information, Figure S6.

LEIS results.

Five participants, Q to U, employed LEIS to measure the shell thickness on sample type ‘A’. Of these all except participant U provided an analysis of the data and a value for the thickness of the shell. Three of these used a method described by Brongersma et al. for flat gold samples coated with thiol monolayers\(^{31}\) and used by Rafati et al. for gold particles coated with a thiol monolayer.\(^{18}\) The data
provided by participant U was analyzed at NPL using the same method and the principle is outlined in Figure 4.

![Figure 4](image-url)

**Figure 4.** LEIS data from participant U from sample type ‘A’ (left hand axis) and clean gold (right hand axis). The line shows a fit to the data from sample ‘A’ and the energy difference between the inflexion point of the fit and the maximum of the clean gold surface peak is marked with dashed lines.

Helium ions are scattered from the sample and collected at a fixed scattering angle. The energy loss in the scattering process contains information on the mass of the atom that the helium ion scattered from and the depth at which the scattering event occurred. Two spectra are shown on different ordinate scales: clean gold is plotted against the right hand ordinate and sample type ‘A’ on the left hand ordinate. The prominent peak in the clean gold spectrum is due to scattering from surface gold atoms and the weak tail at lower energies due to scattering from subsurface gold atoms and loss of kinetic energy as the ion travels in and out of the material. The weak intensity is caused by neutralization of the helium ions, scattered neutrals are not detected as LEIS instruments are generally only configured to detect ions. For sample type ‘A’ there is no surface peak for gold which demonstrates that there are no defects in the shell. Only subsurface scattering is present and the high energy onset of this scattering provides a measure of the distance the helium ions have traversed to reach the core of the particle. Following the method of Brongersma, this data is fitted with an error function, in this case convoluted...
with a linear function to account for the general loss in intensity toward lower kinetic energy. The energy difference between the inflexion point of the fit and the surface gold scattering maximum is assumed to be proportional to the thickness of the coating. For planar alkanethiol monolayers on gold, Brongersma found 8 eV/carbon atom for 1.5 keV $^4$He$^+$. Rafati et al. converted this into 90 eV/nm in organic materials for 3 keV $^4$He$^+$. This value was used by most participants and the energy difference of 347 eV in Figure 4 translates to 3.86 nm equivalent planar thickness. Participant R followed this method and found 3.43 ± 0.06 nm. Participants Q and T used the same method, but applied a factor of 0.74 to account for the spherical topography of the sample. This factor resulted from detailed calculations, but is not yet reported in the literature. Participant S compared their data to simulations that take into account the particle geometry and scattering geometry, and reported a thickness of 3.0 nm.

**Comparison of thickness measurements.**

In Figure 5, the thicknesses for the peptide shell from sample type ‘A’ for all participants are compared.
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**Figure 5.** Comparison of thicknesses for sample type ‘A’ calculated using participants’ data. The average value in each panel is marked with a horizontal line. Panel (a) shows XPS measurements, $T_{A, \text{Au}4d}$ using wide-scan spectra and Au 4d peak intensities. Panel (b) shows LEIS results using Brongersma’s method for flat samples $T_{A, \text{flat}}$ and panel (c) after the application of a 0.74 correction factor, $T_{A, \text{topo}}$. The values provided by participant S were calculated by comparison to simulations for a planar surface (b) and a nanoparticle (c).

Panel 5a displays the XPS results calculated from the Au 4d peaks, $T_{A, \text{Au}4d}$, and shows that good comparability can be obtained, although participants G and J have significantly lower thicknesses as do A and O to a lesser extent. Participant G had issues with sample degradation during analysis, as indicated in panel 2b, possibly caused by the use of a micro-focused X-ray beam. Participants A and O
also used micro-focused beams, but participant J did not and, since participants C, D and K also used focused X-ray sources, it is not clear whether this is the cause of sample degradation. The result for participant H indicates a thicker shell (3.5 nm) than other participants and, since the composition of the shell is not inconsistent with other participants, this may result from a difference in the sample itself.

Panel 5b displays the thickness of sample type ‘A’ determined by LEIS using the Brongersma method for flat surfaces, \(T_{A,\text{flat}}\), and panel 5c the same results after application of the 0.74 topography factor, \(T_{A,\text{topo}}\). The value for participant S was calculated using a different method, as described above. The mean thicknesses in the two cases are, 3.63 nm and 2.75 nm, the second being rather close to the mean XPS thickness of 2.82 nm. The XPS value has a relative uncertainty of \(\sim 0.35\) nm and the LEIS thickness uncertainty is somewhat unclear at this stage. However, this comparison indicates that a topographic correction is required for LEIS data from surfaces which are not flat.

Sample preparation by participants.

The participants, apart from S and P, prepared their own samples from a suspension of nanoparticles of the same batch that was used to prepare sample type ‘A’. The procedure provided to them in the protocol (Supplementary Information, S1) was essentially identical to the one used to prepare sample type ‘A’. However, it is a lengthy procedure and, since some participants did not have access to a vacuum desiccator, the procedure took many days in some cases. The prepared samples were returned to NPL for inspection and it is clear that, in some cases, insufficient coverage of the silicon wafer substrate was obtained (see Supplementary Information, Figure S7). For participants using XPS this was apparent also in the presence of silicon and oxygen detected in the spectra. In these cases, carbonaceous contamination on the substrate would also contribute to the C 1s intensity and would result in an apparently thicker organic shell. In Figure 6, the majority of results from participants are presented.
Figure 6. Results from sample type ‘B’ prepared by participants. Panel (a) plots XPS (○) and LEIS (■) thicknesses for sample type ‘B’, $T_B$, against their result for sample type ‘A’, $T_A$. Both values are calculated using the same method and for identical samples should fall on $T_B = T_A$ indicated by the solid line. Panel (b) shows a comparison of the measured shell thickness, $T_B$, to the fraction of nitrogen in the shell using XPS data, $X_N$, for sample type ‘B’.

Panel 6a displays the calculated thickness for sample type ‘B’, $T_B$, plotted against the calculated thickness, using the same method, for sample type ‘A’, $T_A$. The variation in results from repeat experiments is indicated by the error bars representing one standard deviation. For XPS participants, shown as open circles (○), the calculation is based upon the reported fraction of gold, using the $T_{NP}$ formula and the approximate form of equation (4). Results from participants C, I and M are excluded from the figure due to the contributions from elements such as silicon and sodium exceeding 4 at. %.

Notably, these three participants did not have access to a vacuum desiccator and reported the longest preparation times. For LEIS participants (■), the values were calculated by the method of Brongersma with the application of a 0.74 geometry factor. If sample type ‘A’ and ‘B’ were identical, the results should fall on the line $T_B = T_A$ which is shown on the graph. It is clear that, in general, these samples are not identical and sample type ‘B’ has an apparently thicker shell than sample type ‘A’. This is true also
for LEIS participants whose data should not be affected by substrate contributions. For XPS participants, even when no substrate contribution was evident, the increase in apparent shell thickness was associated with a larger C 1s signal, without a concomitant increase in N 1s intensity, as demonstrated in panel 6b where the apparent fraction of nitrogen in the shell is seen to decrease as the thickness increases. These results are consistent with sample contamination, possibly coupled with degradation, which may have occurred during the preparation procedure, or during transit and storage. Such contamination is of major importance when the shell or core material contains carbon, but may be less important if they do not. However, for detailed work, it is important to identify such contamination on particles as it will influence the intensity of signals from the core and the shell due to electron attenuation effects. Perhaps of greater concern is the observation that, even in the case that $T_B$ is only slightly larger than $T_A$, there is a significant drop in the nitrogen composition, $X_N$, of the shell material.

This indicates that the samples have degraded either during transport, storage or preparation for analysis. Such effects are not evident in sample type ‘A’. This indicates that, for materials with organic shells at least, preparation for analysis should be performed as soon as possible after production and the samples transported and stored in dry conditions.

**Discussion.**

This study has enabled a clear assessment of the sources of uncertainty in measuring the composition and shell thickness of core-shell nanoparticles using XPS and LEIS. Sample preparation is a clear cause for concern. These were particularly challenging samples to prepare for analysis, particularly by XPS, as can be seen from the scatter in Figure 6. The LEIS results are rather consistent because the method assesses only the thickness of material over the gold core and therefore contamination underneath the first layer of particles does not influence the measurement. For XPS, and in the case of organic shells, the issue of sample preparation is more acute since it is difficult to distinguish the contribution of organic contamination on the substrate or between the particles from the shell material. Comparing the ratio of thicknesses determined from sample type ‘B’ to sample type ‘A’ and using a consistent
measurement of thickness we find that the LEIS results provide a mean thickness for sample type ‘B’
which is 4/3 larger than for sample type ‘A’, with a very low scatter (RSD) of 4.9 % for $T_B : T_A$. The
XPS results are not inconsistent with these findings, but much more highly scattered with an RSD of 53
% for $T_B : T_A$. This is one of the major sources of discrepancy between participants, but it is not the
major source of variability for XPS participants.

For participants using XPS, we identified two other sources of poor comparability: the conversion of
XPS spectra into equivalent homogeneous compositions and the conversion of XPS intensities into shell
thickness. In this work, these are intimately linked, but they need not be. Comparison of the reported
gold composition [Au] from the Au 4f peak intensities to that calculated from the Au 4d peaks in the
wide-scan spectra for sample type ‘A’ demonstrates high variability. The RSD of the ratio of these
values is 33 %. This variability can largely be ascribed to transmission function correction procedures
and choice of relative sensitivity factors and would contribute 21 % variability to the value of $T_A$. Of
more importance is the choice of methods to convert XPS data into shell thickness. Here, we can
compare the reported values from participants to that calculated from the reported values of [Au] using
the $T_{NP}$ method, equation 4 and attenuation lengths from Seah.\textsuperscript{28} The essence of this comparison is
demonstrated in Figure 1 using the ratios of the reported values of $T_A$ (filled symbols) to the NPL
calculated values (open symbols), the scatter in these ratios is large with an RSD of 67 % and is the
most significant source of discrepancy. The participants using LEIS were in closer agreement than those
using XPS and this is, in part, due to the use of a common analysis method and reference data.

CONCLUSIONS

This inter-laboratory study has shown that it is possible to measure the shell thickness of core-shell
nanoparticles and obtain consistent results. Following careful analysis of samples prepared by a
common method and using a common data analysis approach agreement on shell thickness and
composition using XPS was approximately 10 %. A similar level of agreement between participants
using LEIS to measure shell thickness was also obtained, and was also in reasonable agreement with the
mean XPS thickness. These results demonstrate that, with consistent procedures, both methods are capable of providing reliable and comparable measurements of nanoparticle coatings, the detail and precision that can be obtained from these methods is difficult to obtain in other ways. However, several important challenges for this type of measurement were identified in this study:

Sample type ‘B’ prepared by participants from colloidal suspensions produced highly variable results. This may partly be caused by degradation of the particles during transportation and storage, but is also due to the preparation methods used by participants. There was far less variability in the results from sample type ‘A’ prepared at NPL and this suggests a need for appropriate documentation and controls describing preparation methods and sample history. The XPS results suggest that samples of this type should be prepared for analysis as soon as possible and transported and stored in a dry condition.

The calculation of shell thickness by participants using XPS was a major source of poor comparability. The primary cause of this appears to be related to the estimation or measurement of reference intensities, a secondary cause being the use of different methods to account for the geometry of the sample. This finding relates not only to the measurement of nanoparticles, but is important for any calculation of thickness by XPS. Clearly, there are inadequate, or contradictory, resources for XPS analysts when such calculations are performed. This may be resolved by establishing useful databases and standardized methods.

A further issue, of more general importance to reliable and trustworthy XPS analysis, was highlighted in this study. The high (33 %) variability in the reported gold compositions of the sample is a cause for concern. This was shown not to be due to variability in the samples themselves but due to an inconsistent application of transmission function correction and relative sensitivity factor values. Repeat analyses by participants indicates that repeatability in the same laboratory is very good, a variability of a few percent in most cases, so this poor reproducibility between laboratories is surprising. We show that careful choice of peaks in the XPS spectrum can ameliorate this problem, but there is a more general need for a standardized approach to enable comparable measurements in different laboratories.
SUPPORTING INFORMATION: Protocol for sample preparation circulated to study participants; calculation of nanoparticle shell thickness by XPS using the $T_{NP}$ equation; supplementary figures include an example XPS C1s narrow scan and photographs of type B samples deposited by participants.
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