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ABSTRACT

Estimating the rate (first-order intensity) of a point process is a task of great interest in the understanding of its nature. In this work we first address the estimation of the rate of an orderly point process on the real line using a multiresolution wavelet expansion approach. Implementing Haar wavelets, we find that in the case of a Poisson process the piecewise constant wavelet estimator of the rate has a scaled Poisson distribution. We apply this result in the design of a likelihood ratio test for a multiresolution formulation of the homogeneity of a Poisson process. We demonstrate this method with simulations and provide Type 1 error and empirical power plots under specific models.
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1. INTRODUCTION

The use of point processes to model random events in time and space is ubiquitous across science and engineering. A temporal point process can be represented at time $t \in \mathbb{R}$ as $N(t)$, which is a random integer indicating the number of events to have occurred in the time-interval $(0, t]$. Point processes are often described using functions known as the first-order intensity (also called rate or intensity function) and the second-order intensity. These intensities characterize a point process and are directly related to properties such as homogeneity and stationarity. Since the estimation model in [1] for the general but limited class of stationary point processes, the challenge of estimating the rate of point processes has been treated from various point of views, with either parametric (e.g. [2]) or non-parametric methods. A class of non-parametric methods for the estimation of the rate of multivariate point processes is discussed in [3] from a multiplicative intensity model, with kernel smoothing applied later in this particular formulation [4].

In this paper we choose to work with wavelet expansions of the rate, which belong to the non-parametric class of estimation methods. Wavelet functions serve as bases of the space of square-integrable functions $L^2(\mathbb{R})$. There has been some interest in applying wavelets on point processes, as in [5] where wavelet coherence is applied on point processes over the real line. Our work finds its origins in the framework introduced in [6], where a wavelet decomposition of the rate and second-order intensity is proposed. As far as the rate is concern, a much clearer formulation for its wavelet estimator is derived in [7], with expressions of the expectation and the variance of this estimator provided for general point processes and wavelet families. Further to this, the estimation method presented in [8] is based on the shrinkage of Haar wavelet coefficients of a discretization of burst-like Poisson processes without any preprocessing. However, these papers lack distributional results which are required for inference or extended statistical analysis.

In this paper, we derive the distribution of a Haar wavelet expansion estimator of the rate function under a general Poisson process model. From this, we then go on to design a likelihood ratio test for a multiresolution formulation of the homogeneity of a Poisson process from a set of local rate estimates. Testing the homogeneity of a Poisson process has been a widely addressed task. The reader is directed to [9] for a comparative power study of a large variety of tests for a constant rate against an increasing trend, [10] and [11] for examples of score statistics and [12] for recent non-parametric procedures. Also, some tests for complete spatial randomness can be narrowed to a single dimension, i.e. [13]. Homogeneity is a very strong property, and for this reason we use a multiresolution view of homogeneity to define and test a property which we call $J^{th}$-level homogeneity. A similar likelihood ratio test has been proposed in [14] for the piecewise homogeneity of a Poisson process, where the rate is analysed on subintervals of the trajectory. The authors notably establish distribution results of their test statistic under a specific alternative model. However, no scheme was proposed for the choice of these subintervals. We demonstrate that an approach based on the Haar wavelet multiresolution analysis provides an elegant way of naturally defining them.
2. POINT PROCESSES ON THE REAL LINE

A one-dimensional point process $N$ can be viewed as a counting process, with $N(a,b)$ being the number of events in any interval of the form $(a,b]$. We will specifically use the notation $N(t)$ for the interval $[0,t]$. We can sometimes encounter the notion of simple point process, that means a point process whose realizations contain no coincident points. Literature generally refers to a similar mathematical characterization known as orderliness [15]. A point process $N$ on $\mathbb{R}$ is called orderly if for all $t \in \mathbb{R}$, $N([t]) \in \{0,1\}$ almost surely. For a comprehensive overview of the theory of point processes see [16].

The differential process provides us with the two following results:

$$E \left\{ \int \varphi(t)dN(t) \right\} = \int \varphi(t)E\{dN(t)\}$$

for all bounded measurable function $\varphi$ with compact support, and $E\{dN(t)\} = dE\{N(t)\}$. Further to this the stochastic integral is given as

$$\int \varphi(t)dN(t) = \sum \varphi(\tau_i)$$

where $\tau_i$ are the event times of the process. These results will prove very useful when deriving the estimator for the first-order intensity.

Our object of interest is the first-order intensity or rate. It is defined as

$$\lambda(t) = \frac{E\{dN(t)\}}{dt},$$

or equivalently $\lambda(t)dt = P(dN(t) = 1)$ The reader is directed to [7] and [15] for further details and properties of the rate.

2.1. Poisson Process

Let $\mathcal{X}$ be a subset of $\mathbb{R}$ and $\mathcal{X}$ its associated Borel $\sigma$ algebra. Let $\mu$ be measure on $\mathcal{X}$ with $\mu(K) < \infty$ for any compact set $K \in \mathcal{X}$. Then $N$ is an (inhomogeneous) Poisson process with mean measure $\mu$ if:

- $\forall B \in \mathcal{X}$, $P(N(B) \in \{0,1,\ldots\}) = 1$, and for any collection of disjoint sets $B_1, B_2, \ldots, B_k \in \mathcal{X}$ the random variables $N(B_1), N(B_2), \ldots, N(B_k)$ are independent.
- $\forall s \in \mathcal{X}$,

$$P(N(ds) = 0) = 1 - \mu(ds) + o(\mu(ds))$$

$$P(N(ds) = 1) = \mu(ds) + o(\mu(ds))$$

$$P(N(ds) > 1) = o(\mu(ds))$$

where $ds$ is an infinitesimal region located at $s$.

These properties lead to the conclusion that $N(B)$ has a Poisson distribution with mean $\mu(B)$. In dimension one, $\mu(B) = \int_B \lambda(t)dt$. A homogeneous Poisson process is an Poisson process where for all $B \in \mathcal{X}$, $\mu(B) = \lambda \nu(B)$ with $\lambda > 0$ and $\nu$ is the Lebesgue measure on $\mathcal{X}$. Its rate is thus a constant function.

3. WAVELET BASED ESTIMATION OF THE RATE

Let us consider the following wavelet expansion for the rate function $\lambda$ on a time interval of the form $[0, T]$:

$$\lambda(t) = \sum_{k \in \mathbb{Z}} \delta_{j_0,k} \phi_{j_0,k}(t) + \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \beta_{j,k} \psi_{j,k}(t)$$

where $j_0, \mathbb{Z} = \{z \in \mathbb{Z} : z \geq j_0\}$ and $j_0$ is a fixed integer. The functions $\phi_{j_0,k}$ and $\psi_{j,k}$ are respectively the father and mother wavelet functions. These families are built from the scheme $\psi_{j,k}(t) = 2^{j/2} \psi(2^j t - k)$. As shown in [17], the collection of functions $\{\psi_{j,k}, (j, k) \in \mathbb{Z}^2\}$, is an orthonormal basis of $L^2(\mathbb{R})$. Using (2), the wavelet coefficients are estimated as following:

$$\hat{\delta}_{j_0,k} = \int_0^T \phi_{j_0,k}(t)dN(t) = \sum_{\tau_i} \phi_{j_0,k}(\tau_i)$$

$$\hat{\beta}_{j,k} = \int_0^T \psi_{j,k}(t)dN(t) = \sum_{\tau_i} \psi_{j,k}(\tau_i).$$
3.1. Statistical Analysis

The wavelet basis used in our analysis will be the Haar basis (rescaled if T is different than 1), primarily because it lends itself to a rigorous statistical analysis. We define a subdivision $S_J = \{s_i\}_{i=0}^{2^J-1}$ of the interval $[0, T]$ based on the highest level of resolution $J$. The elements of this subdivision, $s_i = [T \frac{i}{2^J}, T \frac{i+1}{2^J})$, are all the half-supports of the Haar wavelets at scale $J$ and form disjoint $2^J$ sub-intervals of $[0, T]$. The choice of Haar wavelets is in part motivated by the fact that the wavelet reconstruction of the rate is a piecewise constant function, and hence we can define a wavelet reconstruction vector $(\lambda_0^J, \ldots, \lambda_i^J, \ldots, \lambda_{2^J-1}^J)$ where $\lambda_i^J$ is the wavelet reconstruction of the rate on the subinterval $s_i$. We use this formulation to introduce a property we call $J$th-level homogeneity:

**Definition 3.1** A Poisson process with rate $\lambda(t)$ is considered level $J$ homogeneous if the Haar wavelet reconstruction of the rate at resolution $J$ is constant for all $t$. That is, $\lambda_0^J = \lambda_1^J = \ldots = \lambda_{2^J-1}^J$.

It can be easily proved that a level $J$ homogeneous Poisson process also satisfies this condition for all resolutions $0 \leq j \leq J$ [18]. The concept of $J$th level homogeneity goes side by side with the idea of a multiresolution analysis of the intensity function and provides a natural way of studying on what scales the rate function exhibits variability. We also introduce the following property:
Definition 3.2 A Poisson process with rate \( \lambda(t) \) is considered level \( J \) inhomogeneous if it is level \( J - 1 \) homogeneous and not level \( J \) homogeneous.

We immediately remark that a level \( J \) inhomogeneous Poisson process can not be level \( j \) homogeneous for all \( j \geq J \). In the example represented in Figure 1, the corresponding inhomogeneous Poisson process is level 0 and level 1 homogeneous, but this property does not hold from \( J \geq 2 \). Also, it is shown in [18] that independently on the localization of \( t \), \( \lambda^J(t) \) simplifies with Haar wavelets into the form \( 2^{J+1}x_i^J/T \), where \( x_i^J \) is the event count in the subinterval where \( t \) belongs. Therefore we can extract an exact distribution for this estimator under the specific assumption of a Poisson process (homogeneous or not).

Proposition 3.1 With the Haar wavelet basis and for a Poisson process of rate \( \lambda(t) \), the rate estimates are distributed as

\[
\hat{\lambda}_i^J \sim \frac{2^{J+1}}{T} \text{Pois}(\mu_i), \quad 0 \leq i \leq 2^{J+1} - 1
\]

where \( \mu_i = \int_s \lambda(t)dt \).

From this result we can write \( E\{\hat{\lambda}_i^J\} = \lambda_i^J = \frac{2^{J+1}}{T} \mu_i \), for all \( 0 \leq i \leq 2^{J+1} - 1 \). We will use Proposition 3.1 in Section 4 to develop a likelihood ratio test for the \( J \)-th level homogeneity of a Poisson process.

### 4. HOMOGENEITY TEST

We present here a likelihood ratio test (LRT) for \( J \)-th level homogeneity. Although a piecewise analysis has also been carried out in [14], the wavelet approach presented here gives a natural, multiresolution scheme for defining the subdivision of the process. Our testing procedure can be directed towards two different challenges, which are either testing \( J \)-th level homogeneity for a Poisson process at some resolution of interest \( J \), or testing \( J \)-th level inhomogeneity and thus not rejecting \( j \)-th level homogeneity for all \( 0 \leq j < J \).

In Section 3 we have stated that \( \hat{\lambda}^J(t) \) is a piecewise constant function on well defined intervals \( S_J \), and that under the assumption of a Poisson process the values it takes on these intervals are independent random variables of known distribution (a scaled Poisson distribution - see Proposition 3.1). Let \( \{N_m, m = 1, ..., M\} \) be a collection of independent realisations of the same Poisson process \( N \). Let \( \Lambda = \{\Lambda_m\}_{m=1}^M \) be the set of \( M \) independent random vectors where \( \Lambda_m \) is the vector of all subinterval estimates of the rate from \( N_m \), that is \( \Lambda_m = \left(\hat{\lambda}_{i,m}^J\right)_{i=0}^{2^J-1} \). \( \Lambda_m \) is parametrized by the vector \( \left(\lambda_{i,m}^J\right)_{i=0}^{2^J-1} \). We look to test the null hypothesis \( H \) which states \( N \) is level \( J \) homogeneous against alternative hypothesis \( K \) which states it is not. The LRT statistic is defined as:

\[
r = \sup_{\lambda_{J}^J > 0} \frac{\sup L(\Lambda; \lambda_{J}^J, ..., \lambda_{J_0}^J)}{\sup_{\lambda_{J}^J > 0} L(\Lambda; \lambda_{J}^J, ..., \lambda_{J_2j+1-1}^J)}
\]

where \( L(\Lambda; \lambda_{J}^J, ..., \lambda_{J_2j+1-1}^J) \) is the likelihood of the data \( \Lambda \) given parameter vector \( \left(\lambda_{i,m}^J\right)_{i=0}^{2^J-1} \). From Proposition 3.1 it can be shown \( r \) equals

\[
\exp \left( -\frac{M}{\delta_J} \left( 2^{J+1} \hat{\lambda}_{J}^J - \sum_{i=0}^{2^J-1} \lambda_i^J \right) \right) \prod_{i=0}^{2^J-1} \left( \frac{\lambda_i^J}{\hat{\lambda}_i^J} \right)^{\frac{M}{\delta_J}} \hat{\lambda}_i^J,
\]

where \( \delta_J = 2^{J+1}/T \), \( \hat{\lambda}_{J}^J = (1/M) \sum_{m=1}^{M} \hat{\lambda}_{i,m}^J \) and \( \lambda_{J}^J = (1/M) \sum_{m=1}^{M} \lambda_{i,m}^J \) where \( \hat{\lambda}_{i,m}^J = (1/2^{J+1}) \sum_{i=0}^{2^J-1} \hat{\lambda}_{i,m}^J \).

Statistic \( \hat{\lambda}_{J}^J \) is the maximum likelihood estimator (MLE) of \( \lambda_{J}^J \), the constant \( J \)-th level rate function under the null hypothesis \( H \), and \( \lambda_{J}^J \) is the MLE for \( \lambda_{i}^J \) \( (i = 0, ..., 2^J - 1) \), under the alternative hypothesis \( K \). The expressions of \( \hat{\lambda}_{J}^J \) and \( \lambda_{J}^J \) let us simplify \( r \) into

\[
\prod_{i=0}^{2^J-1} \left( \frac{\lambda_i^J}{\hat{\lambda}_i^J} \right)^{\frac{M}{\delta_J}} \hat{\lambda}_i^J.
\]

The collection of random vectors \( \Lambda \) must be obtained by \( M \) independent realizations from the same point process. The \( M = 1 \) case would involve only a single realization of the process and consequently dictate that \( \hat{\lambda}_{J}^J \) be the estimator for \( \lambda_{J}^J \). In the context of Poisson random variables this case has been dealt with in [19]. However, we must note that in this situation
increasing the number of parameters in the alternative hypothesis, that results from increasing the resolution, brings about consistency issues with the MLE (see [20] for more details). We now derive the following test statistic:

\[
R = -2 \log (r) = -2 \frac{M}{M} \sum_{i=0}^{2J+1-1} \tilde{\lambda}_i^2 \log \left( \frac{\tilde{\lambda}_i}{\bar{\lambda}_i} \right). 
\]

Let \( d_H \) be the number of free parameters under the null hypothesis \( H \) and let \( d_K \) be the number of free parameters under the alternative hypothesis \( K \), then the null distribution of \( R \) is approximately a \( \chi^2 \) distribution with \( d_K - d_H \) degrees of freedom for a large sample size \( M \) under some regularity assumptions [21]. In our setting \( d_K = 2^{J+1} \) and \( d_H = 1 \) giving \( R \) as asymptotically \( \chi^2 \) distribution with \( 2^{J+1} - 1 \) degrees of freedom. We reject \( J \)-th level homogeneity at significance level \( \alpha \) if \( R > c_\alpha \) where \( c_\alpha \), the critical value, is the upper \( 100\alpha \% \) point of the \( \chi^2_{2^{J+1}-1} \) distribution. This asymptotic result would not have been rigorously applicable if we were restricting ourselves to the \( M = 1 \) case [20].

5. SIMULATION STUDY

Here, we demonstrate the LRT for \( J \)-level homogeneity through simulations. We consider a class of inhomogeneous Poisson processes on a time interval \([0, T]\). These processes share a similar piecewise triangular rate as in Figure 1. The absolute value of the slope of \( \lambda(t) \) is \( 2^{V+1} \xi \lambda_0 / T \), where \( 2^{V} \) is the number of peaks in the rate function. The rate takes values between \( \lambda_0 \) and \( \lambda_0 \frac{1+\xi}{1-\xi} \). By construction, the quantity \( \int_0^T \lambda(t) dt \) does not depend on \( V \), the process is level \( V \) homogeneous and level \( V + 1 \) inhomogeneous.

We set the significance level of our test at \( \alpha = 0.05 \), with \( M = 100 \), \( V = 1 \), \( \xi = 1/80 \) and \( T = 5 \). The empirical type 1 error and power of the LRT (over 10000 simulations) at different values of \( J \) are shown in Figure 2 as a function of \( \lambda_0 \). We observe that the empirical power converges to 1 when \( \lambda_0 \to \infty \). The empirical type 1 error, as expected, lies close to the 5% level (the empirical errors for \( J = 0 \) and \( J = 1 \) are similar). It is noticeable that the power decreases as we increase \( J \). This can be explained because when \( J \) increases the mass of the null distribution \( \chi^2_{2^{J+1}-1} \) is displaced to the right, making it harder for the test to distinguish between the null hypothesis and the true state of nature.

6. CONCLUSION

In this paper we have focused on a wavelet-based approach to estimate the first-order intensity for point processes on the real line. We have considered a multiresolution reconstruction of the rate function using the Haar wavelet basis. The Haar wavelet basis lends itself to a rigorous statistical analysis and the exact distribution of the estimator of the rate function is presented. This result has been used to design a likelihood ratio test for a new property defined as \( J \)-th level homogeneity, a multiresolution interpretation of the homogeneity of a Poisson process. Standard asymptotic results for the distribution of the test statistic under the null hypothesis can be applied. A simulation study has demonstrated the test on a suitable example process.
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