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Abstract

A routine has been developed to simulate interactions of protons with bent crystals in a version of SixTrack for collimation studies. This routine is optimized to produce high-statistics tracking simulations for a highly efficient collimation system, like the one of the CERN Large Hadron Collider (LHC). The routine has recently been reviewed and improved through a comparison with experimental data, benchmarked against other codes and updated by adding better models of low-probability interactions. In this paper, data taken with 400 GeV/c proton beams at the CERN-SPS North Area are used to verify the prediction of the routine, including the results of a more recent analysis.
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1. Introduction

In large accelerating machines such as the Large Hadron Collider (LHC), the prediction of how particle losses are distributed around the whole ring is crucial. This is performed at CERN using a SixTrack version for collimation studies [1]-[5]. A routine to simulate interactions of protons with bent crystals was also added for crystal collimation studies [6]. This routine is based on a Monte Carlo approach, and the proton interactions with crystals are randomly sampled using probability distributions, as opposed to other tools [7] that integrate the proton motion in the crystalline potential. The routine is therefore optimized for high statistics runs, without jeopardizing because the known interactions with bent crystals are modelled accurately in the literature, and the few free parameters can be tuned on experimental data.

The crystal routine is composed of two main blocks with interplay between them: one contains models to describe coherent interactions in a bent crystal, and a scattering routine that describes interactions with amorphous materials. The scattering routine, recently updated to take into account LHC measurements [8], is called each time a proton does not experience a coherent process in bent crystals. The same scattering routine is also applied to particles trapped between crystalline planes, but with cross sections rescaled by the average nuclear density seen during their path [9]. Thus, the possibility of such protons also to experience nuclear interactions [14] is now taken into account. The coherent processes in bent crystals modelled are channeling, dechanneling, volume reflection, volume capture and dechanneling after volume capture. The models used are extensively discussed in [9], and based on work reported in [10]-[14]. Possible crystal imperfections were also introduced, such as the presence of an amorphous layer and the miscut angle [6]. The benchmarking with respect to experimental data of such a crystal routine is discussed.

2. Single-pass measurements

The experimental measurements have been performed with 400 GeV/c proton beams at the CERN-SPS North Area, in the framework of the UA9 collaboration. A total of 26 crystals was tested in the runs between 2009 and 2012. After detailed analysis of all the data collected during those years, a subset of 10 crystals was chosen for comparative studies with simulation routines [15, 16]. Among those ten crystals, a specific reference case was used to benchmark all the existing simulation codes for bent crystals developed in the framework of the UA9 collaboration, during “The 6th International Conference - Channeling 2014” [17]. The benchmarking described below refers to such a crystal, which is a silicon strip crystal 2 mm long and with 13.9 m bending radius. Besides the code discussed in this paper (CRYCOLL), other crystal routines involved in these comparisons are based on integration of an equation of motion in crystalline potential (CRYD) [7], and implementation of a crystal geometry in FLUKA [18] and GEANT4 [19]. An overview of results obtained by the different codes can be found in [20]. Other simulation codes are available [21] which are not included in the present comparisons.

An example of a high statistics run in optimal channeling orientation for this crystal is given in the top graph of Fig. 1, while the middle and bottom graphs of Fig. 1 refer to simulation results. From these plots the effect of the experimental resolution on the agreement between experimental and simulated data is clearly visible. The experimental resolution is taken into account by adding random gaussian noise with $\sigma \sim 5 \mu$rad to the simulated deflections, which corresponds to the measured resolution of the telescope used [22]. Simulation data are generated in a format that mimics the measured data format in order to apply the same analysis tools developed and used in [15, 16, 23]. This ensures a consistent treatment of simulation results and measurement data.
3. Qualitative comparison

In this section a qualitative overview of measured and simulated data, for the high statistics run in Fig. 1, is given. A $\pm 10 \mu$rad cut on the proton incident angle is applied, and the distributions of deflections obtained are superimposed in Fig. 2. All are normalized to the total number of entries. It is possible to evaluate the agreement between:

- Distribution of channeled particles, both on the mean and width when the telescope resolution is taken into account.
- Distribution of particles in the transition regions, i.e. deflections close to zero, both on the mean and width when the experimental resolution is taken into account.
- Distribution of dechanneled particles, where experimental and simulated data match very well, with and without the telescope resolution.

The relative height of these distributions shows that the assumptions used to model the channeling efficiency and the coherent processes in bent crystals, are qualitatively adequate. In the selected angular range of the incoming protons the processes of channeling, dechanneling, volume reflection, and amorphous orientation occur simultaneously. A detailed analysis of these data for each of the items above follows.

4. Channeling efficiency

One of the key observables to be reproduced by crystal simulation routines is the channeling efficiency for a given bending radius. The channeling efficiency is a quantity used to define the fraction of particles undergoing channeling, normalised to the total number of particles impinging on the crystal within a given angular range. This cut on the angle of incident protons is needed to avoid any feature due to particles that cannot be channelled in any case (i.e. angles above the critical channeling threshold). One of the key observables to be reproduced by crystal simulation routines is the channeling efficiency for a given bending radius. The channeling efficiency is a quantity used to define the fraction of particles undergoing channeling, normalised to the total number of particles impinging on the crystal within a given angular range. This cut on the angle of incident protons is needed to avoid any feature due to particles that cannot be channelled in any case (i.e. angles above the critical channeling threshold), as well as to decouple different interaction regimes as shown in the next sections.

The angular range in which particles are considered as channelled is highlighted in green.

The angular range in which protons are considered as channeled is highlighted in green.
Table 1: Measured and simulated channeling efficiency, for different angular cuts, with and without the experimental resolution taken into account.

<table>
<thead>
<tr>
<th>Data</th>
<th>Cut [µrad]</th>
<th>Resolution</th>
<th>CH eff. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>5</td>
<td>-</td>
<td>68.9</td>
</tr>
<tr>
<td>Sim.</td>
<td>5</td>
<td>no</td>
<td>78.4</td>
</tr>
<tr>
<td>Sim.</td>
<td>5</td>
<td>yes</td>
<td>68.5</td>
</tr>
<tr>
<td>Exp.</td>
<td>10</td>
<td>-</td>
<td>54.0</td>
</tr>
<tr>
<td>Sim.</td>
<td>10</td>
<td>no</td>
<td>63.9</td>
</tr>
<tr>
<td>Sim.</td>
<td>10</td>
<td>yes</td>
<td>60.8</td>
</tr>
</tbody>
</table>

A complete overview of the channeling efficiency obtained for the two different angular cuts, both with and without the experimental resolution, is given in Table 1. An agreement within ~10% is obtained when the telescope resolution is not taken into account, and ~5% when it is convoluted with simulation results. The former case without resolution, though less relevant for the benchmarking, is shown for comparison with other simulation tools.

5. Dechanneling length

Like the channeling efficiency, the characteristic dechanneling length is a key feature for reliable description of coherent interactions in bent crystals. It can be modelled as an exponential decay of the initial population of trapped particles between crystalline planes [10], with electronic and nuclear dechanneling lengths needed to describe the whole process [9]. The electronic dechanneling length is calculated analytically for each proton initially trapped, using a formula based on the theoretical approach in [10]. The only free parameter is the scaling factor to extrapolate the characteristic nuclear dechanneling length from the electronic one, because an analytical formula is not yet available in the literature. The nuclear dechanneling length is applied to the 10% of protons initially trapped between crystalline planes\(^1\). Fine tuning of this scaling factor was performed and what is obtained using an angular cut of \(\theta_{\text{cut}} = 10\) µrad is shown in Fig. 4. Similar results are obtained for \(\theta_{\text{cut}} = 5\) µrad.

The total dechanneling length is estimated from an exponential fit in a defined angular range, as described in [16, 23]. The decay constant of the exponential fit in green in Fig. 4 multiplied by the crystal bending radius gives the dechanneling length \((L_D)\). The measured length is equal to \(L_D \sim 1.23\) mm [16] and the simulated value is \(L_D \sim 1.07\) mm; thus agreement at the ~90% level is found. Convolution with the experimental resolution is not performed in this case, since it does not have a significant impact on the population of particles, as can be clearly seen from Fig. 2.

6. Volume reflection

A realistic description of this process is crucial for our purpose of crystal-assisted collimation. Particles undergoing such a process will acquire a deflection that is not large enough to reach the next collimation stage and will keep circulating in the machine. The key parameters that show the validity of the volume reflection model implemented in the routine are the deflection and angular spread given to the particles. They are analytically calculated for each proton undergoing this process using formulae based on the theoretical approach in [11, 12, 13].

Although analytical expressions can lead to distributions that differ significantly from a gaussian, in this specific case mean deflection and spread can be measured through a gaussian fit of the deflections experienced by particles impinging

\(^1\)Because the ratio between the with of a crystalline plane with respect to the interplanar distance is of about 10%, in silicon strip crystals.
on crystals with an angle in the range $20^\circ < \theta_m < 30^\circ$, i.e. $20\mu\text{rad} < \theta_m < 30\mu\text{rad}$ in Fig. 1. Simulation results, convoluted with the experimental resolution, are shown in Fig. 5. However, what really matters in multturn simulations is the spread obtained without such a convolution. A complete overview of what is obtained experimentally, with and without the telescope resolution, is given in Table 2, where results of the other routines involved in the comparisons are also reported.

7. Transition regions

In this section a comparative analysis of deflections given to particles channeled for the whole crystal length, and not trapped at all, is given.

We begin from deflections given to particles undergoing channeling. This analysis is performed by slicing into $2\mu\text{rad}$ intervals the deflections given to particles incident on the crystal with $-\theta_c < \theta_m < \theta_c$, and performing a gaussian fit to those populations, as explained in [23]. The main outcome is to measure the average deflection and spread given to channeled particles, as shown in Fig. 6 top and bottom, respectively. Very good agreement is obtained in the comparison between experimental and simulated data regarding the mean deflection. Regarding the angular spread, a reduction of the width is observed experimentally for those entering the interplanar space with an angle close to zero, but not in the simulated data. This could be explained by reduced multiple Coulomb scattering as a result of the lower electronic density in the middle of the crystalline channel. For particles experiencing large oscillations, i.e. entering between the crystalline planes with an angle close to $\theta_c$, the measured width is well reproduced by the simulated data, when convolution with the experimental resolution is taken into account. This discrepancy is due to the intrinsic nature of the simulation routine: the outgoing angle of particles flagged as channeled has no dependence on the angle of incidence, but is generated according to a gaussian distribution with constant width that depends on $\theta$. This feature has negligible impact on collimation studies since all these particles will be captured by the next collimation stage.

We move now to particles that are not trapped between crystalline planes. They undergo interactions ranging from those experienced in amorphous silicon (AM, for $\theta_m < -\theta_c$) to full VR (for $\theta_m > \theta_c$), through a transition region where the two processes overlap. The trend with incident angle of the experimental values of mean deflection and angular spread was compared with simulated data, as shown in Fig. 7 top and bottom, respectively. Very good agreement was obtained for the mean deflection, in the whole transition region between full AM and full VR. The angular spread also agrees, when the experimental resolution is taken into account. Moreover, the growth of the spread for particles incident with an angle close to zero is also well reproduced, and can be explained by the convolution of the AM and VR processes.
they are the main source of options of crystals in the process of beam collimation, because note that such interactions are the most dangerous for applications of crystals in the process of beam collimation, because they are the main source of off-momentum particles that can be lost at dispersive peaks around the machine.

This quantity can be measured by examining experimental observations reported in [14]. The same experimental conditions and data analysis were applied to the simulation performed with the routine in SixTrack. The probability of deep inelastic and single diffractive events was estimated as a function of a “cutting angle” on the incident protons. Experimental data and simulations reported in [14] are superimposed on what is obtained with the routine in SixTrack in Fig. 8. As expected, a flat interaction probability is observed when the crystal behaves as an amorphous material. However, a difference of up to 20% between measured and simulated data is present, which is due to approximations used to determine the inelastic cross-section. As reported in [14], using the Glauber approximation a cross-section of $\sigma = 0.504 \text{ b}$ is obtained. Multiplying by the atomic density of silicon, $\rho = 0.05 \times 10^{-2} \text{ cm}^{-3}$, and the crystal length, $l = 1.94 \text{ mm}$, $P = 0.49\%$ is obtained. In SixTrack approximations reported in the P.D.G. [24] are implemented, consistent with what is used to treat interactions in standard collimators [8]. These approximations give $\sigma = 0.430 \text{ b}$, that implies $P = 0.42\%$. In conclusion this discrepancy is understood and under control, since it does not have a significant effect for our purpose and is not linked to the modelling of coherent processes in bent crystals.

9. Conclusions

The benchmarking of the crystal routine in SixTrack, performed with respect to experimental data taken with 400 GeV/c proton beams at the CERN-SPS North Area, is discussed. A qualitative comparison shows good agreement on the entire set of data for an high-statistics run in optimal channeling orientation. Detail studies demonstrated agreement within the 5% compared to the measured channeling efficiency. The dechanneling length was optimized to reproduce the measured behaviour at the level of 90%. The mean deflection and angular spread of particles undergoing volume reflection, channeling and in the transition region from full AM to full VR is also reproduced with a high level of accuracy. The nuclear interaction rate in optimal channeling orientation agrees with data in literature. This makes us confident of the predictions that can be made with such a routine in multitrack simulation of a circular proton accelerator.
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Much more interesting for our needs is what is reported in red in Fig. 8, which shows the interaction probability when the crystal is placed in the optimal channeling orientation. The solid line refers to experimental results, the dotted line shows simulation output from code that solves the equation of motion in the crystalline potential as described in [7], and simulation results obtained using the routine in SixTrack are shown by the dashed line. Although good agreement is found between the two simulation codes over the whole angular range, both of them have a discrepancy with respect to measurements for small incident angle. This could be explained by small variations of the crystal angle during data taking, which required about 24h, as thermal variations could affect the mechanism of the goniometer which supported the crystal. Further analysis of this discrepancy and its explanation is reported in [14].
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