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Abstract

The microwave dielectric response of biological solutions and electrolytes has been investigated for a number of decades though applications that utilise the response are few and far between. The dielectric features of many biological fluids are unique across the microwave spectrum and offer a wealth of possibilities for analysis techniques. This thesis documents the development of broadband and resonant microwave techniques that are suitable for applications in biological fluid analysis.

Theoretical models concerning the dielectric properties and electromagnetic interaction with polar liquids such as water are examined. The means to conduct experimental observations of the dielectric spectrum of liquids are reviewed and the ability to conduct measurement on small sample volumes discussed.

Broadband spectroscopy from 0.2 to 20 GHz has been performed on the simplest constituent of a biological fluid, water, and compared to literature and theoretical models. Other polar liquids such as ethanol, propanol and methanol were also examined.

The impact of ions in solution on the high frequency permittivity was studied,
in particular the response of alkali metal chlorides, copper sulphate and zinc sulphide. The temperature dependence of the metal chlorides was found to be highly dependent on the effective hydration radius and subsequently a means of calculating the temperature-dependent hydration radius of lithium and sodium was developed. The respective radii at room temperature were found to be 340±39 pm and 215±21 pm. Relaxation processes from ion-association were examined and confirmed to be present in ions with high charge density.

Comparative studies between various biological solutes in aqueous environments demonstrated that many proteins possess unique microwave dielectric spectral features based on bound water and protein-water exchange mechanisms. Two techniques for the differentiation of protein solutions are outlined based on the microwave dielectric spectrum and the relaxation processes associated with protein water.

Broadband measurements were conducted from 0.5 to 40 GHz to analyse the dielectric response of whole blood and serum from human and murine donors. Based on the dielectric comparison of serum and whole blood a method for the determination of haemoglobin concentration is presented. A 9.4 GHz dielectric resonator was developed with an integrated microfluidic chip for the determination of haemoglobin concentration in samples as small as 2 microlitres. This was subsequently utilised to monitor the progression of haemoglobin levels in APC\textsuperscript{min/+} mice with colon cancer. The results demonstrate the first microwave device with proven haematological diagnostic value with an accuracy that is equivalent to or better than existing commercial techniques (comparative standard deviation 0.85 g/dL to Sysmex system - commercial comparison >1.5 g/dL) and is non-destructive.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>Electromagnetic</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector network analyser</td>
</tr>
<tr>
<td>TDS</td>
<td>Time-domain spectrometer</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous wave</td>
</tr>
<tr>
<td>TE</td>
<td>Transverse electric wave (electric field perpendicular to direction of propagation)</td>
</tr>
<tr>
<td>TM</td>
<td>Transverse magnetic wave (magnetic field perpendicular to direction of propagation)</td>
</tr>
<tr>
<td>EH</td>
<td>Hybrid with dominating electric field</td>
</tr>
<tr>
<td>TEM</td>
<td>Transverse electromagnetic (electric and magnetic field perpendicular to direction of propagation)</td>
</tr>
<tr>
<td>Q</td>
<td>Quality factor of a resonance</td>
</tr>
<tr>
<td>$\Delta(1/Q)$</td>
<td>The change in the inverse quality factor of a resonance</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>The change in the resonant frequency of a resonance</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>Hgb</td>
<td>Haemoglobin</td>
</tr>
<tr>
<td>RBC</td>
<td>Red blood cell</td>
</tr>
<tr>
<td>HCT</td>
<td>Haematocrit (red blood cell count)</td>
</tr>
<tr>
<td>APC</td>
<td>Adenomatous polyposis coli</td>
</tr>
<tr>
<td>APC$^{\text{min}/+}$</td>
<td>Mutated adenomatous polyposis coli gene</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>POC</td>
<td>Point of care</td>
</tr>
</tbody>
</table>
### List of variables and constants

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\epsilon_0)</td>
<td>8.854\times10^{-12}</td>
<td>Fm(^{-1})</td>
<td>Permittivity of free space</td>
</tr>
<tr>
<td>(\epsilon)</td>
<td>-</td>
<td>Fm(^{-1})</td>
<td>Permittivity</td>
</tr>
<tr>
<td>(\epsilon_r)</td>
<td>-</td>
<td>-</td>
<td>Relative permittivity</td>
</tr>
<tr>
<td>(\epsilon')</td>
<td>-</td>
<td>-</td>
<td>Real permittivity (relative)</td>
</tr>
<tr>
<td>(\epsilon'')</td>
<td>-</td>
<td>-</td>
<td>Imaginary permittivity (relative)</td>
</tr>
<tr>
<td>(\mu_0)</td>
<td>1.2566\times10^{-6}</td>
<td>Hm(^{-1})</td>
<td>Permeability of free space</td>
</tr>
<tr>
<td>(\mu)</td>
<td>-</td>
<td>Hm(^{-1})</td>
<td>Relative permeability</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>-</td>
<td>Sm(^{-1})</td>
<td>Conductivity</td>
</tr>
<tr>
<td>(i)</td>
<td>-</td>
<td>-</td>
<td>Complex operator</td>
</tr>
<tr>
<td>(f)</td>
<td>-</td>
<td>s(^{-1})</td>
<td>Frequency</td>
</tr>
<tr>
<td>(\omega)</td>
<td>-</td>
<td>s(^{-1})</td>
<td>Angular frequency</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>-</td>
<td>m</td>
<td>Wavelength</td>
</tr>
<tr>
<td>(k)</td>
<td>-</td>
<td>m(^{-1})</td>
<td>Wavevector</td>
</tr>
<tr>
<td>(\delta)</td>
<td>-</td>
<td>s or m</td>
<td>Phase difference</td>
</tr>
<tr>
<td>(c)</td>
<td>2.998\times10^8</td>
<td>ms(^{-1})</td>
<td>The speed of light in a vacuum</td>
</tr>
<tr>
<td>(F)</td>
<td>-</td>
<td>N</td>
<td>Force</td>
</tr>
<tr>
<td>(E)</td>
<td>-</td>
<td>NC(^{-1})</td>
<td>Electric field</td>
</tr>
<tr>
<td>(D)</td>
<td>-</td>
<td>Cm(^{-2})</td>
<td>Electric displacement field</td>
</tr>
<tr>
<td>(B)</td>
<td>-</td>
<td>T</td>
<td>Magnetic flux density</td>
</tr>
<tr>
<td>(H)</td>
<td>-</td>
<td>A m(^{-1})</td>
<td>Magnetic field strength</td>
</tr>
<tr>
<td>(P)</td>
<td>-</td>
<td>Cm(^{-2})</td>
<td>Polarisation</td>
</tr>
<tr>
<td>(p)</td>
<td>-</td>
<td>Cm</td>
<td>Electric dipole moment</td>
</tr>
<tr>
<td>(q)</td>
<td>-</td>
<td>C</td>
<td>Electric charge</td>
</tr>
<tr>
<td>(\rho)</td>
<td>-</td>
<td>Cm(^{-1}) / Cm(^{-2}) / Cm(^{-3})</td>
<td>Charge density</td>
</tr>
<tr>
<td>(J)</td>
<td>-</td>
<td>Am(^{-2})</td>
<td>Current vector</td>
</tr>
<tr>
<td>(Z)</td>
<td>-</td>
<td>S(^{-1})</td>
<td>Impedance</td>
</tr>
<tr>
<td>(k_B)</td>
<td>1.3806\times10^{-23}</td>
<td>JK(^{-1})</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>(Q)</td>
<td>-</td>
<td>-</td>
<td>Quality factor</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Electromagnetic interaction with matter is a crucial and dominating feature of our everyday lives. Our knowledge of phenomena between the two is well documented, from the fundamental macroscopic interactions defined by Maxwell’s equations [1] to the microscopic details of quantum electrodynamics. Such understanding presents the opportunity to conduct detailed analysis on materials such as composition and atomic structuring [2]. Acquisition of this data has had a large impact on many avenues of science from natural photonics [3] to pharmaceuticals [4].

Electromagnetic sensing techniques have evolved rapidly over the past century and have produced various applications across a broad frequency regime, such as low-frequency radar detection and terahertz body scanning [5] up to X-ray diffraction in defining crystalline structure [6]. Many electromagnetic interactions with matter such as surface plasmons and molecular magnetic resonances have provided the means for biological analysis on a macroscopic (magnetic resonant imaging of the body) to microscopic (surface plasmon protein detection) range for medical purposes. This rapidly growing interdisciplinary research, driven by the desire for cheap, rapid and accurate diagnostic abilities has become a prominent scientific field labelled biosensing [7, 8]. Electromagnetic techniques have primarily focused on optical and infrared analysis with radio frequency (RF), microwave and terahertz frequencies remaining somewhat under-explored (Fig. 1.1).
Chapter 1. Introduction

Microwave and RF devices are typically associated with revolutionising how communication occurs throughout the world. Despite Maxwell theorising the existence of electromagnetic waves in 1873 [1] it wasn’t until Nikola Tesla proposed that radio waves may be capable of information transfer in 1892 that wireless radio communication appeared [9]. The advantages of microwave communication were made apparent as soon as 1895 when Guglielmo Marconi (Nobel Prize Laureate 1909) demonstrated signal transmission to a location 2.5 km away from the source [10]. Other prominent uses of radio waves have been in radar [11], astronomy and microwave heating [12].

Improvements in microwave sources and measurement techniques have permitted the development of accurate broadband spectroscopy and resonant techniques that have been utilised for the measurement of dielectric materials. Consequently, discoveries such as the strong contrast in dielectric permit-tivities of tumorous and healthy tissue has lead to the ability to distinguish tumours from other cellular tissue in the human body [13, 14]. Microwave heating methods have also been demonstrated as a means of altering enzyme-catalysed reactions, destruction of malignant neoplasia by hyperthermic therapy or thermotherapy for sterilisation and wound healing [15, 16, 17, 18].

The dielectric response of many polar liquids such as water, ethanol and acetone varies according to the strength of molecular dipoles and the density
of dipole moments. Subsequently security applications have been developed for the purpose of liquid threat detection [19].

1.0.1 Motivation

Biomedical microwave techniques have typically been limited to heating effects and tumour imaging [14] though many spectral features unique to the microwave spectrum and biological samples, specifically biological liquids, remain unexplored for diagnostic or analysis purposes. By analysing the complex permittivity of organic solutions from electrolytes to cellular solutions the aim is to discover and highlight means and methods to create new analysis techniques for furthering either physical understanding or for the development of biomedical applications.

1.0.2 Thesis outline

The work presented within this thesis focuses on the microwave dielectric analysis of polar liquids and organic solutions of varying complexities from electrolytes to whole blood. Based on the microwave dielectric response of electrolyte and protein solutions, differentiation techniques are explored using the spectral response of hydration water (water at the surface of a solute, often with different dynamics to bulk water) surrounding many salts and proteins. The most important finding of this work is the discovery of a means to conduct non-destructive haematological analysis that provides accurate haemoglobin (Hgb) concentration measurements on sample sizes less than a microlitre. This is achieved using a high frequency microwave (GHz) dielectric resonator using low-loss dielectrics and microfluidic integration to produce a highly sensitive and stable biosensor.

The thesis comprises of seven chapters, two outlining the theoretical background of electromagnetics, polar liquids, and measurement techniques and three on the experimental dielectric findings of electrolyte and biological solutions.
Chapter 2 introduces the fundamental mechanisms responsible for permittivity focusing in particular on polar liquids. The Clausius-Mossotti and Onsager models are used to explain the permittivity of materials, in particular polar liquids. The time-dependent interaction of a material with an electromagnetic wave is discussed and in the case of polar liquids the limit of reorientation examined in terms of Debye relaxation. Extended Debye models for complex systems are presented as well as conductivity and dielectric temperature dependence.

Current measurement techniques employed for dielectric spectroscopy and single frequency analysis are discussed in Chapter 3. In particular focus is given to coaxial techniques for broadband spectroscopy on large sample volumes and dielectric resonators for material characterisation on volumes of the order of $\mu$L ($\text{nm}^3$).

Measurements of polar liquids and electrolytes are presented in Chapter 4. Studies of the response of polar liquids and electrolytes are compared and discussed with respect to literature.

Chapter 5 explores the dielectric response of protein solutions and examines the best means to deconvolve the dielectric spectrum. Based on the observed response two methods are presented for differentiating pure protein solutions by utilising hydration effects surrounding a protein. Having examined pure protein solutions studies were conducted on more complex solutions namely whole blood. The dielectric impact of the most common solutes within blood are examined. The findings demonstrate the importance of haemoglobin (Hgb), serum proteins and electrolytes on the microwave response of blood. A method to determine the concentration of the aforementioned constituents is proposed.

Chapter 6 builds upon the Hgb methodology outlined in Chapter 5 and applies a dielectric resonator technique outlined in Chapter 3 that is capable of conducting dielectric measurements on volumes as low as 500 nL. By integrating a microfluidic system a device is developed that may determine Hgb levels to an accuracy equivalent to current commercial techniques and that is also non-destructive.
A summary of the thesis and results are given in Chapter 7 as well as an outline of future work.
Chapter 2

Electromagnetic theory of liquids

2.1 Polarisation

A governing property of many electromagnetic interactions with matter is a material’s polarisability; the fundamental property that underpins a material’s dielectric properties. Various forms of polarisability occur even in an electrically neutral material, atoms polarise thereby forming dipoles, in liquid phases permanent dipoles reorientate in an electric field and ions in an ionic crystal are displaced. Atomic polarisation can be explained by classical means using an atom with a spherical electron cloud of charge $e$ and radius $R$. Note that in real systems the electron cloud consists of atomic orbitals that are non-spherical. The electric field $\mathbf{E}$ arising from charge $q_{\text{enc}}$ at distance $r$ can be calculated using Gauss’s law [20]

$$\oint_{S} \mathbf{E} \cdot d\mathbf{S} = \frac{q_{\text{enc}}}{\epsilon_{0}}, \quad (2.1)$$

where $d\mathbf{S}$ is the elemental surface of the closed Gaussian surface, $\epsilon_{0}$ the permittivity of free space and $q_{\text{enc}}$ the charge enclosed by the Gaussian sphere of radius $r$ (Fig. 2.1A). Outside the electron cloud at distance $r$ the electric
2.1. Polarisation

The concept of an electric field is used to describe the force a particle of charge \( q \) would impart upon another of charge \( q_2 \) at distance \( r \). An electric field is also the gradient of the electric potential \( \Phi \) at a point \( r \) arising from the charge \( q \) which gives a charge \( q_2 \) an electric potential energy (the work done to move the charge \( q \) to position \( r \) from infinity). Within the electron cloud the electric field is given as in (2.2) though \( q_{enc} \) is given as a ratio of the total charge depending on the electron shell volume and the enclosed volume of the Gaussian surface at distance \( r \) such that

\[
q_{enc} = q_{total} \frac{V_{Gauss}}{V_{total}} = -\frac{qr^3}{R^3},
\]

where \( q \) is the total charge of the electron cloud (Fig. 2.1B). By substitution of (2.3) into (2.2) we arrive at the electric field at position \( r \) within the cloud (Coulomb’s Law [21]),

\[
E = \frac{-qr}{4\pi \varepsilon_0 R^3}.
\]

If an external homogeneous electric field \( E_0 \) is applied and the positively charged nucleus and electron cloud are displaced by distance \( d \), we may then assume that the force of the external electric field acting on the charges is equal to the force between the displaced charges (Fig. 2.1D). The force acting on the nucleus of charge \( q \) is therefore proportional to the electric field of the cloud at distance \( r = d \) such that

\[
F = qE_0 = qE_{cloud} = \frac{-q^2d}{4\pi \varepsilon_0 R^3}.
\]

The equilibrium distance at which the external and internal forces acting on the charges are equal is given by
Figure 2.1: An electron cloud surrounding a nucleus (A) with a Gaussian sphere outside (B) and inside the cloud (C). Subjected to an external electric field the cloud displaces relative to the electric field thereby inducing a dipole (D).

\[
d = 4\pi\epsilon_0 R^3 \frac{E_0}{q},
\]

(2.6)

and the induced dipole moment as

\[
p = qd = 4\pi\epsilon_0 R^3 E_0 = \epsilon_0 \alpha E_0,
\]

(2.7)

where \(\alpha = 4\pi R^3\) and is the atomic polarisability of the molecule (Fig. 2.1). The direction of the vector of the induced dipole moment is given in the same direction as the applied electric field though unlike an electric field it travels from a negative to a positive charge. The polarisation of a material comprising of multiple atoms is given as the linear (vector) sum of dipoles per unit volume,

\[
P(r) = N_i \langle p_i \rangle,
\]

(2.8)

where \(N_i\) is the average number of molecules per unit volume at a point \(r\) and \(\langle p_i \rangle\) is the average dipole moment of a molecule at point \(r\). This model, though simple, provides the building blocks for many macroscopic and microscopic observations that can be confirmed experimentally. Assuming that all dipole moment are orientated parallel we arrive at
2.1. Polarisation

\[ P = N\epsilon_0\alpha E_0. \]  

(2.9)

If an external electric field \( E \) is applied and the material polarised to \( P \) then the resultant electric displacement field is

\[ D = \epsilon_0 E_0 + P. \]  

(2.10)

By substituting (2.7) into (2.9) it may be approximated that the polarization is proportional to the applied electric field such that

\[ P = \epsilon_0 \chi E_0, \]  

(2.11)

where \( \chi \) represents a material’s electric susceptibility. By substitution of (2.11) into (2.10) we arrive at

\[ D = \epsilon_0 (1 + \chi)E_0 = \epsilon_0 \epsilon_r E_0, \]  

(2.12)

where \( \epsilon_r = 1 + \chi \). This provides a relative permittivity \( \epsilon_r \) that ties the applied electric field to the resultant displacement field. \( \epsilon_r \) remains scalar for all isotropic and homogeneous materials but becomes a second order tensor when materials are anisotropic and a function of position with inhomogeneity. A material with a relative permittivity greater than one could also be thought of as storing energy proportional to the value of its permittivity.

2.1.1 Induced dipoles and the Clausius-Mossotti equation

The material descriptions laid out thus far are accurate for materials where the atomic constituents are displaced at a large distance. However, the relationship between permittivity and molecular properties described in (2.10) and (2.12) are found to be incomplete when dealing with dense materials due
to the interaction of dipoles from atomically local atoms. The local field $E_l$ (the electric field experienced by a single particle) is comprised of a number of polarisation effects in addition to the applied electric field. Using the approach of Lorentz there are three material polarisation effects to consider to calculate $E_l$; de-polarisation induced by dipoles at the surface of the material (Fig. 2.2B), the atomic interactions from atoms surrounding the particle of interest (defined to be an atom or ion within a sphere of radius $r$) (Fig. 2.2D) and lastly the polarisation effects from outside of the sphere (Fig. 2.2C).

$$E_l = E_0 + P_{depol} + E_{atoms} + E_{out}.$$ (2.13)

The de-polarisation field is dependent on the material thickness, thus for materials that are not atomically thin the de-polarisation effects are considered to be negligible. The following theoretical approach to describe the dielectric response of a solid is based upon the assumption that the material is of an atomically cubic arrangement and an ionic crystal (i.e. NaCl) or in the case
of atoms that the induced atomic dipoles are point dipoles. The total electric field contribution from the surrounding molecules is found to be zero (Fig. 2.2D) owing to the equal spacing of dipoles or ions. Beyond the radius of the sphere the material consists of polarisable ions or atoms with a relative permittivity \( \epsilon_r \). The resulting solution to \( \mathbf{E}_l \) is calculated as though the atom or ion of interest is suspended in a hollow sphere of radius \( r \) within a material of \( \epsilon_r \) (Fig. 2.2C). In a homogeneous electric field a hollow sphere in a material of permittivity \( \epsilon_r \) is polarised with a surface charge \( \gamma \) such that

\[
\gamma = -\mathbf{P} \cdot \hat{\mathbf{r}} = -P \cos \theta,
\]

where \( \theta \) is the angle between the polarisation \( \mathbf{P} \) and \( \mathbf{r} \) (Fig. 2.2). The negative sign corrects for the orientation of the dipole moments. By integrating over the surface of the sphere the sum of the electric field from the surface charge is calculated to be

\[
\mathbf{E} = \frac{\mathbf{P}}{3\epsilon_0}.
\]

The sum of the average electric field in the dielectric and the influence of other molecules within the sphere yields the local electric field

\[
\mathbf{E}_l = \mathbf{E}_0 + \frac{\mathbf{P}}{3\epsilon_0}.
\]

By substituting (2.7) and (2.11) into (2.16) we arrive at

\[
\frac{N\alpha}{3} = \frac{\epsilon_r - 1}{\epsilon_r + 2}.
\]

This is known as the Clausius-Mossotti equation that relates the polarisability or static permittivity of a molecule to its intrinsic properties in a solid, isotropic and homogeneous cubic crystalline material [22, 23]. This equation can also be derived by re-arrangement of (2.16) and substituted into (2.10) along with (2.7) and (2.11) where \( \mathbf{D} = \epsilon\mathbf{E} \).
2.1.2 Reorientational polarisation

Polar molecules in a liquid state have additional degrees of freedom in which they may respond to an applied electric field (rotational polarisation) compared to solids. The first step to understanding the dielectric response of a polar liquid is by studying how a molecule in a thermally active system may respond to an electric field.

The effective dipole moment of a polar molecule in a thermally active system with an applied homogeneous electric field can be considered to be the average dipole moment calculated from the distribution of all molecules (Fig. 2.4A). If an electric field is applied we may assume that owing to the molecular thermal energy \( k_B T \) this will lead to a distribution of orientated states depending on the magnitude of the applied field. To calculate the average dipole moment at a temperature \( T \) we use the Boltzmann distribution to provide a statistical model for the number of molecules with an electric field interaction energy of \( U \) such that

\[
N(U) = A \cdot \exp\left(-\frac{U(\theta)}{k_BT}\right),
\]

where \( A \) is an undefined constant and \( k_B \) the Boltzmann constant. The dipole interaction energy \( U(\theta) \) with the applied electric field is given by
where $\theta$ is the angle between the applied electric field and the molecular dipole moment (Fig. 2.4). The number of molecules with a given interaction energy $U(\theta)$ is therefore dependent on the interaction angle. To calculate the average molecular dipole moment we must integrate across all possible angles (Fig. 2.4B) thereby calculating the total average polarization and normalise against the number of molecules. The average dipole moment is therefore

$$U(\theta) = \mathbf{p} \cdot \mathbf{E} = pE \cos \theta$$

(2.19)

where $d\Omega$ is $\sin \theta d\theta$. The numerator of (2.20) is the sum of the dipole moment in the same directional component as the electric field. The denominator is the normalisation from the total number of molecules $N$. This leaves us with a description of the average dipole moment though one that is dependent on the magnitude of the electric field and temperature. Let us examine the average directional component of (2.20) by removing $\mathbf{p}$ and substituting the identities $x = \cos \theta$ and $\beta = pE/k_B T$ to arrive at

$$\langle p_F \rangle = \frac{\int_0^\pi N(U(\theta)) \cdot p \cdot \cos \theta \cdot d\Omega}{\int_0^\pi N(U(\theta)) \cdot d\Omega}$$

(2.20)
\[ \langle \cos \theta \rangle = \frac{\int_{-1}^{1} x \exp \beta x dx}{\int_{-1}^{1} \exp \beta x dx} = \frac{e^\beta + e^{-\beta}}{e^\beta - e^{-\beta}} - \frac{1}{\beta} = \coth \beta - \frac{1}{\beta}. \]  

(2.21)

This identity is known as the Langevin function. In the case of \( \beta << 1 \) the right hand side of (2.21) reduces to \( \beta/3 \) and for \( \beta > 1 \) the equation tends to 1. In practice electric field strengths high enough to move out of the low-limit case are rarely produced, especially in dielectric measurement techniques and even in a microwave oven. The average dipole moment in weak electric fields is given as

\[ \langle p_F \rangle = \frac{p^2}{3k_B T}E. \]  

(2.22)

Polar liquids will experience both the aforementioned polarisation as well as induced polarisation from surrounding molecules. Therefore the polarisation is

\[ \mathbf{P} = \mathbf{P}_{\text{ind}} + \mathbf{P}_{\text{or}} = N \left( \alpha + \frac{p^2}{3k_B T} \right) \mathbf{E}. \]  

(2.23)

where \( P_{\text{ind/or}} \) are the induced and orientational polarisation, respectively.

Assuming that the liquid is in a highly ordered state the Clausius-Mosotti equation can be reformulated to incorporate induced and rotational polarisation by combination of (2.23) and (2.17), giving

\[ \frac{N}{3} \left[ \alpha + \frac{p^2}{3k_B T} \right] = \frac{\epsilon_r - 1}{\epsilon_r + 2}. \]  

(2.24)

This variation of the Clausius-Mosotti equation was first proposed by Debye \((\epsilon_{\text{ind}} = 1)\) [24] to account for the temperature dependence observed in many liquids and which subsequently led to the proposal that some molecules had permanent dipoles. Onsager observed that a difference existed between the dipole moments of high permittivity liquids in the gas and the liquid phase. It has been found that in high permittivity liquids where the molecules are in
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Figure 2.5: Onsager’s approach to solving the local electric field. The change in the electric field due to different permittivities inside and outside the sphere (A). The polarised molecule within a sphere (B). The polarisation of the surrounding medium (C). The additional polarisation of the molecule by the surrounding medium (D).

close proximity to each other there is a strong dipole-dipole interaction. This interaction induces an additional polarisation thereby increasing the dipole moment.

Two models have been developed to account for the discrepancy described which both make use of continuum approaches (the use of cavities with a continuous material outside of it) and only differ in the relative atomic dimensions of the cavity. Onsager reduced the spherical cavity of microscopic interactions to include just a single molecule [25]. He also introduced the concept of a reactive electric field. This was constructed on the basis that a solute with dipole moment \( p \) was placed in a sphere of radius \( a \), surrounded by a homogeneous, polarisable medium of dielectric constant \( \epsilon \). The presence of the dipole moment \( p \) polarises the surrounding medium (Fig. 2.5B) that in turn creates an additional electric field known as the reactive electric field \( E_r \) (Fig. 2.5C) that acts upon the existing dipole moment and increases the polarisation (Fig. 2.5D). The reactive field is therefore proportional to the original dipole moment. The total field acting on the dipole moment is given as

\[
E_l = E_c + E_R, \tag{2.25}
\]

where \( E_c \) is the applied electric field within the cavity and \( E_R \) the reactive field. The applied field in the cavity is calculated from the sum of the external
field in the continuous dielectric and the induced polarisation at the surface of the sphere such that

\[ E_c = E_d + \frac{P}{3\epsilon_0\epsilon_r}, \] (2.26)

This result is similar to (2.16) though in this case it is the polarisation of the medium outside the cavity that leads to the additional electric field inside the cavity. By substitution of (2.11) into (2.26), where \( E_0 = E_c \), the applied electric field within the cavity in terms of the electric field in the dielectric is

\[ E_c = \frac{3\epsilon_r}{2\epsilon_r + 1} E_d, \] (2.27)

Considering the effect of the dipole acting on the surrounding medium the polar molecule induces a charge distribution in the dielectric medium such that

\[ E = \frac{P}{3\epsilon_0\epsilon_r}. \] (2.28)

This electric field then acts on the cavity according to (2.27) giving us

\[ E_r = \frac{1}{2\epsilon_r + 1} P. \] (2.29)

The polarisation of the dielectric is dependent on the polar molecule within the cavity (2.10) such that \( P_d = (\epsilon_r - 1)E_c \) where the electric field is as given in (2.7). This results in an expression for the reactive field

\[ E_r = \alpha \frac{\epsilon - 1}{2\epsilon + 1} P. \] (2.30)

The sum of the cavity and reactive field yield the total electric field experienced by the dipole which induces an additional dipole moment on the permanent dipole. Note however that only the cavity field applies torque on
the dipole and rotate it owing to the reactive field always being parallel to the dipole moment. We can re-express (2.23) with a correction to the electric field experienced by the molecule as

\[ \mathbf{P} = \mathbf{P}_{\text{ind}} + \mathbf{P}_{\text{or}} = \frac{N}{3\varepsilon_0} \frac{3\epsilon_r}{2\epsilon_r + 1} \left( \alpha + \frac{p^2}{3k_BT} \right) \mathbf{E}_d. \]  

(2.31)

Using the fundamental electrostatic formula (2.10) where the polarisation is given by (2.31) and \((\mathbf{D} = \varepsilon \mathbf{E}_d)\) we arrive at

\[ (\epsilon_r - 1)\mathbf{E}_d = \frac{N}{3\varepsilon_0} \frac{3\epsilon_r}{2\epsilon_r + 1} \left( \alpha + \frac{p^2}{3k_BT} \right) \mathbf{E}_d. \]  

(2.32)

This then simplifies to

\[ \frac{(\epsilon_r - 1)(2\epsilon_n + 1)}{3\epsilon_r} = \frac{N}{3\varepsilon_0} \left( \alpha + \frac{p^2}{3k_BT} \right). \]  

(2.33)

which is known as the Onsager model [25]. Note that in the case of two systems contributing to the permittivity such as reorientation polarisation and induced polarisation then (2.33) is re-expressed in terms of both permittivities such that

\[ \frac{(\epsilon_{\text{or}} - \epsilon_{\text{ind}})(2\epsilon_{\text{or}} + \epsilon_{\text{ind}})}{\epsilon_{\text{or}}(\epsilon_{\text{ind}} + 2)^2} = \frac{Np^2}{9\varepsilon_0 k_BT}. \]  

(2.34)

This version was given in his original work ([25], equation (27)) with the difference of \(\epsilon_{\text{ind}} = n^2\) and \(p = \mu_0\).

Using given experimental values \((\epsilon_{\text{or}} = 70, \epsilon_{\text{ind}} = 5, T=300\ K)\) the dipole moment of a water molecule may be calculated to be approximately 1.6 D \((5.5 \times 10^{-30}\ \text{Cm})\). Known values of water’s dipole moment are given as 1.85 D \((6.2 \times 10^{-30}\ \text{Cm})\).

Unlike Onsager the Kirkwood approach to the relationship between a materials dielectric properties and microscopic properties incorporated a number of
molecules surrounding the molecules of interest into the microscopic sphere to account for local structure and interactions. The difference to the Onsager equation comes from having to account for the average polarisation of a collection of molecules within the sphere before accounting for the reactive field. Subsequently (2.35) can be re-expressed as \[26\]

\[
\frac{(\epsilon_{or} - \epsilon_{ind})(2\epsilon_{or} + \epsilon_{ind})}{\epsilon_{or}(\epsilon_{ind} + 2)^2} = g\frac{Np^2}{9k_BT},
\]

where \(g\) is the scalar corrective parameter that defines the short-range orientational order of the local molecules such that,

\[
g = \frac{\langle M^2 \rangle}{Np^2},
\]

where \(p_0\) is the molecular dipole moment, \(N\) the number of molecules and \(\langle M^2 \rangle\) the mean square average of the total dipole moment of the cavity. Depending on how the cavity encompassing the molecules is defined relates to the outcome of the local electric field. Subsequently much work has been conducted on defining the ideal cavity for polar liquids and the molecular orientation in an electric field \[27, 28\].

2.2 Propagating electromagnetic waves in dielectrics

Up until now the material dielectric response has been based upon static electric fields however in a time varying electric field new material effects must be explored.

2.2.1 Maxwell’s equations

Maxwell’s equations are built around Gauss’s laws, both magnetic and electric, Faraday’s law of induction and Ampere’s law with Maxwell’s correction
(noting that changing electric fields also induce magnetic fields and therefore allowing for the postulation of the self-sustaining electromagnetic wave), which together provide the building blocks for all electromagnetic interactions. These four relationships were originally developed around electrostatics and low frequency AC currents and at the time of their discovery and consolidation there was no confirmation of light being a part of the electromagnetic spectrum. The equations are given as [1]

\[
\nabla \cdot \mathbf{D} = \rho_f, \quad (2.37)
\]

\[
\nabla \cdot \mathbf{B} = 0, \quad (2.38)
\]

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (2.39)
\]

\[
\nabla \times \mathbf{H} = j_f + \frac{\partial \mathbf{D}}{\partial t}, \quad (2.40)
\]

where \( \mathbf{B} \) is the magnetic flux density, \( j_f \) is the free current density and \( \mathbf{H} \) the magnetic field strength. From (2.39) and (2.40) it is apparent that a changing electric field induces a magnetic field that is perpendicular to the direction of change and vice versa.

### 2.2.2 Wave equations

From Maxwell’s equations one can derive the wave equations for which electromagnetic waves must obey within a vacuum. By taking the curl of (2.39) and (2.40) and using the identity of \( \nabla \times \nabla \times \mathbf{F} = \nabla (\nabla \cdot \mathbf{F}) - \nabla \cdot (\nabla \mathbf{F}) \) we arrive at

\[
\nabla^2 \mathbf{E} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0, \quad (2.41)
\]

\[
\nabla^2 \mathbf{B} - \frac{1}{c^2} \frac{\partial^2 \mathbf{B}}{\partial t^2} = 0. \quad (2.42)
\]
Sinusoidal solutions to (2.41) and (2.42) are given as

\[ E = E_0 \exp(i(k \cdot r - \omega t)), \quad (2.43) \]

and

\[ B = B_0 \exp(i(k \cdot r - \omega t)), \quad (2.44) \]

provided that the speed of propagating wave (Fig. 2.6) \( c \) is

\[ c = \frac{1}{\sqrt{\mu \epsilon}}. \quad (2.45) \]

The given solutions describe electromagnetic plane waves that are constant frequency with infinite parallel wavefronts. The speed of the propagating wave also directly related to the frequency \( f \) (angular frequency \( \omega = 2\pi f \)) and wavelength \( \lambda \) (wavevector \( k = 2\pi/\lambda \)) such that \( c = f\lambda = \omega/k \). Note also that the electric field must be related to the magnetic field by

\[ B = \frac{1}{c} (\hat{k} \times E) \quad (2.46) \]
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By inserting the known constants of the permittivity and permeability of free space we arrive at the speed of light and it was this discovery that lead to Maxwell’s realisation that light was likely a sinusoidal propagating wave.

From the solutions to (2.41) and (2.42) it is apparent that they are complex in nature (Euler’s formula). The real component of the solution describes the waves magnitude and the imaginary component provides information on the progress of the waves cycle known as phase $\phi$.

$\mathbf{H}$ is linearly proportional to $\mathbf{B}$ in paramagnetic and diamagnetic materials such that

$$
\mathbf{H} = \frac{\mathbf{B}}{\mu},
$$

(2.47)

where $\mu$ is the permeability of the medium.

As previously discussed the electric field at a point $\mathbf{r}$ in a material of permittivity $\epsilon$ will see an increased local electric field according to (2.16). However, unlike the discussed static case there is also the time dependent response to consider.
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2.2.3 Phase

A polar molecule in a liquid phase and in a homogeneous time varying electric field will not respond instantaneously to the field owing to a degree of resistance arising from the moment of inertia of the molecule and the breaking of bonds with surrounding molecules.

The polar molecule will respond with the same driving frequency \( f \) of the incident electric field though with a phase difference \( \delta \) due to this resistance to displacement (Fig. 2.7). From (2.12) we know that permittivity is dependent on the ratio of \( D \) and \( E \), however, if \( D \) responds with a phase difference of \( \delta \) then the permittivity must contain a phase difference such that

\[
\epsilon^*(\omega) = \epsilon'(\omega) + i\epsilon''(\omega) = \frac{D_0}{E_0} (\cos \delta + i \sin \delta).
\]  

(2.48)

If a material has a permeability, \( \mu \), the incident electromagnetic wave will interact with the materials magnetic dipoles with magnitude and phase change of

\[
\mu^*(\omega) = \mu'(\omega) + i\mu''(\omega) = \frac{B_0}{H_0} (\cos \delta + i \sin \delta).
\]  

(2.49)

The oscillation of the polar molecules leads to the re-emission of the radiation absorbed albeit with a corresponding phase difference. In the case of a homogeneous and isotropic distribution of polar molecules the resulting re-emission leads to a reduction in the wave’s phase velocity as well as a decrease in the wavelength by a factor known as the refractive index \( n \). The phase difference is highly dependent on the driving wave frequency as at low frequencies the difference would be negligible however at frequencies near the systems natural orientation time the phase difference is large. This difference in phase is addressed in later sections.

Note that the imaginary component of permittivity is is a direct result of the phase difference. The resistance of a molecule to reorientation leads to a dissipation of energy (such as the breaking and formation of intermolecular
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bonds) and therefore the imaginary component may also be approached as a measurement of loss.

2.2.4 Losses

The relationship between the phase velocity of light and permittivity given in (2.45) ties the permittivity to the wavevector by \( k = \omega / c \). The relative change to the speed of light is therefore

\[
n + i\alpha = \sqrt{\epsilon'_r(\omega) + i\epsilon''_r(\omega)},
\]

(2.50)

and where \( n \) is the refractive index (change in wave phase velocity and wavelength) and \( \alpha \) the absorption coefficient. With known values of permittivity the refractive index and absorption coefficient can be solved using the rearrangement

\[
n^2 - \alpha^2 = \epsilon'_r,
\]

(2.51)

\[
2n\alpha = \epsilon''_r.
\]

(2.52)

By substitution of (2.50) into (2.43) losses of the wave solution becomes

\[
E = E_0 \exp(-\alpha k z) \exp(i(k \cdot r - \omega t)).
\]

(2.53)

With increasing \( \alpha \) we find that the propagating plane wave decays quicker.

When making dielectric measurements a more common approach to giving values of loss is to measure the ratio of the imaginary permittivity and real permittivity. The ratio is therefore the energy lost against energy stored which provides a relative medium loss known as the loss tangent, \( \tan \delta \).
\[
\tan \delta = \frac{\epsilon''(\omega)}{\epsilon'(\omega)}.
\] (2.54)

The research conducted within this thesis will focus upon and be discussed in terms of the complex permittivity and loss tangent of the materials investigated.

### 2.2.5 Conductivity

The presence of free electrons, protons or ions in semiconductors, metals, liquids and gases lead to additional losses within a system. With no restoring force acting on the ions they follow the path of the applied electric field. The free ions collide with particles leading to a dissipation of kinetic energy by exciting molecular vibration or imparting kinetic energy. The ionic losses are highly frequency dependent with lower frequencies leading to increased path lengths and a greater number of intermolecular interactions (ionic drag) that equate to higher losses. Losses and the phase difference of free charge carriers are commonly denoted separately from the permittivity and phase information of bound charges such that the imaginary permittivity becomes

\[
I(\epsilon^*(\omega)) = \epsilon''(\omega) + \frac{\sigma}{\omega \epsilon_0},
\] (2.55)

where \(\sigma\) is the conductivity.

### 2.2.6 The Debye model

The dielectric response of a material to an electromagnetic wave can be given in complex form that in the case of a polar molecule in a liquid state arises from the molecular moment of inertia and interactions with surrounding molecules. The molecular interactions and moment of inertia limits the speed at which a molecule responses and relaxes when an electric field \(\mathbf{E}\) is switched on and off, respectively. The time taken for a molecule to respond to such a
field is given as the relaxation time $\tau$. In a time-dependent electric field when the frequency is low enough the molecule will continue to response almost in phase with the incident wave. As the frequency increases and approaches the limiting speed at which the molecule can respond then the phase difference increases. As the frequency increases it also limits the molecules ability to orientate in the electric field. The molecule still oscillates at the same frequency though does not complete a full orientation and is therefore more prone to re-bond with surrounding molecules and dissipate energy to them. At even higher frequencies the molecules no longer reorientate in the electric field and therefore exhibit no phase difference, loss or real permittivity. All that remains are induced dipoles that contribute to the permittivity.

This process is described by the Debye relaxation equation and can be formulated by considering the time-dependent evolution of the polarisation of the molecule as it relaxes [29]. We may begin by assessing the simplest case of a collection of dipoles with polarization $P$ in an electric field $E$. Once the electric field has been removed the dipoles will return to their lowest energy state and subsequently lead to an exponential decay of polarization as a function of time such that

$$P(t) = P_0 \exp\left(-\frac{t}{\tau}\right),$$

(2.56)

where $\tau$ is the molecules inherent relaxation time defined by the Einstein equation to be

$$\tau = \frac{r^2}{6D},$$

(2.57)

where $D$ is the diffusivity of a particle in the liquid and $r$ the molecules effective radius. If we know the time evolution of the polarisation we are able to understand the frequency dependent response to a driven field by taking the Laplace transform ($t \geq 0$) of the time-dependent polarisation such that
\[ \mathbf{P}(\omega) = \frac{1}{\tau} \int_0^\infty \mathbf{P}(t) \exp\left(-i\omega t\right) dt = \frac{\mathbf{P}_0}{\tau} \int_0^\infty \exp\left(-t/\tau\right) \exp\left(-i\omega t\right) dt. \quad (2.58) \]

The solution to this integral is given as

\[ \mathbf{P}(\omega) = \frac{\omega_0 \mathbf{P}_0}{\omega_0 + i\omega}, \quad (2.59) \]

where \( \omega_0 = \tau^{-1} \). We can re-express (2.11) in the frequency domain such that

\[ \mathbf{P}(\omega) = \varepsilon_0 \chi(\omega) \mathbf{E}(\omega), \quad (2.60) \]

where \( \chi(\omega) \) is the complex susceptibility including the phase difference between \( \mathbf{P}(\omega) \) and \( \mathbf{E}(\omega) \). From (2.60) (2.59) can be shown to be

\[ \frac{\mathbf{P}(\omega)}{\mathbf{E}(\omega)} = \varepsilon_0 \chi(\omega) = \frac{\mathbf{P}_0}{\varepsilon_0 \mathbf{E}_0} \frac{\omega_0}{\omega_0 + i\omega} = \chi_s \frac{1}{1 + i\omega \tau}, \quad (2.61) \]

where \( \chi_s = \mathbf{P}_0/\mathbf{E}_0 \) is the static (\( \omega = 0 \)) electric susceptibility. Expressing the frequency dependence of a dipole in terms of permittivity is more useful. In (2.10) we assumed that there is only one polarisation process. In many real systems there are almost always more than one polarisation system contributing to the permittivity and rarely do they undergo relaxation at the same frequencies. Let us take a medium that has two contributing polarisation. The electric displacement is given as

\[ \mathbf{D}(\omega) = \varepsilon_0 \mathbf{E}(\omega) + \mathbf{P}_1(\omega) + \mathbf{P}_2(\omega) = \varepsilon_0 [1 + \chi_1(\omega) + \chi_2(\omega)] \mathbf{E}(\omega). \quad (2.62) \]

Let us assume that we are only interested in \( \chi_2 \) (referred to as \( \chi \)) and that \( \chi_1 \) relaxes at a much higher frequency than we are interested in. Assuming an isotropic and homogeneous medium then (2.62) can therefore be rearranged to be
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Figure 2.8: The real (A) and imaginary (B) permittivity from the Debye model across the relaxation frequency ($f_\tau$) of the polar mechanism ($\epsilon_s = 1$, $\epsilon_\infty = 0.05$).

$$D(\omega) = \epsilon_0 (\epsilon_\infty + \chi(\omega)) E(\omega),$$

(2.63)

where $\epsilon_\infty$ is the high frequency permittivity. Similarly to (2.12) we may say that $\epsilon(\omega) = \epsilon_\infty + \chi(\omega)$ and therefore for substitution into (2.61) that

$$\chi(\omega) = \epsilon(\omega) - \epsilon_\infty.$$  

(2.64)

In the limit of low frequency ($\omega \to 0$) we arrive at

$$\chi_s = \epsilon_s - \epsilon_\infty,$$  

(2.65)

where $\epsilon_s$ is the static permittivity. By substituting (2.64) and (2.65) into (2.61) we now arrive at the well known Debye relaxation equation (Fig. 2.8)

$$\epsilon^*(\omega) = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + i\omega \tau}.$$  

(2.66)

Note that the numerator of the right hand side of (2.66) $\epsilon_s - \epsilon_\infty$ is often denoted as $\Delta$. Note that according to previous assumptions, the use of a Debye model and any subsequent model related to the Debye response requires that
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the system measured be independent of the intensity of $E$ (as assumed in (2.22)), that is be in a steady state, in equilibrium and that $\epsilon(\omega)$ evolves as an ordinary causal response.

2.3 Extended relaxation models

In many media there are multiple relaxation processes occurring owing to the complex intermolecular network of molecules. This distribution can be expressed as a collection of polarisations such that electric displacement is

$$D(\omega) = \epsilon_0 \left[ 1 + \sum_{k=1}^{N} \chi_k(\omega) \right] E(\omega), \quad (2.67)$$

where $N$ is the number or polarisation processes occurring. The Debye equation therefore becomes

$$\epsilon^*(\omega) = \epsilon_\infty + \sum_{k=1}^{N} \frac{\epsilon_k - \epsilon_{k+1}}{1 + i\omega\tau_k}. \quad (2.68)$$

In addition to permittivity contributions from the multiple polarisations we must also include ionic contributions from free ions as given in (2.55). This leads to

$$\epsilon^*(\omega) = \epsilon_\infty + \sum_{k=1}^{N} \frac{\epsilon_k - \epsilon_{k+1}}{1 + i\omega\tau_k} + \frac{i\sigma}{\omega_0}. \quad (2.69)$$

Thus far the equations used to describe relaxation processes of dipole moments have been built upon analytical derivations based upon physical processes. In particularly complex systems where there are a large distributions of relaxation phenomena occurring it often becomes more beneficial to adopt a semi-empirical approach to describe the distributions of relaxations such that
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Figure 2.9: The real and imaginary permittivity comparing the response of a Cole-Cole ($\alpha = 0.5$), Cole-Davidson ($\beta = 0.5$) and a Debye model.

\[ \epsilon^*(\omega) = \epsilon_{\infty} + (\epsilon_s - \epsilon_{\infty}) \int_{\tau_{\text{min}}}^{\tau_{\text{max}}} f(\tau) d\tau. \]  

(2.70)

The distribution of relaxation times $f(\tau)$ in (2.70) has many solutions and depends on the system analysed. Few of these solutions are based upon exact theoretical derivations instead they are developed around the response of real systems. The most common functions used are Cole-Cole [30, 31],

\[ f(\tau) = \frac{\sin \alpha \pi}{2\pi \cosh[(1 - \alpha) \ln \tau/\tau_0] - \cos \alpha \pi}, \]  

(2.71)

where $\tau_0$ is the central relaxation time of the distribution, Davidson-Cole [32],

\[ f(\tau) = \frac{\sin \beta \pi}{\pi} \left( \frac{\tau}{\tau_0 - \tau} \right)^\beta, \]  

(2.72)

and Fuoss-Kirkwood [33, 34],

\[ f(\tau) = \frac{\gamma \cos(\gamma \pi/2) \cosh(\gamma s)}{\pi \cos^2(\gamma \pi/2) + \sinh^2(\gamma s)}. \]  

(2.73)

where $\alpha$, $\beta$ and $\gamma$ are distribution parameters. A general case exists that describes both the Cole-Cole and Davidson-Cole relaxations (Fig. 2.9) known
as Havriliak-Negami relaxation \[35\].

### 2.3.1 Cole-Cole diagrams

Cole-Cole diagrams provide a visual representation of one or more relaxation process by plotting the real permittivity against the imaginary permittivity (Fig. 2.10). A perfect single frequency relaxation process will correspond to a circular arc with the centre positioned on the real permittivity axis. Often for molecularly large solutes and solutions the centre of this arc is found below the real permittivity axis and it was in fact this observation that lead Cole and Cole to propose their distribution (2.71), which when applied to (2.70) yields

\[
\epsilon^*(\omega) = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + (i\omega\tau)^{(1-\alpha)}}. \tag{2.74}
\]

It was also noted that the Cole-Cole plot appears skewed or asymmetrical in some cases. A distribution described by the Davidson-Cole function given as

\[
\epsilon^*(\omega) = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{(1 + i\omega\tau)^{\beta}}, \tag{2.75}
\]

when (2.72) is inserted into (2.70). In the case of both an offset centre and a skewed arc the permittivity is given by the aforementioned HavriliakNegami equation,

\[
\epsilon^*(\omega) = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{(1 + (i\omega\tau)^{(1-\alpha)})^\beta}. \tag{2.76}
\]

Cole-Cole and Cole-Davidson are most commonly applied to polymer systems.
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Figure 2.10: The real permittivity verses the imaginary permittivity comparing the response of a Cole-Cole ($\alpha = 0.5$), Cole-Davidson ($\beta = 0.5$) and a Debye model.

2.3.2 Permittivity and relaxation temperature dependence

As given by (2.24) and (2.35), the static permittivity of liquids containing molecules with permanent dipole moments is temperature dependent owing to increased temperatures yielding greater kinetic energy and therefore a greater chance to overcome the applied electric field.

In addition to the permittivity response being temperature dependent the relaxation time is also highly sensitive to the temperature owing to the diffusivity dependence on temperature as given in (2.57). This relationship was derived from Einstein’s observations of the diffusivity of a spherical particle in a liquid ($D = \mu k_B T$) and expanded upon by Stokes by linking mobility to the viscosity of the liquid $\mu = 1/(6\pi \eta r)$. This was finally tied to the relaxation of a molecule by Debye leading us to the Stokes-Einstein-Debye relation [36, 37, 29] given as
\[ \tau = \frac{r^2}{6\mu k_B T} = \frac{\pi \eta(T)r^3}{k_B T}. \] (2.77)

This description demonstrates that the relaxation time not only depends on temperature but also viscosity that is in turn temperature dependent. The exact molecular mechanics behind the viscosity of various liquid mediums is somewhat poorly defined though generally can be expressed as the resistive force acting on the motion of a molecule. In this case it is the resistive force acting on the rotation of the molecule. For most common polar liquids (water, alcohols, acetone etc) the viscosity temperature dependence is described by an Arrhenius equation [38] (thermally activated) and therefore (2.77) becomes

\[ \tau = \tau_0 \exp\left(\frac{E_\tau}{k_B T}\right), \] (2.78)

where \( \tau_0 = \frac{\pi r^3 \eta_0}{k_B T} \) and \( E_\tau \) the system activation energy (approx. 3.2 for pure water). The temperature dependence of each of the parameters in the Debye equation is shown in figure 2.11.

### 2.3.3 Electrolyte conductivity

The last important component of the dielectric response of liquids to consider is electrolytic conductivity. The response of an ion to an applied electric field is the acceleration in the relevant direction of the applied field. The conductivity of an electrolyte solution is therefore given as

\[ \sigma = \sum_k \mu_k q_k C_k, \] (2.79)

where \( N \) is the number of different ions present, \( \mu \) the mobility of the ion, \( q \) the charge and \( C \) the concentration of ions. The mobility in a low Reynolds number system of viscosity \( \eta \) can be approximated to be
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Figure 2.11: The temperature dependence of the real and imaginary permittivity of water around the relaxation frequency (A). The change in static permittivity as a function of temperature (B). An Arrhenius plot of relaxation time and inverse temperature (C).
\[ \mu_q = \frac{1}{6\pi r \eta} = \frac{1}{6\pi r \eta_0} \exp(-E_\eta/k_B T), \quad (2.80) \]

where \( E_\eta \) the system activation energy. The radius of the ion is \( r \) and again the viscosity is given as a thermally activated process. The concentration density has additional temperature dependence. The conductivity contribution from a single species of ion is

\[ \sigma = \frac{q C}{6\pi r \eta_0} \exp(-E_\eta/k_B T). \quad (2.81) \]

### 2.4 Summary

The polarisation of solid and liquid materials in an electric field was theoretically examined and the concept of permittivity presented. The Clausius-Mossotti approach in explaining the static permittivity of a polar liquid was found to be inaccurate and therefore a second approach discussed, the Onsager model. Time-varying propagating electromagnetic fields were introduced and a materials time-domain response explored. The frequency dependent response of polar liquids led to the derivation of the Debye equation that characterises a polar liquids limiting response to a time-varying electric field. Semi-empirical variations of the Debye equation to account for complex systems with varying molecular dynamics were presented. The temperature dependence of the Debye equation was theoretically studied, in particular the relaxation time and lastly the electrolytic conductivity and relation to ion charge, radius and temperature.
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Microwave dielectric measurement techniques

The accurate measurement and deconvolution of the dielectric spectrum of polar solutions requires broadband frequency measurements across ranges as great as 1 MHz to 1 THz. Even with the most advanced equipment multiple measurement techniques are required to cover such a frequency range of which the most commonly used are described herein.

3.1 Waves at interfaces

Abrupt spatial changes of a material’s permittivity or permeability has profound effects on electromagnetic propagation. The same is true for a wave confined to a transmission line that changes dimensions over a short distance. Consideration of such changes, however large or small, reveals the well defined Fresnel equations (Fig. 3.1). Considering the most general case of an interface we can take the relationship between the amplitude of the transmitted wave and reflected wave to be

\[ t = 1 + r. \] (3.1)
Figure 3.1: The reflection and transmission of an electromagnetic plane wave at an interface of two materials of different permittivities. \( Z_{1,2} \) denote a material’s characteristic impedance and \( r \) and \( t \) the reflected and transmitted amplitude of a plane wave as given in (3.1).

Note that the reflected wave amplitude may be positive or negative and therefore it is possible that the transmitted amplitude be greater than unity. Note also that a wave’s amplitude is dependent on the electromagnetic properties of the medium and therefore will not violate the law of energy conservation. The measurement of energy transfer across a boundary is a useful way to derive the reflection and transmission coefficients. A valuable parameter in measuring energy transfer is the wave impedance, \( Z \), given as the ratio of the electric and magnetic field strength such that

\[
Z = \frac{E}{H} = \sqrt{\frac{\mu}{\epsilon}}, \tag{3.2}
\]

in the case of a free propagating plane wave in a material with permittivity \( \epsilon \) and permeability \( \mu \). The relationship of impedance to energy is given in the Poynting vector \( \mathbf{S} \) (energy flux density, Wm\(^{-2}\)) of a wave such that

\[
\mathbf{S}^* = \frac{1}{2}(\mathbf{E} \times \mathbf{H}) = \frac{1}{2}(\mathbf{E} \times \frac{\mathbf{n} \times \mathbf{B}}{\mu}) = \frac{1}{2}(\mathbf{E} \times \frac{\mathbf{n} \times \mathbf{E}}{c\mu}) = \frac{1}{2Z}(\mathbf{E} \cdot \mathbf{E})\mathbf{n} \tag{3.3}
\]
At an interface of two mediums the energy transfer is denoted by

$$Z_2^1 = Z_{2^1} r^2 + Z_1 t^2.$$  \hspace{1cm} (3.4)

By rearranging (3.4) and substituting (3.1) \( r \) and \( t \) are given as

$$r = \frac{Z_2 - Z_1}{Z_2 + Z_1},$$ \hspace{1cm} (3.5)

$$t = \frac{2Z_2}{Z_2 + Z_1},$$ \hspace{1cm} (3.6)

for a plane wave at normal incidence to the interface. In the case of waves propagating in a confined dimension such as in a transmission line the impedance takes a much more complex form, often highly dependent on the transmission line dimensions.

### 3.2 Vector Network Analyser

The vector network analyser (VNA) has become the standard tool and microwave source for component and circuit testing and material characterisation. Able to monitor both magnitude and phase information VNAs are well suited to signal transmission and reflection measurements, ideal for the purpose of dielectric characterisation.

Typical VNAs function with a two-port set-up with a built-in signal generator, receiver, processor and display (Fig. 3.2). More advanced devices operate with four ports and two signal generators though such devices are beyond the need of measurements conducted within this thesis. The built-in signal generator is a continuous wave (CW) source capable of covering a large frequency range. Many modern VNAs will typically cover ranges of 1 KHz to 3-10 GHz or 50 MHz to 20-67 GHz though extensions can provide a CW source up to 1 THz. The VNA functions with stepped frequency measurements such that
Figure 3.2: A vector network analyser with depicted transmission and reflection capabilities.
single frequency measurements are made before the frequency is increased and the measurement repeated. The receiver measures the magnitude and phase of the transmitted or reflect wave. In order to accurately ascertain the phase of the measurement signal a reference is split from the source that is later combined with the measurement signal in a phase detector whose output is proportional to the phase difference. A typical measurement is made in terms of the S-parameters of a sweep where \( S_{11} \) and \( S_{21} \) are given as

\[
S_{11} = \frac{\text{Reflected}}{\text{Incident}} = \frac{b_1}{a_1}, \tag{3.7}
\]

and

\[
S_{21} = \frac{\text{Transmitted}}{\text{Incident}} = \frac{b_2}{a_1}, \tag{3.8}
\]

where the transmitted, reflected and incident measurements are made as a function of voltage (Fig. 3.2). The \( S_{11} \) is related to the reflection coefficient by

\[
S_{11} = \frac{1 + |r|}{1 - |r|}, \tag{3.9}
\]

where the reflection coefficient is given as

\[
r = \frac{V_r}{V_f} = \frac{A \exp i(\phi + \delta)}{B \exp i(\phi)}, \tag{3.10}
\]

and is the same as given in (3.6). \( A \) and \( B \) are the magnitude of the forward propagating and reflected wave and \( \delta \) is the induced phase change of the reflected wave. For frequencies up to 70 GHz the source signal is carried in a coaxial cable to the device or sample under measurement. Above this frequency waveguides are used due to the complexity and tolerances involved in manufacturing coaxial cables small enough to support a fundamental mode above 70 GHz.
Changes in the spatial dimensions, permittivity or permeability in the transmission line carrying the signal, in a device under measurement or a material will result in a change in the reflection and transmission of the signal and thus a change in the $S_{11}$ and $S_{21}$.

Permittivity measurements and resonant techniques discussed within this thesis are made using an HP 8510 VNA with a frequency range of 50 MHz to 40 GHz.

### 3.3 Coaxial measurements

Dielectric measurements with coaxial cables for accurate high frequency spectroscopy have only been made possible in the last few decades owing to improved manufacturing techniques. For low frequency permittivity characterisation, coaxial cables become somewhat large and unwieldy and for higher frequencies coaxial cables require small dimensions to suppress higher order modes and maintain accuracy.

The coaxial cable comprises of a cylindrical inner and a tubular outer electrical conductor separated by a low-loss dielectric. The first advantage of using this type of transmission line is the confinement of the electric and magnetic field within the dielectric component of the cable thereby shielding the signal from external influence. The dimensions are held constant over the length of the cable thus maintaining a constant impedance for the propagating electromagnetic wave. The second notable advantage of coaxial cables is that they
can be engineered to be flexible and thus bent without any or little change in the phase of the propagating wave.

The properties of conducting interfaces instil boundary conditions on incident waves that, in the case of a coaxial cable waveguide confine the electromagnetic wave between the inner and outer conductor. These boundary conditions confine the type of wave that can be excited within the transmission line. Only one type of field distribution, the transverse electromagnetic (TEM) mode (no electric or magnetic field in the direction of propagation), can be excited and at any frequency within the coaxial cable. The field distribution of the mode is of a radial nature from the inner to outer conductor (Fig. 3.5). At high enough frequencies other defined modes exist such as transverse electric (TE) and transverse magnetic (TM) modes (see resonant modes below). Currents exist at the surface of the conductors though the wave does not propagate into the bulk of the material. It is preferential to maintain a single mode for all frequencies when making measurements of for communication to prevent unwanted interference and loss of information. To ensure single mode propagation the coaxial cable must suppress high order modes by operating at frequencies below the cut-off of the second mode (TE\textsubscript{11} Fig. 3.5B/C) given by

\[
f_c = \frac{c}{\pi \left( \frac{d+D}{2} \right) \sqrt{\epsilon \mu}},
\]

(3.11)

where \(d\) and \(D\) are the inner and outer diameters of other conductors, respectively. The characteristic impedance of a coaxial cable is given as

\[
Z_0 = \frac{1}{2\pi \sqrt{\frac{\mu}{\epsilon}}} \ln \frac{D}{d}.
\]

(3.12)

Coaxial material analysis is commonly carried out by reflection S\textsubscript{11} measurements though there are established techniques for transmission measurements [39]. The cable is cleaved and polished to produce a smooth interface. Due to the large impedance miss-match between air and the coaxial cable, almost all of the wave is reflected back down the coaxial cable. The magnitude of
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Figure 3.4: Dielectric measurements technique for bulk samples using a coaxial cable (A). Measurement of samples placed within the coaxial cable (B).

the reflected wave is dependent on the material interfaced with the coaxial cable.

Owing to the complex electric field distribution into the medium under measurement (fringe field) it is difficult to analytically solve the reflection coefficient for the permittivity of the medium being measured (Fig. 3.4B). A range of analytical solutions to this problem have been reported based on comprehensive studies using an equivalent circuit model outline in ref. [40].

3.3.1 Modelling, calibration, errors and permittivity calculations

Determining the dielectric properties of a material under measurement is most accurately achieved by first implementing finite element modelling to calculate the theoretical reflection coefficients and how they relate to a material’s permittivity. The modelled response is implemented in post-measurement processing for the reverse calculation of the permittivity based upon the measured reflection coefficients.

A calibration serves to define a measurement reference plane by measuring the reflection coefficient of a number of materials with known dielectric properties at the probe-material interface across all frequencies used. Additionally the
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Figure 3.5: Experimental setup of the open-ended coaxial dielectric probe (A). The fundamental TEM mode of a coaxial cable visualising the electric field vector in the fringing fields (B). The electric field magnitude of the TEM mode and fringing fields (C).

calibration procedure removes effects of miss-matching via transmission line connection or defects prior to the probe-material measurement interface.

The first calibration for defining a reference phase and amplitude is a short-circuit where an infinite permittivity interface reflects all of the power at the probe-material interface with a 180 degree phase shift thereby giving a reflection coefficient of -1 (see (3.10), δ = π). This calibration is conducted with a metal foil that is brought into contact with the open termination of the coaxial probe. A second calibration standard is an open-circuit where the material has a negligible permittivity and a high impedance of 376.6 Ω. The large impedance miss-match leads to the reflected wave having no phase change and a resulting reflection coefficient of approximately 1. Another common calibration standard is a matched-circuit. The characteristic impedance of the transmission line is matched by the material and there is no reflected wave (r = 0). Owing to the smooth termination of the probe (coaxial cable) it is near-impossible to physically attach a matched load. A common replacement for such a calibration is a polar liquid with known complex permittivity. The use of a polar liquid proves to be a useful replacement to a matched calibration. By calibrating against permittivity values of a polar liquid the system is able to provide more accurate measurements on other
polar liquids.

Whilst the short-open-liquid calibration is simple to conduct there are a number of issues related to the calibration of an open-ended coaxial dielectric probe. The calibration involving the short requires the positioning of a smooth metal foil or block at the end of the probe whilst ensuring complete contact at all places. The second issue arises from the calibration standard of a known liquid. Such a calibration requires that the dielectric values are well documented across a range of temperatures and that the calibration temperature be accurately documented. For the calibrations conducted within this thesis deionised water (18 MΩ) at room temperature (approx. 293 K) was used for the calibration standard. Having calibrated the probe a second polar liquid (within this thesis - Methanol) is measured and the values compared to literature values to ensure a high quality calibration. The static permittivities must be within $\epsilon \pm 1.0$ else the calibration is repeated.

Errors may also arise from the permittivity calculation algorithm using $S$ parameters owing to differences in the modelled probe dimensions and the manufactured geometries. Errors from surface roughness, certainly in commercial systems, are small in comparison to errors induced by the aforementioned issues. Methods for calculating the uncertainties in the permittivity calculation procedure are commonly done using Monte Carlo modelling [41].

There have been two commercial developments by Agilent and Speag of coaxial probes offering permittivity measurement capabilities between 50 MHz and 50 GHz. Broadband measurements conducted within this thesis use the Agilent performance probe kit and high temperature probe. Whilst the commercial probes offer fast measurements and minimal preparation there is little or no accessibility to the permittivity calculating algorithms or residual errors.

Based on the aforementioned uncertainties Agilent have quoted the absolute value accuracy of permittivity measurements conducted with the probe kit to be within $\epsilon' = \epsilon' \pm 0.05|\epsilon^*|$ and $\epsilon'' = \pm \epsilon'' \pm 0.05|\epsilon^*|$. This equates to approximately a 5 % uncertainty in the absolute values stated. Interestingly Gregory and Clarke demonstrated much lower error margins using a Monte
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Carlo model concerning coaxial probes (including the Agilent 85070 temperature probe) and quoted uncertainties typically less than 1%. Repeatability across different systems and between calibrations is given by Agilent to be within 1-2% of the measured values. Our measurements found the repeatability between calibrations regarding the permittivity of water, ethanol and methanol to be within approximately 1.7% of the absolute value at 20±0.1 K.

The errors associated with absolute values and the repeatability means that it is important to direct the development of analysis or biosensing techniques towards relative measurements and not absolute values.

A detailed study on measurement uncertainties in probe measurements by Gregory and Clarke has demonstrated that low frequency permittivity measurements become less accurate due to the reflection coefficient tending towards +1 +0i and thereby reducing sensitivity to the sample [41]. At low frequency (<0.5 GHz) the noise in the permittivity may be seen to become as large as $\epsilon^\ast = \epsilon^\ast \pm 0.5$. High frequencies are more prone to calibration errors as the smaller wavelength has a greater sensitivity to mechanical defects. Measurements by Gregory and Clarke have demonstrated a general increase in the residual calibration error when using a short calibration at higher frequencies (0.0005, 6 GHz) compared to lower frequencies (0.0001, 0.1 GHz) [41].

The cause of additional uncertainty and error from measurement techniques can arise from:

- sample size,
- temperature,
- air bubbles.

Consideration of sample size when undertaking measurements using a coaxial probe is important. Possible excitation of resonances within the sample, the additional reflections of the fringing fields or the fringing fields extending further than the sample dimensions are all potential by-products of a poorly chosen sample size. Careful selection of beaker size (liquids) or sample size
and shape is important to suppress resonances, avoid reflections and to confine the fringing field to the sample dimensions.

Temperature effects have been shown to be one of the largest contributions to measurement uncertainty [41] and variations between measurements. The importance of ensuring the sample is maintained within a $\pm 0.1$ K environment is vital for performing accurate measurements. From figure 2.11 it may be shown that a 0.1 K variation in temperature is equivalent to a change in the permittivity of 0.04. Subsequently all measurements performed in the thesis were conducted in a temperature controlled laboratory ($\pm 0.5$ K) and the temperature of samples recorded to an accuracy of $\pm 0.05$ K (absolute accuracy $\pm 0.5$ K).

The requirement for the calibration liquid’s temperature introduces an uncertainty of $\epsilon^{*} \pm 0.025$ to permittivity values (absolute value accuracy $\epsilon^{*}\pm 0.2$). The calibration liquid used in this thesis is water and subsequently measurements performed on samples with similar permittivities are assumed to carry the same uncertainty. Measurements conducted relative to a normalised sample (i.e. measuring the change in protein solution permittivity against the permittivity of water) effectively remove the uncertainty of calibration errors though an error due to the possible difference in temperature between measurement sample and the normalised sample exists (approx. 0.1 % change in permittivity). This is an important contribution to the uncertainty in the protein differentiation techniques highlighted in Chapter 5.

Thermal expansion of a coaxial probe such as the metal and dielectric core could result in a change to the phase difference especially in high frequency measurements. Subsequently materials with low thermal expansion coefficients are employed for the high temperature probe that are stable up to 470 K.

Ensuring the removal of bubbles from the probe-liquid interface is paramount to ensuring good accuracy. This is of particular importance for temperature dependent measurements. Two methods for the clearance of bubbles have been used. The first makes use of a malleable tool such as a clinically clean sponge that is wiped across the probe-liquid interface. This method is of
3.4 Resonators

A microwave resonator may be created in a number of geometries however all function on the same principle that the boundary conditions within the resonator lead to the reflected waves constructively interfering. Additionally, the material from which the resonator is constructed must have low enough losses.

Figure 3.6: First and second order modes in a resonant cavity, $m = 1$, $n = 1$ and $p = 1, 2$.

particular use in solutions of high viscosity such as protein solutions. The second method uses large bubbles blown through a syringe positioned more than 20 mm from the probe tip to collect and remove other smaller bubbles from the interface. This has been implemented for temperature dependent measurements on salt solutions and water. Measurements are made within seconds of the probe tip being cleared. Uncertainties induced by bubbles are calculated based on the observed experimental data.

The measured complex permittivity is often deconvolved to obtain parameters (i.e. Debye equation - permittivity, relaxation time and conductivity). The accuracy of fits and the uncertainties of relevant parameters is covered in Chapter 4 - Fitting routines.
to ensure that the resonance is not over dampened. Possibly the simplest case
of an electromagnetic resonance is that of a square waveguide short-circuited
at either end and known as a cavity resonator (Fig. 3.6). The presence of con-
ductive walls in multiple directions causes the formation of modes and when
all three axis are confined this leads to discrete modes at stepped frequency
intervals at which the boundary conditions allow for constructive interference.
The permitted resonant frequencies are therefore given as

$$k_{res}^2 = \left( \frac{\omega}{c} \right)^2 = \left( \frac{m\pi}{a} \right)^2 + \left( \frac{n\pi}{b} \right)^2 + \left( \frac{p\pi}{c} \right)^2,$$

(3.13)

where $a$, $b$ and $c$ are the dimensions of the cavity and $m$, $n$ and $p$ the mode
number. Visual solutions for $p = 1$ and $p = 2$ can be seen in figure 3.6. In the
case of a cylindrical cavity resonator the allowed modes are somewhat more
complex but can be solved using Bessel functions. The resonant wavevectors
of a cylindrical resonator are

$$k_{res}^2 = \left( \frac{X_{r\theta}}{r} \right)^2 + \left( \frac{p\pi}{c} \right)^2,$$

(3.14)

where $c$ is the cylindrical cavity height and $X_{r\theta}$ the solution to the Bessel
function of mode numbers $r$ and $\theta$.

When comparing resonances the quality of a resonance can be considered to
be the ratio of total energy stored in the system at any given time ($W_J$) and
energy lost per cycle ($P_\tau/\omega$). The dimensionless parameter known as the
quality factor $Q$ denotes such a ratio such that

$$Q = \frac{2\omega W_J}{P_\tau}.$$

(3.15)

The $Q$ can also be used to denote the number of cycles the resonant standing
wave would complete before the amplitude drops to 1/e. In a system with
loss the standing wave time-dependent response of the wave is

$$E(t) = E_0 \exp(-\gamma t) \exp(-i\omega t),$$

(3.16)
where $\gamma$ relates to the energy lost per cycle. The frequency response is calculated from the Fourier transform of the time domain and the result is a Lorentzian distribution around $\omega$

$$\exp(-\gamma t)u(t) \overset{F}{\leftrightarrow} \frac{1}{\gamma - i\omega},$$  (3.17)

where $F$ denotes the Fourier transform operation (Fig. 3.7). The frequency distribution is seen in almost all resonant systems and many fitting routines make use of the Lorentzian curve distribution. Transmission measurements across a resonator are visualised in the $S_{21}$ and are seen to display a Lorentzian distribution. At high $Q$s where the half-width-max of the resonance is much less than the resonant frequency the quality factor can be given to be

$$Q = \frac{f_0}{\Delta f},$$  (3.18)

where $\Delta f$ is the bandwidth of the resonance at half of the maximum value at the resonant frequency $f_0$ (Fig. 3.8).
Figure 3.8: The resonant frequency and bandwidth of two resonant curves as a function of frequency.

3.4.1 Dielectric resonators

Unlike a cavity resonator that relies on constructive interference built up in a reflective metal cavity, the resonant properties of a dielectric resonator may outperform a cavity resonance owing to high field confinement in a low-loss, high permittivity ceramic. Using a high permittivity resonator in a low permittivity environment results in the large reflection coefficients that lead to high field confinement within the resonator. The absence of metal interfaces reduces the losses induced in the reflection, however, the electric and magnetic field are non-zero at the boundary of the resonator and surrounding environment. There are consequently three field components to consider within a resonator; the field within the resonator, the evanescent fields outside of the resonator (see Evanescent fields below) and radiative fields. In the case of a cylindrical dielectric resonator that is operated at its fundamental $\text{TE}_{01}$ mode the electric field, though predominantly confined to the cylindrical resonator also has field lines outside of the resonator that decay exponentially as a function of distance from the resonator (Fig. 3.9). Such a mode will also radiate with the resonator acting as an antenna. The field distribution in a resonator is highly dependent on the mode number with each having a specific ratio of confined, radiative and evanescent components. At high fre-
quantities solutions appear that are known as whispering gallery modes (Fig. 3.9F and 3.10F). At these frequencies the wavelength of the electromagnetic wave is often significantly smaller than the resonator. A whispering gallery mode arises from the wave inside the resonator unable to escape the high permittivity due to an angle of incidence with the interface that is greater than the critical angle and so is total internally reflected. These modes are highly confined with very low radiative components and high evanescent field components. For lower order azimuthal modes the radiative components can be suppressed by housing the dielectric resonator in a metal cavity thereby increasing the total energy within the resonator and thus the Q-factor. This latter technique is chosen for the measurements conducted within this thesis and shall be the focus of further discussion.

Though resonator techniques have found a range of applications in research environments there are only a few examples of microwave techniques extending to commercial settings such as communication filters [42, 43], material analysis [44] and security [19].

### 3.4.2 Manufacture

Dielectric resonators are most commonly manufactured from high permittivity, low-loss and temperature stable ceramics such as barium zirconate titanate (BZT). Low levels of inhomogeneity in the manufacture of a resonator is key to ensuring low-losses. Similarly the purity and consistency of the crystalline structure has been shown to be vital to ensuring a high permittivity [45]. The high dielectric constant is attributed to ionic displacement polarisation as discuss in the first instance in chapter 2 concerning the Clausius-Mossotti equation. Though low-loss in the microwave regime this mechanism is typically associated with low permittivities (i.e. NaCl), however, titanium dioxide and related titanium compounds have been found to create high permittivity whilst maintaining low losses [46]. To achieve high purity and homogeneity the production of high permittivity ceramics is predominantly achieved via sintering, the heating of a compressed powder to a temperature below its melting point leading to atomic diffusion between
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Figure 3.9: The vertical cross-section of the electric field distribution of a cylindrical dielectric resonator within a cylindrical metal cavity. The black rectangular line denotes the boundaries of the dielectric resonator. The numerical sub-text relates to the radial, azimuthal and vertical mode numbers. The $TE_{011}$ mode is the fundamental dielectric mode with electric field lines only in the horizontal plane (A). Other sub-figures display resonant modes (B-F) where the modal number causes a large change to the electric field distribution. Cross-sections of the horizontal plane of the respective modes are shown in figure 3.10.

powder molecules and subsequent binding of the material.

3.4.3 Resonant modes

As discussed with cavity resonators discrete resonant frequencies exist at which the boundary conditions of the system favour constructive inference. The non-zero boundary conditions of the fields lead to complex analytical solutions to derive the resonant modes and frequencies. Four types of mode can be excited within a dielectric resonator each relating to the distribution
Figure 3.10: The horizontal cross-section of the electric field distribution of a cylindrical dielectric resonator within a cylindrical metal cavity. The black cylindrical line denotes the boundary of the dielectric resonator. The numerical sub-text relates to the radial, azimuthal and vertical mode numbers. The $\text{TE}_{011}$ mode is the fundamental dielectric mode with electric field lines present only in-plane (A). Other sub-figures display resonant modes (B-F) where the modal number causes a large change to the electric field distribution. As the modes (and frequency) become higher order (whispering gallery) the electric field confinement to the resonator increases.
of the electric and magnetic fields within.

- **TE\( r\theta z \)** - Transverse electric. No electric field component acts in the vertical plane (resonator) or direction of propagation (transmission line). \( r, \theta, z \) are the radial, azimuthal and vertical mode number of the resonance.

- **TM\( r\theta z \)** - Transverse magnetic. No magnetic field component acts in the vertical plane (resonator) or direction of propagation (transmission line). (Fig. 3.11A)

- **EH\( r\theta z \)** - Electric dominant hybrid. Electric and magnetic field in all planes. (Fig. 3.11B)

- **HE\( r\theta z \)** - Magnetic dominant hybrid. Electric and magnetic field in all planes.

The development of modern computational systems has provided the means to model highly complex systems to determine their electromagnetic response [47, 48]. Used for resonant systems they can solve for modes, field distributions with amplitude and phase, resonant frequencies and \( Q \)-factors. Depicted in figures 3.9 and 3.10 are the electric field distributions of a number of modes from the fundamental TE\( 01 \) mode (Fig. 3.9A and 3.10A) to a \( \theta = 10 \) whispering-gallery mode. The choice of a mode is highly dependent on the role the system is to play. The simple field distribution of a TE\( 01 \) mode makes it well suited for dielectric measurements however in an open system a higher order mode may prevail as a result of the low radiative component. Matching a mode to the sample location maximizes field-sample interaction such as a fundamental mode to a sample volume within the resonator, a whispering gallery mode for measurement on the outer edge of the resonator and a second or third order \( z \) mode for enhanced electric fields for measurements at a surface.
Figure 3.11: Horizontal cross-section of the electric field vector distribution of a cylindrical dielectric resonator within a cylindrical metal cavity. As described the fundamental TE$_{011}$ mode has field lines only in the horizontal plane (A). For higher order modes such as the EH$_{042}$ electric field lines are present in all directions however the electric field is dominant in the horizontal plane (B).
3.4.4 Quality factor

The quality factor of a system has been discussed in brief for a system with losses (see introduction Resonators above). Based on (3.15) a detailed description of how the $Q$ of a dielectric resonator can be related to the material and dimensions of the resonator is discussed.

Considering the case of a dielectric resonator of complex permittivity $\epsilon^*$ the $Q$ factor according to (3.15) is related to the total energy of the system in addition to the energy lost per cycle. The total energy stored within the system is given by

$$W = \int_{V_{res}} \mathbf{E}_0 \cdot \mathbf{D}_0 dV + \int_{V_{cav}} \mathbf{E}_0^2 dV = (\epsilon') \int_{V_{res}} \mathbf{E}_0^2 dV + \int_{V_{cav}} \mathbf{E}_0^2 dV, \quad (3.19)$$

for a system with only dielectric properties. The energy lost per cycle is calculated by

$$P = \omega \epsilon'' \int_{V_{res}} \mathbf{E}_0^2 dV, \quad (3.20)$$

Losses from the metallic boundaries of the cavity must also be considered assuming the evanescent fields have not negligibly decayed. The resulting $Q$ of the system is

$$Q = \left[ \frac{\epsilon'}{\epsilon''} \int_{V_{res}} \mathbf{E}_0^2 dV \frac{1}{Q_{cond}} \right]^{-1} = \left[ \tan \delta^{-1} + \frac{1}{Q_{cav}} + \frac{1}{Q} \right]^{-1}. \quad (3.21)$$

Assuming that the losses from the conductive boundaries are small the power lost per cycle is

$$P_{\tau} = \frac{R}{2} \int_{S_{walls}} H^2 dS, \quad (3.22)$$
where \( R = \sqrt{\omega \mu_0 / 2 \sigma} \) (sheet resistance) and where the integration is made over all surfaces [49].

### 3.4.5 Evanescent fields

The previously considered case of reflection and transmission coefficients dealt only with a wave approaching normal to the material interface. If the wave approaches from an angle then (3.6) can be expressed for s- and p-polarised light as

\[
\begin{align*}
    r_s &= \frac{Z_2 \cos \theta_1 - Z_1 \cos \theta_2}{Z_2 \cos \theta_1 + Z_1 \cos \theta_2}, \quad (3.23) \\
    r_p &= \frac{Z_2 \cos \theta_2 - Z_1 \cos \theta_1}{Z_2 \cos \theta_2 + Z_1 \cos \theta_1}.
\end{align*}
\]

One can recognise that reflection tends to 1 as \( \theta_2 > \theta_{\text{crit}} \) for \( \epsilon_2 < \epsilon_1 \). Within this condition an interesting phenomena occurs, related directly to the continuity requirement of the electric and magnetic fields at a boundary. An exponentially decaying electric field component that transmits no power decays into the transmission region of the boundary. To realise this, consider the transmission wavevector at a boundary between two dielectric mediums, \( \mathbf{k}_t = k_t (\sin \theta_t \mathbf{\hat{x}} + \cos \theta_t \mathbf{\hat{z}}) \). From Snell’s law one can state

\[
\sin \theta_t = \frac{\sqrt{\epsilon_1}}{\sqrt{\epsilon_2}} \sin \theta_i,
\]

and thus with \( \sqrt{\epsilon_2} < \sqrt{\epsilon_1} \)

\[
\begin{align*}
    \cos \theta_t &= \sqrt{1 - \sin^2 \theta_t}, \quad (3.26) \\
    \cos \theta_t &= i \sqrt{\sin^2 \theta_t - 1}.
\end{align*}
\]

The wavevector can now be defined as
Figure 3.12: The electric field distribution at an interface between a high permittivity and low permittivity material with the incident wave past the critical angle. A totally internally reflected wave may transfer no energy into the second medium however the polarisation of the first material at the interface leads to the presence of a non-propagating electric field in the second medium (A). A cross-section of the second medium shows the electric field intensity as a function of distance from the interface ($z$) and as a function of the length ($x$) of the interface (B).

$$k_t = \frac{k_i}{n_t} \left( \alpha \hat{x} + K \hat{z} \right),$$  \hspace{1cm} (3.28)

where $\alpha = n_i \sin \theta_i$ and $K = i \sqrt{(n_i \sin \theta_i)^2 - n_i^2}$. Applied to a wave solution at a single point in time the electric field under total internal reflection in the transmission region becomes

$$E = E_0 \exp(-\alpha z) \exp(iKx),$$ \hspace{1cm} (3.29)

as shown in figure 3.12. Though non-propagating and non-transmitting the evanescent wave still comprises of a real electric field and is therefore highly sensitive to local changes in the dielectric constant.

### 3.4.6 Dielectric measurement and perturbation theory

The dielectric measurement samples by resonator technique is advantageous when the material in question is only present in small volumes ($V_{\text{sample}} <<$
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Figure 3.13: The electric field distribution inside and outside a cylindrical dielectric resonator.

$V_{res}$). High $Q$ resonators provide accurate and stable measurements of which the most common are built upon a cavity [50, 51], re-entrant [52, 53, 54] or dielectric [55, 56, 57, 58] designs. In order to accurately measure the permittivity of the sample under measurement an analytical model must be constructed to allow for the deconvolution of data. Typically the resonant frequency and $Q$ are recorded with and without the sample present and the relative change related to the real and imaginary permittivity, respectively [59]. A detailed analytical derivation reporting the change in resonant parameters in a resonator induced by a sample of relative permittivity $\epsilon_r$ may be found in [60] as well as a review of the accuracy of such an approach in [61]. Whilst this model, known as perturbation theory, was constructed with cavity resonators in mind, it has been shown that it is sufficient for the description of sample measurement with dielectric resonators [55, 56]. Considering a resonant perturbation in its simplest case the electric and magnetic field in an unperturbed resonator at resonant angular frequency $\omega$ are given as

$$\mathbf{E} = \mathbf{E}_0 \exp(i\omega t),$$

(3.30)
\[ H = H_0 \exp(i\omega t). \quad (3.31) \]

Considering the same resonator with a sample present results in a change to the fields such that

\[ E' = E_1 \exp(i(\omega + \delta\omega)t), \quad (3.32) \]
and

\[ H' = H_1 \exp(i(\omega + \delta\omega)t), \quad (3.33) \]

where \( \delta\omega \) is complex. The resulting ratio between the resonant frequency and the induced change to the complex frequency is given according to the change in energy stored against the total system energy such that

\[ \left| \frac{\Delta\omega}{\omega} \right|^\ast = \frac{\int_{V_l} [(E_1 \cdot D_0 - E_0 \cdot D_1) - (H_1 \cdot B_0 - H_0 \cdot B_1)] dV}{\int_V (E_0 \cdot D_0 + H_0 \cdot B_1) dV}, \quad (3.34) \]

where the numerator need only be integrated over the volume of the perturbing volume \( V_l \) as the rest of the volume would be unchanged. The right hand side of (3.34) may be thought of as the ratio of the change in energy stored in the sample volume to the total energy in the resonator. It is possible for this equation to be applied to any system that is perturbed by an object with any permittivity or size. It is however hard to apply (3.34) to many real systems due to the difficulty in knowing the electric and magnetic field within the perturbed system. If the material is homogeneous and isotropic and the field distribution remains unchanged within the sample then (2.12) and (2.47) can be applied to (3.34) and in the case of the material also possessing no ferroelectric properties then (3.34) may be reduced to [62]

\[ \frac{\Delta\omega}{\omega} + i \frac{1}{2} \Delta \left( \frac{1}{Q} \right) = \frac{1}{4W} \int_V (E_1 \cdot D_0 - E_0 \cdot D_1) dV, \quad (3.35) \]

where \( W \) is the energy stored in the resonator. The real component of (3.34) becomes
\[ \frac{\Delta \omega}{\omega} = \frac{\varepsilon_0 (\varepsilon_r' - 1)}{4W} \int_V E_0^2 dV, \]  

(3.36)

and the imaginary,

\[ \Delta \left( \frac{1}{Q} \right) = \frac{\varepsilon_0 \varepsilon_r''}{2W} \int_V E_0^2 dV, \]  

(3.37)

where \( \varepsilon_r' \) and \( \varepsilon_r'' \) are the real and imaginary components of the relative permittivity. (3.36) and (3.37) can be expected to remain a valid analytical tool for permittivity analysis for modes such as the fundamental TE\(_{01}\). Issues arise with high order modes or complex resonators owing to the requirement of an analytical solution to \( E_0 \) in (3.36) and (3.37). Additionally the scalar product of the electric fields \( E_0 \cdot E_1 \) may be highly complex and only exasperated by high permittivity samples or of increased size. A semi-empirical approach to solving (3.35) has been reported for complex resonant systems and high permittivity samples in ref. [63].

### 3.4.7 Coupling

The excitation of a microwave cavity resonator can be achieved in a number of ways though the most common are coupling loop and aperture methods (Fig. 3.14). Typical systems make use of two coupling components, the first for the excitation and the second for the measurement. Coupling loops short circuit the inner and outer conductor on a coaxial cable which at any given time will be polarised with opposite charge. The potential difference induces a current through the loop which in turn creates a magnetic field that curls around the loop (Fig. 3.14D). The magnetic field then excites any number of modes depending on its orientation within the cavity. An aperture is commonly used with a waveguide and is a sub-wavelength slit in a conductive wall with a cutoff frequency above the propagating wave frequency that leads to an evanescent coupling into the cavity. Though useful for cavity resonator excitation coupling into a high permittivity dielectric resonator is likely to be low. Coupling loops prove far more advantageous for exciting dielectric
Figure 3.14: The electric and magnetic field excited by coupling loops in a resonant cavity (A). Aperture excitation of a cavity mode (B). Field excitation of a dielectric resonator by coupling loops (C). The magnetic field distribution of a coupling loop (D).
resonators due to the ability to excite an electric field inside the dielectric puck via the magnetic fields created by the loop. Positioning and orientation of the coupling method is important for ensuring optimum coupling coefficients and excitation of the correct mode.

3.4.8 Loaded Q

The $Q$ factor of a system as discussed previously depends heavily on the losses in the system. Implementing coupling loops can be thought of as being synonymous with system losses as energy within the resonator is being lost to the coupling device ($P_{cpl}$). As such the loaded $Q$ becomes

$$Q = \frac{2\omega W}{P_{cav} + P_{cpl}} = \left[ \frac{1}{Q_{res}} + \frac{1}{Q_{cpl}} \right]^{-1}. \quad (3.38)$$

Additionally, the coupling loop provides the driving frequency and energy. It is subsequently important to optimise the coupling to both couple energy in and out of the system. A valuable means of estimating the effectiveness of the coupling is the coupling coefficient $g$ where

$$g = \frac{Q_{res}}{Q_{cpl}}. \quad (3.39)$$

Consequently the loaded $Q$ can be defined by the unloaded $Q$ ($Q_{res}$) and coupling coefficient such that

$$Q = \frac{Q_{res}}{1 + g}. \quad (3.40)$$

For the excitation of the resonance the coupling loop would ideally couple all energy into the resonance. Values of $g$ below 1 are referred to as under coupled, above as over coupled and $g = 1$ as critically coupled. The coupling coefficient is related to the reflection coefficient such that
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\[ r = \frac{g - 1}{g + 1}, \]  

(3.41)

showing that at critical coupling all energy is transferred to the resonant system at the resonant frequency. For the read-out or transmission measurements under-coupling is desirable so as to ensure minimal energy is removed from the system.

3.5 Time domain spectrometers

Unlike frequency domain spectroscopy such as that carried out by a VNA, time domain spectrometry (TDS) carries out spectroscopy as a function of time. Measuring both the amplitude and phase of the electric field of the wave TDS yields broadband frequency domain measurements by carrying out a Fourier transform of the measured time domain response. TDS methods have been employed for over two decades in the THz regime (0.1-20 THz) since the discovery of a valid THz source [64] and have been used for a wide range of material measurements and imaging systems [65]. A major advantage of TDS is the short time pulse of the measurement allowing for the gating of unwanted reflections. Additionally, all frequencies are contained within a single pulse and therefore unlike the VNA which requires a measurement at each frequency TDS simultaneously measures all source frequencies. Excitation of a THz-TDS source is carried out by photoconduction in a semiconductor such as gallium arsenide excited by a pulsed infrared laser. To time gate the response of the measurement the laser beam is split into a probe and pump beam. The source is excited by the pump beam and the signal measured by a detector excited by the probe source thereby giving the detector the same time window as the source (Fig. 3.15). For the single measurement conducted within this thesis a commercial TeraView TPS 3000 is implemented covering a frequency range of 60 GHz to 4 THz.
3.6 Summary

Three experimental techniques for microwave permittivity characterisation have been presented; coaxial and resonant methods as well as quasi-optical TDS. THz-TDS provides fast and relatively accurate frequency dependent dielectric material characterisation between 100 GHz and 4 THz. The accuracy and traceability of coaxial probes prove useful for dielectric measurements from single MHz up to approximately 50 GHz though require calibration against known standards. The ability to conduct contact mode measurements and the broad frequency range of a coaxial cable make it well suited to dielectric measurements of liquids. Resonant techniques provide accurate single frequency measurements on small sample volumes of low permittivity. The fundamental properties of electromagnetic resonators were explored and the properties of modes examined. Additionally the relationship between the resonant parameters ($Q$ and $f$) and the internal and external dielectric properties was characterised. Microwave resonant measurements can be conducted on very small sample volumes and can even be utilised for dielectric measurements in certain configurations.
Chapter 4

Dielectric properties of polar solutions and electrolytes

To begin understanding and developing analysis methods of organic or biological solutions a study into the response of the simplest constituent (polar liquids) should be made to highlight and confirm the mechanisms and processes described in Chapter 2.

The abundance of electrolytes in organic and biological solutions make them an important solute to investigate. Comprehending the dielectric influence of the simplest building blocks in a complex solution allows for a more accurate understanding of the heterogeneous features of biological solutes such as proteins.

4.1 Polar liquids

The dielectric response of dipole moments in a liquid phase has been discussed in some depth in Chapter 2 though the detailed response of real polar liquids remains to be explored. The complex permittivity of many common liquids vary by large amounts due to the range of molecular sizes, intermolecular spacings and variations in the strength and density of dipole moments.
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Figure 4.1: The structure of a water molecule (A). The common intermolecular hydrogen bonding between two water molecules (B). A lattice of water molecules modelled in ChemDraw Bio 3D at 300K (C). The tetrahedral structure of water (C) inset.
Water is unquestionably the most abundant liquid present on earth and is vital for the existence of all life. Water comprises of an oxygen molecule covalently bound to two hydrogen atoms (Fig. 4.1A) with the oxygen nucleus causing the electron cloud distribution to distort towards the oxygen atom resulting in directional dipole moments across both hydrogen bonds. The strength of the hydrogen bond is 1.82 D (6.1x10\(^{-30}\) Cm) which can increase up to 2.4D (8x10\(^{-30}\) Cm) in its liquid phase owing to the surrounding water molecules (see the analytical description given in Chapter 2). Consequently water remains in a liquid phase across temperatures ranging 0 - 100\(^\circ\)C (273 - 373 K). Water bonds with surrounding molecules with the positive end of the hydrogen dipole bonding with the electronegative oxygen molecule (Fig. 4.1B). The shape of the water molecule and its bond angles limit the number of hydrogen bonds that can be made with neighbouring molecules. It is energetically favourable that a water molecule forms four bonds with its nearest neighbours forming a tetrahedral structure as depicted in figure 4.1C. In real systems, however, the thermal energy of the molecules means that hydrogen bonds are relatively short lived, existing for approximately 1-20 ps as given by Keutsch and Saykally. These measurements we conducted using terahertz laser vibration-rotation-tunneling spectra and mid-IR laser spectra of dimer and hexamer water clusters [66]. Despite the short-lived bond time the tetrahedral structure can still be given as the time-averaged orientation of the water molecules [67].

Other common solvents and liquids such as ethanol, methanol and 2-propanol each have unique dielectric features due to multiple relaxations arising from the dipole positioning in a large molecule that subsequently reorientate in a number of ways [68, 69] (Fig. 4.2).

To experimentally access the reported features of the aforementioned liquids the dielectric spectrum was acquired using commercial probes (Agilent dielectric probe 85070E) from 200 MHz to 40 GHz.
Figure 4.2: The real and imaginary permittivity response of methanol, ethanol, propan-2-ol and water across the microwave frequency range (A, B). The molecular composition of each of the chemicals (C).
4.1.1 Data fitting

The analysis and deconvolution of experimental dielectric data is somewhat complex with the presence of multiple relaxation features and conductivity. It is important to establish a sufficiently accurate model (one where the residual from a fit may be reduced no further through the introduction of additional parameters) to describe and understand the dielectric response. The method of deconvolution used within this thesis is based upon a least-mean-squares fitting routine with Debye relaxation models or aforementioned variations (2.74-2.76). The initial model employed for a fit is built on a single relaxation and the number of relaxations increased until the residual reaches a minimum given by

\[ S = \sum_{k=1}^{N} W(Y_{k}^{\text{meas}} - Y_{k}^{\text{est}})^2, \]  

(4.1)

where \( W \) is a weighting coefficient dependent on the inverse squares of the experimental values, \( Y^{\text{meas}} \) is the measured dielectric response, \( Y^{\text{est}} \) the estimated value from the model and \( N \) the total number of frequency data points. For complex data the real and imaginary components are fitted separately and the residuals combined. The frequency range covered by dielectric spectroscopy may preclude analysis of low or high frequency relaxations though tail ends of such relaxations still influence the measured response. In this case an approximation can be made by describing the one or more relaxations with a single relaxation and if necessary bind the models values to expected values from literature to help improve accuracy.

Calculating the uncertainty in the parameters used within a fitting routine of a non-linear system is a complex problem. In the cases presented within this thesis fitted models have anywhere between 3 to 11 unknown parameters such as the permittivity values, relaxation time and conductivity. Consequently a Jacobian error estimation technique is utilised for calculating the uncertainty of the parameters. Assumptions are made that the errors in the measurement are uncorrelated and that they follow a normal Gaussian distribution. The calculation of the standard error of the parameters may be given in the form
where $TR$ is the trace of the matrix, $sd$ is the standard deviation of the residuals (as given by (4.1)) and $J$ the Jacobian matrix of the fit with the parameters given as those returned after the least-squares fit. A Jacobian matrix is the differential of the fitted function (in this case the Debye equation) where the function is differentiated with respect to the variables used within the model (i.e. $\Delta_1, \tau_1$) at each frequency. A detailed discussion regarding error analysis for parameters in non-linear fits is given by Burrell [70].

4.1.2 Analysis of polar liquids

The complex dielectric microwave spectrum of water, ethanol, methanol and isopropanol is shown in figure 4.2. Though somewhat difficult to observe by eye the presence of multiple relaxations in the frequency plot may be seen by viewing the Cole-Cole plots of ethanol, methanol and 2-propanol (Fig. 4.3). It is clear by the asymmetry of the chemical plots that multiple relaxation processes are present (Fig. 4.4). Using statistical fitting analysis given in (4.1) for the deconvolution of the spectra our results show that the dielectric spectrum of ethanol, methanol and 2-propanol all show three relaxation peaks (Table 4.1.2) and match (within the given uncertainty) previous reports on the dielectric values of common solvents [68, 69].

Owing to the high density of dipole moments, water is highly polarisable and has a relatively high static permittivity of approximately 80 at room temperature. With a complex intermolecular structure the relaxation has been suggested to not only undergo reorientational polarisation but also a translational motion [71]. In a weak electric field a water molecule begins by reorientating by rotation however this results in an energetically unfavourable equilibrium with one another and so the molecules undergo a translational motion to re-establish a low-energy structure. The reorientational and translational relaxation time of a water molecule in a liquid phase at room temperature is
Figure 4.3: Cole-Cole plots of ethanol (A), methanol (B), propan-2-ol (C) and water (D) from 200 MHz to 20 GHz. The deviation from a single radial curve may be explained by the presence of more than one relaxation process in ethanol, methanol and 2-propanol. Of particular note is the low frequency noise. As previously discussed (Chapter 3 - Modeling, calibration, errors and permittivity calculations) the lower frequency measurements have a larger degree of uncertainty owing to the high reflection coefficients at the probe-sample interface.
Figure 4.4: The deconvolution of ethanol into the separate dielectric contributing mechanisms (A, B). The same plot with a logarithmic scale demonstrating in detail the dielectric features of the individual constituents (C,D). The discrete relaxations may each be attributed to a form of reorientation such as the lowest to the rotation of the entire molecule around the centre of it’s longest axis and the fastest to partial reorientation of the molecule. The dielectric contributions and relaxation times are given in table 4.1.2.
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<table>
<thead>
<tr>
<th>Liquid</th>
<th>$\epsilon_s$</th>
<th>$\delta\epsilon_s$</th>
<th>$\Delta_1$</th>
<th>$\delta\Delta_1$</th>
<th>$\Delta_2$</th>
<th>$\delta\Delta_2$</th>
<th>$\Delta_3$</th>
<th>$\delta\Delta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>81.0</td>
<td>5.8</td>
<td>74.0</td>
<td>2.8</td>
<td>3.1</td>
<td>2.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ethanol</td>
<td>25.6</td>
<td>1.6</td>
<td>20.1</td>
<td>0.1</td>
<td>1.8</td>
<td>0.5</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Methanol</td>
<td>35.8</td>
<td>2.0</td>
<td>19.3</td>
<td>1.4</td>
<td>11.4</td>
<td>1.2</td>
<td>4.0</td>
<td>1.3</td>
</tr>
<tr>
<td>2-propanol</td>
<td>21.3</td>
<td>1.2</td>
<td>17.1</td>
<td>0.1</td>
<td>0.9</td>
<td>0.5</td>
<td>1.6</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4.1: The dielectric contributions of various polarisation mechanisms in common solvents at room temperature. Errors in the given values are based upon accuracy values quoted by Agilent in addition to variations due to the control of temperature ($\pm 0.1$K) and the Jacobian parameter uncertainty estimate.

typically around 12 ps and 0.1-2 ps [68, 71, 72]. Improved measurement and modelling techniques have provided numerous reports of water confirming a second relaxation feature [68, 71]. Though the existence of a second relaxation in water is generally accepted, the exact frequency and nature of the relaxation is subject to debate [68, 71, 72]. The simplest approach was presented by Agmon [71] with a hoping distance relating to the time-averaged tetrahedral structure. More recently Zasetsky has proposed possible molecular motions of water under influence of an electric field where both relaxations are associated with large jump angle rotations (slower relaxation) and an intrawell rotational relaxation (faster relaxation) [73].

Our own measurements using microwave coaxial methods and time domain spectrometry between the frequency range of 500 MHz and 3 THz allows for the fitting of a bimodal Debye relaxation (Fig. 4.5). Using a revised version of (2.77) given by Agmon [71] the relaxation time becomes

$$
\tau = \frac{\pi \eta l^2}{k_B T}, \quad (4.3)
$$

where $l$ is the translational hopping distance. The relaxation time of the second relaxation feature was found to be $0.7 \pm 0.2$ ps which compares well to
4.2. **Electrolytes**

The next step towards the analysis of biological solutions is to understand the role and response of ions in an aqueous solution.

Electrolyte solutions are of huge importance to our everyday lives. Whilst
water is a critical component of survival, without the presence of ions it would be unable to support biological systems. In addition to their physiological importance they are also crucial for a wealth of chemical processes and production methods in addition to a vital electrical sources in the form of batteries.

The concentration of ions present in electrolytes such as sea water, beer and blood is sufficiently high that the influences on the dielectric response described by (2.55) is present up to frequencies as high as 40 GHz (Fig. 4.6).

4.2.1 Conductivity

Typically ionic solutions are indistinguishable by spectroscopy due to a single conductivity that is the result of all ions present. Ionic concentration relates to the level of conductivity as given in (2.81) and shown in figure 4.6.

A dielectric study was conducted into the microwave response of a range of alkali metal chloride ions dissolved in water at low concentrations to measure conductivity dependence between group 1a ions (Fig. 4.7). In addition to examining the dielectric response of these ions the study can be used to confirm whether typical theories relating conductivity and mobility are upheld in the
Figure 4.7: A partial periodic table highlighting the salts investigated. The elements highlighted in grey are the group 1a metal chlorides investigated concerning hydration water and the role it plays in conductivity. The elements zinc and copper were examined as copper sulphate and zinc sulphide solutions to explore the importance of ionic association and the influence on the microwave dielectric response.

limiting frequency response of conductivity. By examining the temperature dependence of electrolytes we were also able to look for a potential method to differentiate ionic solutions.

Group 1a metal chloride salts from hydrogen chloride to caesium chloride were dissolved at 250 mM concentrations in de-ionised water (5.6 \( \mu \)Sm\(^{-1}\)). The choice of concentration was based upon a low enough conductivity so as to prevent saturation yet high enough to conduct appreciable measurement via dielectric spectroscopy. The choice of comparing group 1a ions has the advantage that the charge remains constant along with the chloride ion concentration so that ion size, mass and charge density of the group 1 elements could be investigated. The complex dielectric response was measured using the Agilent performance probe 85070 with a HP VNA in the frequency range of 500 MHz to 5 GHz. The imaginary permittivity was fitted to using a model outlined in [74] and given by

\[
\epsilon''(\omega) = Af + \frac{\sigma}{\omega \epsilon_0},
\]

where \( A \) is an arbitrary fitting value used to describe the tail end of the higher frequency relaxation process of water. Temperature dependence mea-
measurements were carried out from 280 K to 383 K using a digital hotplate with the electrolyte stirred at 200 RPM. The formation of bubbles at the probe tip were cleared using an air pump positioned beneath the probe prior to measurement.

The conductivity dependence of the ions investigated appears at first to be somewhat counter-intuitive. If \( r \) is assumed to be the ionic radius in (2.80) then the smallest ion such as lithium would be expected to have the highest conductivity with sodium, potassium, rubidium and caesium having a lower spread of values. This is contrary to our findings with lithium showing the lowest conductivity at identical molarity to the other ions (Fig. 4.8). Sodium is also seen to have a lower conductivity than larger ions. The explanation for this is found in the charge density and the hydrated ionic radius. Microwave dielectric studies on the relaxation of bound ionic water of a range of electrolytes have shown that lithium has a large hydration shell (approx. 3.9 bound water molecules per ion), as does sodium (approx. 2.6 bound water molecules per ion), however, potassium, rubidium and caesium have no hydration shell [75] (Fig. 4.9). Water molecules within a hydration shell are often irrotationally bound to the ion which leads to an increased cross-sectional area and therefore greater drag when the ion is accelerated through a liquid. From (2.81) it is inferred that a reduced mobility will subsequently lower the conductivity (Fig. 4.9). This rational is in good agreement with our experimental findings with lithium demonstrating the lowest conductivity, sodium the second lowest and potassium, rubidium and caesium all showing similar higher conductivity values at matched molar concentrations.

The study of hydrogen chloride also revealed an anomalous ionic conductivity three times greater than potassium chloride. Hydrogen chlorides large ionic mobility is attributed to the proton hopping phenomena described by the Grotthuss mechanism [76]. The additional hydrogen ions present in the solution diffuse by first bonding to a water molecule that has broken an existing hydrogen bond thereby liberating a hydrogen ion that in turn then bonds to a nearby neighbour (Fig. 4.10). This process continues further with each bonding occurring on a time scale of 1.5 ps as observed by NMR and calculated by simulation [76].
Figure 4.8: The conductivity contribution as a function of frequency and temperature of group 1a metal chlorides in water; hydrogen chloride (A), lithium chloride (B), sodium chloride (C), potassium chloride (D), rubidium chloride (E) and caesium chloride (F).
Chapter 4. Dielectric properties of polar solutions and electrolytes

Figure 4.9: The change in conductivity as a function of temperature for the group 1a metal chlorides (A,C). The presence of bubbles are highly apparent by the sudden deviation from the expected trend. The error induced by the presence of bubbles is estimated to be $\sigma \pm 0.3$ S/m Arrhenius plot of conductivity as a function of inverse temperature highlighting the non-linearity of lithium and sodium (B,D). The conductivity as a function of ionic radius at room temperature (E) and conductivity as a function of hydrated ionic radius at room temperature (F).
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Figure 4.10: Proton hopping process that leads to anomalously high conductivity for hydrogen chloride. The additional hydrogen ions present in the solution diffuse by first bonding to a water molecule that has broken an existing hydrogen bond (A,B) thereby liberating a hydrogen ion that in turn then bonds to a nearby neighbour that has liberated a hydrogen atom (C,D).
The temperature dependence of the aforementioned ions presented a means to explore the temperature effects on the hydrated radius. As defined by (2.79) the conductivity of an electrolyte is given as the sum of the individual ionic conductivities, for example

$$\sigma_{LiCl} = \sigma_{Li} + \sigma_{Cl} = \frac{q_c}{6\pi \eta} \left( \frac{1}{r_{Li}} + \frac{1}{r_{Cl}} \right),$$

in the case of lithium chloride. As already established the variation in conductivity between the various salts examined are attributed to an effective radius dependent on the size of the solvation shell. Our temperature dependent findings suggest that the hydrated ionic radius of lithium and sodium is highly temperature dependent. Based on reported experiment findings that potassium, rubidium, caesium and chlorine have no bound solvation shell [77] (in agreement with the linear Arrhenius plot of potassium, rubidium and caesium (Fig. 4.9)) the hydrated radius can be calculated by the ratio of electrolyte conductivities. The ratio of two electrolyte conductivities example the case of CsCl and LiCl is therefore

$$\frac{\sigma_{CsCl}}{\sigma_{LiCl}} = X = \frac{\sigma_{Cs} + \sigma_{Cl}}{\sigma_{Li} + \sigma_{Cl}} = \frac{1/r_{Cs} + 1/r_{Cl}}{1/r_{Li} + 1/r_{Cl}},$$

(4.6)
which is re-expressed to solve for the hydrated radius of lithium

\[ r_{Li} = \frac{Xr_{Cl}}{\left(\frac{r_{Cl}}{r_{Cs}} + 1\right) - X}. \]  

(4.7)

Using calculated hydrated ionic radii for \( r_{Cl}, r_{K}, r_{Rb} \) and \( r_{Cs} \) [78] values were obtained for the hydrated ionic radii of lithium and sodium. At room temperature (25°C) the hydrated radii of sodium and lithium were in agreement with reported findings at 215±21 (225 [78]) and 340±39 (300 [78]) pm, respectively. With increasing temperature the calculated effective radii of sodium and lithium reduce to 180 and 280 pm, respectively, at 70°C (Fig. 4.11). This is the first temperature dependent study of ionic hydration shells across such broad range of temperatures.

As discussed the rate of change in the conductivity as a function of concentration is highly dependent on the hydrated radius. The fact that only two of the ions had permanent hydrated radii suggests that temperature dependent measurements are ineffective for the differentiation or identification of ionic solutes, especially as most real solutions contain multiple ionic species. This study has however demonstrated an effective technique for the measurement of the temperature dependent hydration radii.

### 4.2.2 Ion-association

In addition to the conductivity effects of ionic solutions in the imaginary permittivity, relaxation mechanisms have been reported to occur in certain ionic species.

The dielectric spectrum of more complex salts were examined to explore the various relaxation processes that occur in some electrolytes. Solutions such as serum contain a range of ionic solutes therefore making it important to understand the dielectric impact of any complex salts present. Deconvolution of the spectrum was carried out using statistical analysis laid out in (4.1).

Many salts owe their multi-modal dielectric spectrum to the partial disso-
Figure 4.12: The deconvolution of the dielectric spectrum of copper sulphate by statistical analysis (A,B). Three of the four relaxations are attributed to varying degrees of ion-association; double solvent-separated ion pair (2SIP), solvent-shared ion pair (SIP) and contact ion pair (CIP). The double logarithmic plots highlight the contributions from the respective ion-pairs (C,D).
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Figure 4.13: The deconvolution of the dielectric spectrum of zinc sulphide by statistical analysis (A,B). Two of the three relaxations are attributed to ion-association; solvent-shared ion pair (SIP) and contact ion pair (CIP). The double logarithmic plots highlight the contributions from the respective ion-pairs (C,D).
cation of ions when dissolved in aqueous solution, a good example being copper sulphate (CuSO₄) [79]. The deconvolution of experimental data for copper sulphate and zinc sulfide solutions shows that the electrolyte exhibits no less than four relaxation processes between the frequencies of 500 MHz and 40 GHz (Fig. 4.12 and Fig. 4.13). The presence of multiple relaxations cannot be explained by hydration shell water owing to the static permittivity being significantly higher than that of pure water suggesting additional polarisation mechanisms at work. Ion-association can be utilised to comprehend the elevated permittivity. Ions form a number of associated states in a polar liquid depending on the Coulomb force between an anion and cation [80]. The governing features of ion association are ion charge and solution permittivity such that the inter-ionic force is

\[ F = \frac{q_1 q_2}{4\pi \epsilon r^2}, \]

where \( \epsilon \) is the permittivity of the solution and \( q_{1,2} \) the charge of the respective ions. Higher permittivity liquids therefore electrostatically shield the ion from other ions thereby reducing ion-association. Three types of ion-association states exist; fully solvated, solvent-separated and contact (Fig. 4.14). Ions in a solvent-separated state adopt a number of discrete separation distances dependent on the number of hydrating molecules. In the case of copper sulphate all three states are present. For the previously investigated group 1a alkali metal ions almost all ions are fully solvated in water. Higher charges in ions such as magnesium, aluminium and copper result in measurable association in the form of solvent-separated pairs and contact pairs.

The largest contribution to the dielectric spectrum of the copper sulphate electrolyte is attributed to water, however, the three lower frequency relaxation processes are explained with various states of ion association (Fig. 4.14). Three known type of association may occur; double solvent-separated ion pair (2SIP), solvent-shared ion pair (SIP) and contact ion pair (CIP). In the case of zinc sulphate it is possible that the 2SIP association is energetically unachievable owing to the higher charge density of the sulphur ion in comparison to the sulphate ion in copper sulphate. It is inferred from (2.77) that ions
4.3 Summary

The dielectric response of polar liquids and electrolytes have been reported. The complex permittivity and relaxation features of polar liquids have been experimentally validated to relate to the dipole density and molecular size, respectively. The conductivity temperature dependence of group 1a alkali metals has been studied and the conductivity found to depend on the hydration ionic radius. Subsequently, the temperature dependent hydration radius of sodium and lithium was calculated. The deconvolution of the dielectric

Figure 4.14: Varying degrees of ion-association responsible for multiple relaxation phenomena in the dielectric spectrum. The light grey circles highlight the hydration radii of the respective ions and the blue and black spheres the ions.

with the greatest dissociation will have the largest effective radius and therefore the lowest relaxation time. The lowest frequency relaxation is allocated to the double solvent-separated ion pairs, the second to solvent-shared ion pairs and the highest to contact ion pairs. Using (2.77) we can infer from the relaxation times that the effective radial distances are related such that \( r_1 = 1.6r_2 \) and \( r_1 = 2.5r_3 \).

The findings highlighted in this section demonstrate the range of relaxation process that can arise even from simple ionic solutes. Great care must therefore be taken when analysing solutions that contain a number of ionic solutes.
Chapter 4. Dielectric properties of polar solutions and electrolytes

spectrum of copper sulphate and zinc sulphate reveals a number of relaxation process. These results were discussed and compared to literature findings and explained in terms of ion association.
Chapter 5

Dielectric properties of biological solution

Having examined the dielectric contributions from the most basic constituents of a biological solutions, namely water and salts, analysis can now be conducted on more complex solutions.

5.1 Biological solutions

A biological solution refers to any liquid containing complex organic solutes for example the 5 L of blood circulating in our body and providing vital nutrients to our organs, tissue and cells. The most complex and varied constituents of blood are proteins, serving many roles such as the transportation of oxygen, hormones, lipids and vitamins as well as aiding the immune system. In other environments within the body proteins serve to encode genes, catalyse chemical reactions and aid in the selective transport of molecules [81]. Understanding how a protein responds to its environment is vital for understanding how a protein performs its role. Herein the dielectric response of proteins are examined and the role of hydration water explored.
5.1.1 Mixed media

To understand the average dielectric response of a material composed of two media mixed on a sub-wavelength scale we must use mixed media theories. A number of models exist for the calculation of the dielectric properties of mixtures such as the Maxwell-Garnett theory [82], Polder and van Santen theory [83], Pecharroman theory [84] and Brugerman theory [85]. For the purpose of our study, at filling factors below 20% and with solutes that are approximately $10^7$ times smaller than the wavelength the Maxwell-Garnett theory is sufficient for the description of the dielectric properties of a solution with proteins.

Returning to the Clausius-Mossotti formula (2.17), let us consider the simplest case of spherical particles of permittivity $\epsilon_p$ suspended in a medium of permittivity $\epsilon_m$. In such a case the Clausius-Mossotti formula becomes

$$\frac{N\alpha}{3\epsilon_p} = \frac{\epsilon_{eff} - \epsilon_p}{\epsilon_{eff} + \epsilon_p},$$

(5.1)

where $N$ is the average number of molecules per unit volume. An expression of the polarisability $\alpha$ for the sphere in terms of the permittivity of the medium and particle is given by

$$\mathbf{p} = \alpha \mathbf{E} = (\epsilon_p - \epsilon_m) \int_V \mathbf{E} \epsilon dV$$

(5.2)

where $\alpha$ is

$$\alpha = \Phi(\epsilon_p - \epsilon_m) \frac{3\epsilon_m}{\epsilon_p + \epsilon_m},$$

(5.3)

due to the relationship between the electric field inside the particle $\mathbf{E}_c$ from a field outside $\mathbf{E}_o$ as given in (2.27). By substitution of (5.3) into (5.1) we arrive at the relationship.
\[ \frac{\varepsilon_{\text{eff}} - \varepsilon_p}{\varepsilon_{\text{eff}} + \varepsilon_p} = \Phi \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + \varepsilon_m}, \]  

(5.4)

where \( \Phi = NV \) and can be regarded as the volume fraction occupation of the medium with permittivity \( \varepsilon_m \). Equation (5.4) is re-expressed as

\[ \varepsilon_{\text{eff}} = \varepsilon_p + 3\Phi \varepsilon_p \frac{\varepsilon_m - \varepsilon_p}{\varepsilon_m + 2\varepsilon_p - \Phi(\varepsilon_m - \varepsilon_p)}, \]  

(5.5)

which is known as the Maxwell-Garnett mixing formula [82]. In the limit of low concentration the equation can be approximated to be

\[ \varepsilon_{\text{eff}} = \varepsilon_w \left(1 + \frac{3\Phi(\varepsilon_m - \varepsilon_p)}{\varepsilon_m + 2\varepsilon_p}\right), \]  

(5.6)

By measuring the low frequency static permittivity of water using a VNA at 50 MHz the dielectric impact of four proteins on the dielectric constant of water was observed (Fig. 5.1). The static permittivity is seen to decrease with increasing protein concentration and from (5.5) the permittivity of the proteins is calculated to be within the range of 11 to 14. Ovalbumin - 12.7±0.6, lactoglobulin - 12.8±0.6, bovine serum albumin - 13.8±0.7 and lysozyme - 11.1±0.6.

### 5.1.2 Proteins and bound water

At the molecular level proteins are almost entirely constructed from the 20 molecular building blocks of life known as amino acids that bond via peptide bonds (amide bonds) and form linear polymers known as polypeptide chains. These primary structures then fold to form secondary structures due to hydrogen bonding between amino acid groups which form into two predominant structures, \( \alpha \) helices and \( \beta \) sheets. Tertiary structures are the result of additional bonding between molecules within two different secondary structures. The final product of these large polypeptide chains is a complex but stable
molecule known as a protein (Fig. 5.2). Additional binding with other proteins can occur to form quaternary structures. Proteins can be found within almost every biological system and are a vital constituent to life. They are present in a huge range of environments and serve a great range of purposes from molecular selective entry at cellular membranes to helping to supply and distribute oxygen to organs and tissue throughout the body.

Protein hydration is vital for protein activity and structure; mediating bonds between peptides [86], interacting with existing hydrogen bonds and aiding in the activation of folding processes of primary and secondary structures [87]. The surface of most proteins have a large surface density of amino acids with unbound dipole moments. Immersed in water the molecular dipoles of the solution will interact with the dipole moments of the solute leading to a variation in conformational state and stability of the protein as well as affecting the aqueous structuring more than 1 nm away [88]. Owing to the structural complexity of a protein the nature of a water molecules interaction varies dramatically across the surface and even in the interior of the protein.

Figure 5.1: The permittivity at 200 MHz as a function of protein concentration (ovalbumin, lactoglobulin, bovine serum albumin and lysozyme) with fitted Maxwell-Garnett equations for the calculation of protein permittivity. A representative error calculated from the absolute value uncertainty of the measurement technique.
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Figure 5.2: The construction of a protein. Amino acids (A) form the basis of a proteins by forming polypeptide chains (B,C) that in turn form secondary structures (Alpha (D,G) and Beta sheets (E,F)) before finally forming the tertiary protein structure (H).
Determining the location of water molecules in and around a protein has primarily been achieved via high resolution X-ray analysis [89] with bond strengths calculated by molecular dynamic simulations using the Monte Carlo technique [90].

A protein structure has a range of interesting hydrodynamic features from regions containing high densities of NH and CO groups, crevasses of nanometre length and hydrophobic areas. The mobility of a water molecule is highly dependent on the surrounding environment and bonding interaction. At an amine/carboxyl bond rich area such as the surface of an $\alpha$ helix or within a hydrophilic crevasse, water molecules will bond with a greater bond strength than with bulk water resulting in reduced mobilities [91]. Surfaces such as those described have been found to have an excess of hydration sites compared to the number of water molecules that is reported to increase bound water density by up to 20%. At hydrophobic protein sections water gains a greater degree of mobility than bulk water which is explained by the lack of interactions acting on approximately one half of the molecule. The mobility rapidly returns to that of bulk water as a function of distance from the protein surface however differences to bulk water have still been reported by THz-TDS up to 2 nm away [88]. This long distance effect of the protein surface on water assists the protein in having an extended electrostatic surface thereby making its presence more apparent to passing molecules. Additionally, there are many amino acids with charged side-chains leading to the immediate water being highly ordered.

The use of dielectric spectroscopy, for protein analysis has been used to determine protein hydration numbers as well as for the approximate determination of molecular size. Dielectric spectroscopy is however unable to spatially locate regions of bound water and therefore results from NMR, x-ray and neutron diffraction techniques must be drawn upon to make conclusive arguments regarding protein water dynamics.

From the point of view of relaxation dynamics bound water exhibits a different relaxation time to bulk water due to its reduced mobility as established in (2.77). Whilst it has been agreed within the scientific community that bound water exhibits different relaxation properties compared to bulk water it is a
subject of much contention as to what models best describe the distribution of relaxation times [92, 93, 94, 95, 96]. In addition to water many proteins have been found to exhibit reorientational properties in an electric field with relaxation times of the order of tens of nanoseconds [94, 95]. The relaxation time of a protein can still be described by (2.77) though discrepancies between experimental and theoretical predictions \( (r = 1.2 r_{prot}) \) arise due to the non-spherical shape approximated by \( r \) in (2.77) and surface roughness of proteins [97]. In dielectric spectroscopy the relaxation time of these proteins occur around 1-10 MHz. As higher frequencies are approached (100 MHz-5 GHz) other relaxations are observed and commonly attributed to various mechanisms or types of water (bound/hydration water and bulk water) [92].

With the increasing accuracy of dielectric measurement techniques and microwave sources, measurements of the dielectric spectrum and relaxation times of proteins and bound water are improving. However, the small contribution of bound water to the static permittivity (2.2% at \( \Phi = 0.16 \)) remains a hindrance to investigation. Across the frequency range of 1 Hz to 40 GHz current models typically employ four relaxation processes, attributing the lowest and highest to protein relaxation and bulk water, respectively. Reports on single [92, 93], double [94, 95, 96] and triple [94] relaxation process often make strong arguments for the case of using such models. The measurement techniques used may explain some variation though the common use of the same commercial equipment suggests otherwise (repeatability - 1-2 %). Owing to the unique topologies and structure of each type of protein it is possible that each species of protein should be approached with its own relaxation model.

Focusing upon the bimodal relaxation model of bound water there have been two opinions as to the cause. The first, proposes two types of hydration water, partially bound and tightly bound, the latter contributing to the slow relaxation time occurring around 800 ps and the former to high frequency relaxation at 40 ps [95, 93]. The second school of thought is that both fast and slow relaxations may be attributed to the cross-correlation (intermolecular interaction creating additional dielectric effects) of bound water at the surface of a protein and the free water within a second hydration layer [96]. Up until Nandi and Bagchi’s work the cross-correlation of two systems leading
to a dielectric response had been largely overlooked. In a system comprising of three dielectric mechanisms, protein reorientation, bound water and bulk water there are be three self-correlated mechanisms that would appear as the normal relaxations and three further cross-correlated responses. At first cross-correlation may not appear an intuitive approach in explaining dielectric properties though it has been shown to be a very real mechanism in many molecular dynamic simulations and NMR studies [94, 98, 99]. The physical mechanism behind cross-correlation may be considered to be the result of the combinations of polarisation effects from two systems. As governed by a correlated response the effect will have a relaxation response that lies between the two governing mechanisms.

Nandi and Bagchi considered the cross-correlation of bound water and bulk water the likely mechanism responsible for the low frequency relaxation. The interchanging motion of bound and free water molecules was theoretically reported to exhibit a bimodal relaxation that exhibit similar relaxation times to those observed experimentally [96].

Both views have recently come under scrutiny by Oleinikova et al. based on new findings suggesting residence times of water at the surface of the protein are limited to 50-10 ps [94] (protein surface bonds are of insufficient strength to reduce a water molecules mobility more). According to the report high frequency relaxation (50-25 ps) is solely related to all forms of hydration water and that the nanosecond processes occurring is based on water-protein cross-correlations.

Oleinikova et al. have proposed what is likely the most complete argument for the features observed within the dielectric spectrum of protein solutions backed by a wealth of findings from other groups [94]. The dielectric community has however been slow to adopt such views and can still be seen citing tightly and loosely bound water as the reason for low and high frequency relaxations [93, 95].

The presence of an additional relaxation occurring around 500 MHz in the case of some proteins was also suggested by Oleinikova et al. [94] proposing that intraprotein motions such as solvent exposed side chains contribute to
Based on dielectric measurements made by an Agilent temperature probe and performance probe our findings suggest that at least three relaxations provided the most accurate fit (Fig. 5.3) to the data of ovalbumin, lysozyme, bovine serum albumin (BSA) and lactoglobulin solutions in the frequency range of 200 MHz to 20 GHz (Fig. 5.4 and Fig. 5.5). BSA, ovalbumin, lactoglobulin and lysozyme (purchased from Sigma-Aldrich) were selected for the broad representation of protein structures and size. Owing to the limit of the low frequency range it is not possible to distinguish between cross-correlation effects and the lower frequency protein reorientation relaxation. Consequently the tail-end of any relaxation process would become amalgamated with the $\delta_1$ relaxation therefore making a third-order fit ideal for our frequency range.

The large number of variables associated with a third- or fourth-order fit make fitting with unrestrained limits on variables impossible. Subsequently, reasonable fitting ranges were constructed for relaxation times and permittivity contributions up to the third-order model. The fourth-order fit was conducted with the relaxation time unconstrained so as to maximise the chance of finding any additional relaxation processes. The residual values given by (4.1) were calculated for each fit (first- to fourth-order) and for protein solutions of ovalbumin, lactoglobulin, BSA and lysozyme at a concentration of 18 g/dL. The residual values demonstrate that a third-order Debye fit yielded the simplest and most accurate fit. It is possible to implement Cole-Cole or Cole-Davidson fitting however the addition of three extra variables would make the fitting cumbersome and possibly less accurate without improved variable constraints. The assessed dielectric response is therefore given by three Debye relaxations

$$\epsilon^*(\omega) = \epsilon_\infty + \frac{\Delta_1}{1 + i\omega\tau_1} + \frac{\Delta_2}{1 + i\omega\tau_2} + \frac{\Delta_3}{1 + i\omega\tau_3}, \quad (5.7)$$

where $\Delta_k = \epsilon_k - \epsilon_{k+1}$ and is the relative dielectric contribution assigned to the given relaxation.
Figure 5.3: Real (A) and imaginary (B) permittivity of a protein solution (BSA - 18 g/dL) with fits of a first order to fourth order Debye equation. The first order Debye fits shows noticeable differences between the measured and theoretical fit. Though a second order model improves the fit there are still significant differences at frequencies from 200 MHz to 3 GHz. The third order model has the lowest residual from the fit and the fourth order model showed no further reduction to the residual of the fit.
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Figure 5.4: The residual according to (4.1) between a fit and data (ovalbumin, lactoglobulin, BSA and lysozyme at 18 g/dL) with respect to the number of relaxation process fitted.

Our preliminary findings concerning the relaxation times and dielectric magnitudes of lysozyme are in general agreement with values given by Cametti et al. [95] with a high frequency relaxation peak observed at 5.05±0.62 GHz (Fig. 5.5, Cametti et al. approx. 4 GHz). No high frequency data with the deconvolution of relaxation spectra is currently available for comparative purposes on ovalbumin, lactoglobulin or BSA at the time of writing. There was no suggestion of a 500 MHz relaxation as indicated by Oleinikova in any of the protein solution spectra [94]. It is observed that at matching concentrations the dielectric contributions from the various proteins is not the same.

5.1.3 Protein solution differentiation by microwave Debye relaxation analysis

By itself, dielectric spectroscopy is a limited tool for the understanding of protein dynamics and hydration water and is able only to yield total molecular hydration numbers. Whilst the ideal model to describe the dielectric spectrum of a protein solution is the subject of much debate, based upon the
Figure 5.5: Real (A) and imaginary (B) permittivity of ovalbumin, lactoglobulin, BSA and lysozyme aqueous solutions (18 g/dL) fitted with a third order Debye equation. The lowest relaxation feature is attributed to protein relaxation and cross-correlation effects, the second to bound water (hydration shell) and the last to bulk water.
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Figure 5.6: Lysozyme, β-lactoglobulin, haemoglobin, ovalbumin and bovine serum albumin (BSA) [100].
reported dielectric response of many globular proteins and their varied spectra, a novel approach to protein differentiation using microwave spectroscopy can be established. Variations in the atomic topology and size of the proteins examined (depicted in Fig. 5.6) result in possible differences in relaxations occurring from protein to protein.

Additional measurements were undertaken to confirm the observed differences in the preliminary dielectric findings of the four protein solutions. The four protein solutions at concentrations up to 18 g/dl were analysed between 200 MHz and 20 GHz with a vector network analyser (VNA) using two dielectric probes based on coaxial techniques [41] (Agilent 85070E). Measurements were made in a temperature stable environment of 20±0.5°C with measurements taken within ±0.05°C of each other. The protein powders were dissolved in 5.6 µSm−1 water, which, in order to accurately examine and compare all solutions were put through dialysis to match and reduce conductivity.

The dielectric response of the real permittivity of the four proteins at concentrations between 0 g/dl to 18 g/dl is shown in figure 5.7. The deconvolved data (Fig. 5.7) demonstrates the presence of three relaxation processes with a dielectric contribution Δ1,2,3 that is a function of concentration. The highest frequency relaxation process (τ3 and Δ3) is attributed to water (τ3 = 9.8 ps), the 5 GHz peak (τ2 and Δ2) to hydration water (τ2 = 30 – 59 ps) and the lowest frequency process (τ1 and Δ1) to cross-correlation effects (τ1 = 488 – 708 ps) and the tail end of protein reorientational polarisation (τr = 1 ns) (Table 5.1.3).

The difficulty of deconvolving a dielectric spectrum is apparent in figure 5.8 by the scattering of the Debye variables despite constrained limits. The dielectric contribution (Δ1,2) from the relaxation processes of bound water and protein-water cross-correlation is found to be linearly proportional to protein concentration (Fig. 5.8A). Most notably and as observed in the preliminary measurements the dielectric contribution and relaxation time from hydration water is dependent on the protein solution under measurement.

Building upon the observed spectra of the protein solutions, two methods for the differentiation of protein solutions were developed.
Figure 5.7: The change in the real and imaginary permittivity as a function of protein concentration (0 g/dL to 1.8 g/dL) for ovalbumin, lactoglobulin, BSA and lysozyme (A). Highlighted by the red circle is the apparent shift in the relaxation time with increasing protein concentration (B).
Figure 5.8: The change in the permittivity contributions (A) and relaxation times (B) as a function of protein concentration (0 g/dL to 1.8 g/dL) for ovalbumin, lactoglobulin, BSA and lysozyme. The error values given are calculated using the outlined Jacobian method for parameters in a least-square fitting routine (see Chapter 4 - Data fitting).
5.1. Biological solutions

Table 5.1: The relaxation times and associated uncertainties of the dielectric mechanisms present in proteins solutions in the frequency range of 200 MHz to 20 GHz.

<table>
<thead>
<tr>
<th>Protein</th>
<th>$\tau_1$ (ps)</th>
<th>$\delta\tau_1$ (ps)</th>
<th>$\tau_2$ (ps)</th>
<th>$\delta\tau_2$ (ps)</th>
<th>$\tau_3$ (ps)</th>
<th>$\delta\tau_3$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ovalbumin</td>
<td>532.9</td>
<td>58.9</td>
<td>30.0</td>
<td>4.2</td>
<td>10.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Lactoglobulin</td>
<td>550.0</td>
<td>30.2</td>
<td>32.7</td>
<td>4.8</td>
<td>10.1</td>
<td>0.1</td>
</tr>
<tr>
<td>BSA</td>
<td>488.3</td>
<td>30.6</td>
<td>30.6</td>
<td>4.2</td>
<td>10.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>708.2</td>
<td>56.2</td>
<td>32.2</td>
<td>6.7</td>
<td>10.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The first technique arose from the measurement and analysis of low concentration solutions ($\phi \leq 2\%$ v/v or 1.6 g/dl). At these low concentration the dielectric effects from hydration water are almost negligible making deconvolution of the data almost impossible. For a solution with solutes present at such low concentrations fitting is achieved using a single Debye relaxation. By analysing the data with a single peak the system under measurement is viewed as a macroscopic system where the properties of the system change as an average of the discrete dielectric mechanisms.

This analysis can be applied as follows; a system comprised of pure water has an inherent viscosity $\eta_0$ related to the relaxation time as given in (2.77). With the introduction of a protein to the solution a portion of the bulk water becomes bound thereby altering the mobility and viscosity of that water. The system as a whole can now be said to have an average viscosity $\eta$ according to the ratio of bound and free water. The relaxation time of the system becomes

$$\tau = \frac{\pi \eta r^3}{k_B T}.$$  \hspace{1cm} (5.8)

Einstein’s classical analysis of a solution containing solutes gives a system viscosity according to

$$\eta = \eta_0 (1 + k\Phi),$$  \hspace{1cm} (5.9)

where $k$ is a solute dependent parameter, $\eta_0$ the viscosity of water and $\Phi$ the volume fraction of the solute. Taking directly from (5.9) and applying it to
our system we can assume that $k$ is related to the mobility (relaxation time) of the hydrated water and hydration number per protein. Consequently the relaxation time becomes

$$
\tau = \frac{\pi \eta_0 (1 + k \Phi) r^3}{k_B T}.
$$

(5.10)

Based on fits to the dielectric spectra of the four proteins lactoglobulin, ovalbumin, BSA, lysozyme, sodium chloride and carboxyl terminated nanospheres at concentrations up to 1.5 g/dL reveal that (5.10) is a viable tool to analyse the solution (Fig. 5.9). With increasing concentration the relaxation time is seen to increase as expected from (5.10). In the case of unknown concentrations the static permittivity serves as an accurate value to compare to the relaxation time. At such low concentrations the decrease in the static permittivity is almost entirely effected by the protein concentration according to mixed medium theory (see Mixed media) with bound water playing a negligible role.

The measurement of the change in static permittivity against the change in relaxation time as a ratio can be derived from (5.6) and (5.10) resulting in

$$
\frac{\Delta \epsilon}{\Delta \tau} \propto \frac{\epsilon(f)}{k},
$$

(5.11)

where $\Delta \epsilon = \epsilon_{\text{meas}}/\epsilon_{\text{water}} - 1$, $\Delta \tau = \tau_{\text{meas}}/\tau_{\text{water}} - 1$ and $\epsilon(f) = (\epsilon_{\text{solute}} - \epsilon_{\text{water}})/(\epsilon_{\text{solute}}/2 + \epsilon_{\text{water}})$.

From the deconvolution of the data a shift is observed in both the permittivity and relaxation time. Whilst the change in the static permittivity is similar between protein types as a function of concentration (Fig. 5.1 and Fig. 5.10A) the shift in the relaxation time is not (Fig. 5.10A). When compared there are noticeable differences between the ratios of proteins. We can infer from (5.11) that our $k$ parameter must vary from protein to protein. Based upon previous measurements we know that only the high frequency $\Delta_2$ hydration water would contribute to a change in the relaxation time however the given times for the proteins are within a number of picoseconds of each other. This
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Figure 5.9: The change in complex permittivity as a function of protein concentration ($\leq 1.6 \text{ g/dL}$) (A). The ratio of the response as a function of ellipticity (B) [101].
Figure 5.10: The change in the permittivity and relaxation time as a function of protein concentration using a single Debye model fit (A). Two error bars are given, the first solid error bars are given based on the error calculated in the fitted parameters and the second dashed error bar highlights the accuracy given of absolute permittivity value. By normalising all further measurements against the permittivity of water the system no longer relies on the absolute values but on relative change. The change in permittivity as a function in relaxation time with respect to protein concentration (B). Errors given are from the calculated error in the fitted parameters. The normalised ratio of the change in permittivity and relaxation time as a function of ellipticity (C) [101]. The errors in the ratio are based on the standard deviation from the best fit and the errors in ellipticity are calculated from the possible radii of the proteins (Fig. 5.6).
leaves the hydration number per protein as the protein-dependent variable.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Ratio</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ovalbumin</td>
<td>0.17</td>
<td>0.01</td>
</tr>
<tr>
<td>Lactoglobulin</td>
<td>0.62</td>
<td>0.03</td>
</tr>
<tr>
<td>BSA</td>
<td>0.51</td>
<td>0.02</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>0.77</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 5.2: The ratio values and uncertainties calculated from the standard deviation of the data as shown in figure 5.10B,C.

By studying the atomic structure of the proteins (Fig. 5.6) our findings suggest that as the proteins become more elliptical there is a greater shift in the relaxation time due to an increased surface area to volume ratio and therefore a greater number of hydrated water molecules per protein [101] (Table 5.1.3). With increasing concentration the quality of the fit is reduced and at concentrations above 1.6 g/dL we have deemed this technique inaccurate primarily due to the determination of the static permittivity. At concentrations below this mark the outlined technique has been outlined as a means to distinguishing proteins based upon their ellipticity. Further tests and measurements across different devices would be required to validate the accuracy of this technique and real-world applicability.

The second method utilises the response of low and high frequency permittivity with respect to an increasing protein concentration. As the concentration of proteins increases the permittivity decreases according to mixed-medium theory. However, as the protein concentration increases so do the number of bound water molecules and cross-correlation events between water and proteins. This further reduces the permittivity at frequencies above the relaxation time of those dielectric mechanisms. The change in low frequency ($\omega_1$) permittivity as a ratio to high frequency ($\omega_2$) permittivity can be approximated to be

$$\frac{\varepsilon(\omega_1)}{\varepsilon(\omega_2)} = \frac{\Delta_1(\Phi) + \Delta_2(\Phi) + \Delta_3(\Phi)}{\alpha \Delta_3(\Phi)},$$  \hspace{1cm} (5.12)

where $\alpha = [1 + (\omega_2 \tau)^2]^{-1}$. The ratio of (5.12) is therefore highly dependent
Figure 5.11: The real permittivity as a function of frequency for the four aqueous protein solutions of interest marked with the chosen frequencies for the comparison of permittivities.

on the magnitude of the dielectric contribution from hydration water and correlation effects as a function of concentration.

The low frequency permittivity was chosen at the limit of our frequency range (200 MHz) and the higher frequency permittivity to be around 9 GHz (Fig. 5.11 (red line)) so as to avoid influence from the tail-end of the low frequency relaxations though still low enough so that the change in permittivity is appreciable as a function of protein concentration. Analysis was conducted on the proteins lactoglobulin, ovalbumin, BSA and lysozyme up to concentrations of 18 g/dL.

The values show a larger change in the high frequency permittivity in comparison to the low frequency. This is in accordance with mixed media theory (lower permittivity contrast between proteins and water at higher frequencies) and partially to bound water no longer contributing to the high frequency dielectric response. Further still, we observe variations in the ratio for the
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Figure 5.12: The change in high frequency permittivity verses low frequency permittivity of four aqueous protein solutions as a function of concentration [102].

different proteins (Table 5.1.3). The difference in the values predominantly arises from a combination of both bound water and cross-correlation effects ($\Delta_1 + \Delta_2$). This also proves to be detrimental as the addition of the two systems shows less difference between the proteins than a single system (Fig. 5.8). There are also possible effects owing to differences in the rate of change between high and low frequency permittivity with respect to protein permittivity though it is likely to be small compared to the contribution from the dielectric mechanisms.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Ratio</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ovalbumin</td>
<td>1.70</td>
<td>0.08</td>
</tr>
<tr>
<td>Lactoglobulin</td>
<td>1.96</td>
<td>0.05</td>
</tr>
<tr>
<td>BSA</td>
<td>1.75</td>
<td>0.11</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>1.84</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 5.3: The ratio values and uncertainties calculated from the standard deviation of the data as shown in figure 5.12.

The analysis of protein solutions have highlighted that variations in the bound water and relaxation dynamics of various proteins exist. Such difference can
subsequently be used for the differentiation of protein solutions based on the outlined techniques and ratios to produce a fingerprinting method for future concentration independent identification [102]. The latter technique is well suited to resonant methods and may find use in applications such as chromatography as an analysis tool for the identification of proteins as they are separated.

## 5.2 Dielectric response of cell solutions

Having studied the dielectric response of proteins the next intuitive step is to follow nature’s evolution and to examine cells. As the smallest object regarded as living, cells serve highly functional purposes and can be composed of a wide range of constituents depending on their function. For almost all cases a cell is enclosed by a bilayer lipid membrane built from phospholipids and often interspersed with protein channels. Their purpose as a protective barrier between the internal constituents and the exterior environment enables selective transport of important molecules and proteins to the interior. The interior environment is often regulated and has markedly different properties to the exterior for which the cell membrane is vital. Mammalian blood cells may vary dramatically depending on their purpose; red blood cells are amnucleate but are filled with a large concentration of Hgb (32-36 g/dl), white blood cells such as lymphocyte are composed almost entirely of a nucleus containing negligible levels of cytoplasm and platelets are the product of megakaryocyte cells. Interestingly it is the thin membranes of the cells that contributes the most significant portion of the dielectric response of a solution of cells across much of the radio frequency (kHz to MHz).

### 5.2.1 Looyenga polarisation

The complex dielectric properties of electrolyte solutions containing cells or other thin interfaces from single Hertz to terahertz frequencies are primarily governed by three features: electrolyte concentration (conductivity), mem-
branes or thin interfaces (Maxwell-Wagner/Looyenga polarization) and water molecules (rotational polarisation). The conductivity and polar contributions of liquids are well understood and have been covered in some detail (see Chapter 2) however the effects of thin interfaces have not been discussed. In solutions such as blood this is a prominent dielectric feature that should be addressed.

In the presence of an electric field charge accumulation occurs when an interface prevents the motion of any free ions. The small separation of electrolytes leads to strong capacitive effects across the cell membrane leading to a high polarisation (Fig. 5.13).

For the particular case of erythrocytes (red blood cells) a range of theoretical models have been developed and compared [103, 104, 105, 106]. The findings of Bordi et al. [106] suggest that the most accurate description of the dielectric features of a cell in an electrolyte solution can be given by the Looyenga polarisation [104] where the permittivity is described as

$$\epsilon^*(\omega) = \left[ \Phi \left( \epsilon_{cell}^{*1/3}(\omega) - \epsilon_{out}^{*1/3}(\omega) \right) + \epsilon_{out}^{*1/3}(\omega) \right]^3. \quad (5.13)$$

$\Phi$ is the fractional volume occupation of the cells. The permittivity constituents are,

$$\epsilon_{out}^* = \epsilon_{out} + \frac{i \sigma_{out}}{\epsilon_0 \omega}, \quad (5.14)$$

where $\epsilon_{out}^*$ is the permittivity of the medium outside of the cell, $\sigma_{out}^*$ the conductivity outside the cell and $\epsilon_{cell}^*$ the mixed medium (5.5) permittivity of the cell,

$$\epsilon_{cell}^* = \epsilon_{memb} \left[ 1 + \frac{\Phi(\epsilon_{in}^* - \epsilon_{memb}^*)}{\epsilon_{memb}^* A(1 - \Phi)(\epsilon_{in}^* - \epsilon_{memb}^*)} \right], \quad (5.15)$$

with $A$ the depolarisation factor and $\Phi$ the volume fraction occupation of the
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Figure 5.13: The response of ions either side of a thin membrane in solution.

\[ \Phi = \frac{(a_0 - d)(b_0 - d)(c_0 - d)}{a_0 b_0 c_0}, \]  
\[ (5.16) \]

where \( a_0, b_0, c_0 \) are the ellipsoid dimensions and \( d \) the thickness of the membrane. The permittivity terms in (5.15) are given by

\[ \varepsilon_{\text{memb}}^* = \varepsilon_{\text{memb}}, \]  
\[ (5.17) \]

\[ \varepsilon_{\text{in}}^* = \varepsilon_{\text{in}} + \frac{i\sigma_{\text{in}}}{\varepsilon_0 \omega}, \]  
\[ (5.18) \]

where \( \varepsilon_{\text{memb}}^* \) is the membrane permittivity and \( \varepsilon_{\text{in}}^* \) the permittivity of the electrolyte fluid inside the cell. A range of solutions to the depolarisation factor \( A \) for varying dimensions can be found in ref. [103] though for an oblate spheroid \( (a_0 b_0 = c_0) \) the solution is

\[ A = \frac{1}{2} - \frac{1}{1 - u^2} - \frac{u}{1 - u^2} \arccos u, \]  
\[ (5.19) \]
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where \( u = a_0/b_0 \).

At typical electrolyte concentrations (0.9 g/dL) present in solutions such as blood, the Looyenga polarisation effects have a relaxation around single MHz frequencies that becomes negligible around GHz frequencies (Fig. 5.14).

This effect has been proposed for the determination of RBC concentration and single cell size analysis [107, 108] similar to the low frequency methods currently employed in gold standard techniques [109]. The standard technique involves the measurement of the direct current between two electrodes. In a serum solution electrolytes are unimpeded and migrate freely towards the electrodes. The introduction of cells hinder the migration of electrolytes and lead to charge build up on the cells membranes. The change in the conductivity of the solution has been found to be correlated directly to the total cells count.

5.2.2 High frequency dielectric response of blood

Above frequencies where the Looyenga polarisation plays a dominant role and according to (5.5) the primary contributors to the complex dielectric response at microwave frequencies relate strongly to the solutes and solutions that occupy the greatest volume. Water is well known to make up 75 % of whole blood though Hgb is the most abundant organic component in
Figure 5.15: The high frequency (500 MHz to 40 GHz) dielectric response of serum with varied Hgb and RBC concentrations.

Figure 5.16: The change in real permittivity at 2 GHz as a function of Hgb and RBC concentration.
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Figure 5.17: The high frequency (200 MHz to 20 GHz) complex permittivity of water compared against water samples containing electrolyte levels equivalent to those found across healthy individuals (A). The complex permittivity (500 MHz to 40 GHz) of water, serum and a water solution with matching electrolyte levels and approximately 7 g/dL of albumin protein (B).

Blood (approx. 15 g/dl) followed by serum proteins, of which albumin and immunoglobulin are the most substantial (approx. 7 g/dl). The remaining volume is comprised of electrolytes, white blood cells and platelets. The dielectric response of whole blood is therefore highly sensitive to variations in haemoglobin, serum protein and electrolyte concentration. Electrolyte and Looyenga polarisation dominates the dielectric response up to the MHz regime only becoming negligible around 3 GHz.

To determine the microwave dielectric response of the various constituents of whole blood, measurements were made on a range of concentrations of RBCs, electrolytes, serum proteins, and haemoglobin concentrations in water or serum. Dielectric spectroscopy was carried out using a vector network analyser (VNA [HP 8722ET]) with a commercially available dielectric probe (Agilent probe kit) between the frequencies of 200 MHz and 40 GHz (see Chapter 3). A systematic study was designed to examine the most abundant organic components in whole blood.

The impact of serum proteins dissolved in water was examined by dissolving albumin proteins in water with physiological electrolyte levels and comparing to serum. Lyophised albumin was dissolved in an electrolyte containing 240 mmol/L sodium chloride and compared to a sample of serum centrifuged
from whole blood. The dielectric properties were compared and the protein concentration increased until a matched dielectric spectrum was achieved. At a concentration of 6.8 g/dL the spectrum was found to match that of serum (Fig. 5.17B). By centrifuging the serum at 10,000 rpm for 15 minutes the proteins were separated from the serum. By measuring the volume fraction occupation of the serum and assuming a density of 1,350 kg/m$^3$ the serum concentration was calculated to be approximately 6.5 g/dL. This finding demonstrated that the dielectric response of serum is primarily governed by serum proteins and electrolyte concentration.

The dielectric response of electrolytes in water and at lowered and elevated physiological levels (200 - 280 mmol/L sodium chloride) was explored with six samples. Appreciable change to the conductivity was apparent up to 9 GHz with no change observed in the real permittivity. Compared to deionised water there is a reduction to the static permittivity of approximately two at physiological salt levels.

To confirm that haemoglobin plays an important role in the high frequency
dielectric response of blood, RBCs in serum and haemoglobin proteins suspended in the same serum were compared. As revealed by figure 5.15, a clear correlation was identified, in agreement with trends observed by Wolf et al. [110], between the reduction in permittivity and an increase in RBC concentration. The absolute values states on permittivity differs between our values (HCT 0.4 - $\epsilon = 57 \pm 4.2$) and Wolf et al. (HCT 0.4 - $\epsilon = 55$). The difference in values is likely to arise from the different fitting models used, Wolf et al. implemented a Cole-Cole fit where as the model used for our analysis was a second order Debye model that assumes the presence of bound water. Further to these findings, we observe the same dielectric response for haemoglobin concentrations in serum with concentrations equivalent to a 0.33% volume occupation of RBCs. A small deviation in the real permittivity ($\Delta \epsilon_r = 1.35$ at 200 MHz) is observable between higher concentrations of haemoglobin and RBC samples from 500 MHz to 2 GHz which we attribute to the tail-end of the Maxwell-Wagner/Looyenga relaxation response in RBCs.

Based on the statistical analysis (see Chapter 3) the need to fit a third-order Debye equation to explain the data was discovered. In addition to the expected low frequency polarisation relaxation processes and bulk water relaxation there is also a 40 ps relaxation observed. This is attributed to hydration water, in keeping with previous findings and contrary to findings by Wolf et al. who used only a Cole-Cole fit over the frequency range of interest (Fig. 5.18).

The high permittivity contrast between water and organic molecules makes the frequency range below 15 GHz preferable for haemoglobin and serum protein analysis. Additionally, the effects of Maxwell-Wagner polarization and losses from electrolytes make frequencies below 2 GHz unsuitable for protein measurements. This narrow frequency range presents a unique window to analyse organic solutes in blood that may otherwise be obscured or invisible at other frequency ranges.
5.3 Summary

The complex permittivity of proteins in water were shown for four common globular proteins at concentrations between 0 and 18 g/dL. Based on statistical analysis the results confirmed the presence of three concentration dependent relaxation features that are attributed to complex water-protein interactions (cross-correlation), hydration water and bulk water.

The concentration dependent response is found to be dependent on the proteins examined and was utilised to develop two methodologies for differentiating protein solutions. The first analysis technique was based on broadband spectroscopy and the treatment of the solution as a single dielectric mechanism at low concentrations. The results demonstrated that pure protein solutions may be differentiated by the hydration water surrounding them. The second method used two frequencies at 200 MHz and 9 GHz to differentiate proteins based on the difference in the contribution of hydration water to the permittivity at the respective frequencies. The findings were less conclusive than the previous technique though differences in the ratio of permittivities between the proteins were observed. The use of both hydration water and cross-correlation effects in the analysis proved to be similar between proteins unlike the effect of a single mechanism.

Lastly, the examination of whole blood and the study of the dielectric contributions from its major constituents revealed the importance of Hgb, serum proteins and ionic concentration. A method for the determination of Hgb levels is proposed based on the comparison of whole blood and serum as well the means to calculate the total serum protein levels and electrolyte concentration by comparison of pure water and serum. These methods will be exploited in the next chapter to develop a novel haematological microwave biosensor.
Chapter 6

Blood analysis with a microwave dielectric resonator

The frequency window identified in Chapter 4 in which the dielectric response of whole blood is primarily governed by the haemoglobin (Hgb) concentration offers a unique opportunity to create a device capable of Hgb concentration measurements. In this chapter a device to conduct low volume measurements on blood is developed using a dielectric microwave resonator and a microfluidic system. The result is the first non-optical means to determine Hgb concentration with accuracies equivalent to commercial systems.

6.1 Haemoglobin

Almost every living cell in the human body requires oxygen to support and sustain cell metabolism and it is therefore vital that oxygen is able to reach all of the extremities of the human body. After the initial diffusion from the lungs into red blood cells most oxygen molecules are bound to Hgb thereby liberating hydrogen ions from around the heme component of the protein (Fig. 6.1). The concentration of hydrogen ions plays an important role in the binding and liberation of an oxygen molecule from Hgb described by the Bohr effect [111]. A lower concentration in the blood at the lungs allows
oxygen to bind to Hgb and an elevated concentration of hydrogen ions at the cells liberate the oxygen. Hgb also acts to remove 10% of the carbon dioxide produced as a by-product of metabolism [112].

As mentioned in Chapter 5 a protein can comprise of primary, secondary and tertiary structures. In the case of Hgb four sub-units, each a tertiary structure are bound by electrostatic interactions (hydrogen bonds). Each sub-unit is capable of carrying a single oxygen or carbon dioxide molecule within its heme component therefore allowing Hgb to carry up to four molecules in total.

Owing to the conformational changes induced by bound oxygen, carbon, or no molecule [113] to the iron centre of the heme component the various forms of Hgb such as oxyhaemoglobin, carbaminohaemoglobin, carboxyhaemoglobin and deoxygenated Hgb all exhibit unique spectral features that form the basis of optical Hgb and oxygenation concentration measurements [114, 115, 116]. All modern Hgb measurement techniques use the magnitude of absorption at one or more frequency in the visible or near-infrared spectrum on a sample that has had the RBCs lysed. Owing to the 10 µm size of red blood cells light is unable to penetrate the cell and scatters. Subsequently the destruction of the cell membrane is vital for accurate optical measurements.

The typical lifetime of a Hgb protein is similar to that of a red blood cell; approximately 100 to 120 days. Hgb is broken down alongside red blood cells
resulting in the production of bilirubin which is removed in urine, carbon monoxide and the recycling of the iron atom. Changes to Hgb production, breakdown or function can contribute to a number of haematological diseases and is often a side effect in chronic disorders [117] with many resultant symptoms due to changes in the rate of oxygen transport and supply. Anaemia is the most common blood disorder of which up to a quarter of the world’s population is believed to have [118].

6.1.1 Anaemia

Hgb concentration is typically given in terms of the mass of Hgb (in grams, g) per decilitre (dL) that for healthy individuals is in the range of 13-18 g/dL for men and 12-15 g/dL (11-14 g/dL pregnant) for women. An individual with a concentration lower than this is regarded as being anaemic and above as polycythemic. Severe anaemia is a Hgb concentration lower than 5 g/dL. Anaemia is commonly classified into three main categories: macrocytic anaemia, normocytic anaemia and microcytic anaemia of which there are many subclasses [119].

The three main classifications of anaemia allow for improved treatment and narrow down the cause of the disorder however anaemia can occur in one of three ways.

Haemolytic anaemia arises in diseases that induce the abnormal breakdown of RBCs known as haemolysis. The causes for increased RBC breakdown are wide and varied from enzyme deficiencies to sickle cell [120]. The breakdown of RBCs releases Hgb into the blood stream resulting in visual symptoms such as jaundice and the breakdown and production of excess bilirubin. Symptoms of haemolytic anaemia are a shortness of breath, jaundice and fatigue.

Large amounts of blood loss induces anaemia shortly and temporarily after trauma events or gradually increase in severity with certain cancers or ulcers that lead to internal bleeding in the digestive tract [121].

Impairment or dysfunctional production of Hgb or RBCs is a common result
of insufficient nutrition, most commonly iron. Additional causes may arise from conditions such as sickle cell or vitamin deficiency (vitamin B-12 or folate (B-9)). In pregnancy, levels of vitamin B-12 and folate are affected and often result in anaemia in pregnant women [122, 123].

Whilst anaemia occur in only one of three ways from the point of view of medical diagnosis it is advantageous to know additional haematological parameters such as red blood cell size and reticulocyte count (new red blood cells) and to classify anaemia based on their properties.

The impaired production of RBCs often results in macrocytosis, large than average RBCs [124]. Reductions in Hgb production often owing to dietary-induced deficiencies or liver disease results in anaemia. In conjunction with an increased mean-cellular-volume of erythrocytes (RBCs) the anaemic condition is classified as macocytic.

Normocytic anaemia covers all cases of anaemia in which the topology of erythrocytes remain unaffected and only a reduced haematocrit or Hgb level is recorded [125]. This is the most abundant case of anaemia and the causes can range from simple cases such as pregnancy or the abnormal breakdown of RBCs.

Iron deficiency, commonly dietary related or induced by excess bleeding, results in the insufficient production of RBCs and Hgb. Subsequently, the body replenishes blood with microcytic cells that are smaller than average and carry a reduced Hgb concentration. This case of anaemia is known as microcytic or hypochromic anaemia [126].

Some of the most common causes and diseases related to anaemia are:

- Iron deficiency
- Vitamin deficiency
- Chronic diseases
  - Cancers
  - Autoimmune
Hepatitis C
- Heart failure
- Kidney
- HIV/AIDS
- Malaria

- Sickle cell

- Trauma
  - Surgery
  - Injury

- Treatments
  - Hepatitis C - ribavirin and interferon
  - HIV/AIDS - anti-retroviral
  - phenytoin, methotrexate, azathioprine, procainamide, quinidine, aspirin, warfarin, clopidogrel, heparin

### 6.2 Microwave dielectric resonator

Having outlined in Chapter 4 that the dielectric response of whole blood when compared to serum is proportional to the Hgb concentration a technical approach was designed to advance the finding towards a practical solution for Hgb measurements. The requirements of a practical device that is capable of determining Hgb concentration is one that uses small sample volumes ($\mu$L), has a rapid analysis time (order of seconds) and is accurate ($\pm 0.5$ g/dl). As discussed in Chapter 3 dielectric resonators are well established scientific research instruments for sensitive dielectric measurements and are capable of meeting the outlined criteria. Resonators have been used for the dielectric study of blood, however, the findings and applications of such devices have not been clinically significant [127, 128]. The ability to measure samples on
Figure 6.2: The dielectric resonator implemented for low volume liquid measurements. Comprising of a high permittivity BZT puck in a copper housing with integrated microfluidic channel the device is able to conduct dielectric measurements on 500 nL liquid volumes.
the microlitre level is ideal for utilising finger prick techniques and thereby making measurements minimally invasive.

A modelling approach was adopted using CST Microwave Studio for the design of a resonant system between 2 and 10 GHz based on a dielectric resonator. The resonator design chosen comprises of a high permittivity cylindrical dielectric puck with a diameter of 14 mm and a fundamental \( \text{TE}_{01} \) mode at approximately 4.4 GHz. Made from barium zirconium titanate (BZT) \( (\epsilon = 28) \) it is mounted on a teflon support that is contained within a pure copper housing (Fig. 6.2). Coupling is achieved using two coaxial cables with coupling loops providing the means for excitation and measurement of the resonant modes within the dielectric puck (Fig. 6.2). In choosing a mode for the dielectric measurements it is vital to achieve a high concentration of electric fields at the measurement interface of the dielectric puck for which the \( \text{EH}_{603} \) mode was found to be well suited at 9.4 GHz.

To experimentally locate the resonant mode an experimental field mapping technique was developed by rastering a high permittivity, high loss probe across the surface of the resonator. At high electric field intensities the reso-
nance undergoes a higher perturbation (see Chapter 3) and thus by measuring the $Q$ as a function of probe position we were able to catalogue the resonant mode based on the inferred field distribution (Fig. 6.3).

Coupling optimisation was achieved by manual positioning of the coupling loops to produce a single-peak, symmetric Lorentzian resonant curve. The resonator design allows operation in an open or closed lid configuration with the resonant parameters in an open configuration given to be $Q=8000$, $f=9.4$ GHz and in a closed configuration $Q=14,000$, $f=9.41$ GHz (simulation $Q=15,200$, $f=9.35$ GHz). Fitting to the $S_{21}$ resonant distribution for obtaining $Q$ and $f$ was conducted using a custom made algorithm that implements both phase and amplitude information ([129]).

The accurate measurement and comparison of the dielectric properties of a range of liquids in the immediate vicinity of a resonator requires that the liquids are tightly constrained in volume. The easiest way to achieve this is by a reservoir, capillary or microfluidic channel which prove advantageous in handling small volumes.

### 6.2.1 Microfluidic integration

Having already revolutionised the world of printing, microfluidic developments have begun to slowly advance analysis and diagnostic techniques in the biomedical world [130]. The advantage of microfluidic systems for the biosensing community lies in the ability to deliver, redistribute and sort low volumes of aqueous solutions and solutes with minimal losses to the sample volume. For the purpose of dielectric measurements a microfluidic systems provides the means to both deliver and remove a sample with no user interaction and within a fixed volume.

For the purpose of the resonant measurements a microfluidic chip made from low-loss plastic (Zeonex ([131])) provided by Microfluidic Chip Shop was integrated above the dielectric puck with four channels of 200 $\mu$m diameter. The choice of microfluidic positioning and channel was optimized to obtain the largest reduction in $Q$ with deionized water. Figure 6.4 depicts the electric
field pattern with and without water in a channel, respectively. Resonant measurements are given in terms of the relative change from a normalising sample \((f_n, Q_n\), i.e. water or serum) such that

\[
\Delta f = 1 - \frac{f_m}{f_n},
\]

and

\[
\Delta \left( \frac{1}{Q} \right) = \frac{Q_n}{Q_m} - 1.
\]

where \(f_m\) and \(Q_m\) are the measured sample. An example would be the measurement of serum proteins and electrolytes being calculated from the relative change from pure water so that the effects of temperature or resonator drift are normalised out.

The transportation distance of samples to the measurement system is up to 0.2 m long through microfluidic tubing. Subsequently local variations in Hgb concentration (RBC concentration) may arise owing to turbulence and surface friction. To ensure accurate Hgb values all samples are measured at three points along the sample distribution. The microfluidic system utilises a peristaltic pump, however, the build up of pressure between pump and sample can lead to residual flow when the pump is switched off. Consequently Poiseuille flow effects (see Serum separation) may occur that lead to additional uncertainties in the measurements. This is minimised by using low pump speeds and by conducting two measurements at each of the three measurement points to ensure no change in the resonant frequency or quality factor is observed. Values are given at the average of the six measurements with the error based on the standard deviation.

### 6.2.2 Serum separation

The accurate determination of Hgb concentration from the dielectric response of blood requires a comparative measurement of serum to remove the influence
Figure 6.4: Modelled electric field distributions of the mode with (A) and without (B) water present in the microfluidic channel. The green lines labelled 1 and 2 are where the cross-section is taken in the vertical plane seen in (A).
of serum proteins and electrolytes. The comparative difference between whole
blood and serum is therefore almost entirely dependent on Hgb concentration.
To achieve separation of serum from blood in a fast and effective manner one
of three methods can be used: filtering, centrifugation and techniques using
hydrodynamic effects. The filtration of RBCs requires a consistent porous fil-
ter with dimensions smaller than those of RBCs at approximately 10×2 µm
(oblite spheroids) and low levels of protein binding. Such filtration materials
are available in abundance however in practice the red blood cells quickly
block most of the filter resulting in reduced throughput. High pressures re-
quired to achieve serum separation and long separation time make filtration
techniques poorly suited for on-chip analysis.

Centrifugation works on the principle of the centrifugal force acting on the
RBCs is greater than that of serum. The result is the fractionation of blood
into RBCs at the lowest level, platelets and white blood cells and serum at
the highest level. Typical centrifugation on a centrifuge with a radius of
approximately 0.1 m requires 5 minutes of centrifugation at 3000 rpm which
from the point of view of point of care (POC) diagnostics is a long time.
Subsequently a method has been demonstrated by Haeberle et al with serum
separation achieved in 20 seconds [132]. Further centrifugation at high speeds
can be utilised for the separation of serum proteins from serum.

Interesting flow dynamics can be established in the confined dimensions used
in microfluidics to promote cell separation [133, 134]. The most promis-
ing method developed for cell/serum separation is based on Poiseuille flow.
Poiseuille flow arises due to capillary or channel induced friction on the fluid
nearest the walls thereby slowing the flow rate in the immediate vicinity. A
radial distribution of the flow rate from the centre of the channel is observed
that leads to solutes within the channel having a lift force away from the walls.
The result is a concentrated distribution of inclusions at a radial position ap-
proximately 0.6 times the radius and few or no objects being present near the
walls and a decrease in concentration at the centre of the channel [135] (Fig.
6.5). It has been found that by integrating sudden changes in channel dimen-
sions Poiseuille flow can be encouraged thereby producing extended regions
free of solutes. Used in serum separation from whole blood these regions of
Figure 6.5: A serum-RBC separation technique based on Poiseuille flow in a channel (A,B). Sudden expansion of the channel creates a small volume that is devoid of RBCs (C,D).

low cell concentration can be siphoned off at a reduced flow rate to acquire pure serum. Experiments have shown promising results with almost 100% serum purity achieved with diluted whole blood samples [134, 136] (Fig.6.5).

Sample separation for resonant measurements was conducted using centrifuging to ensure complete and accurate sample separation.

6.3 Haemoglobin, serum protein and electrolyte measurements

The primary purpose of the study regarding the described resonant technique was to determine the viability of the device in the determination of Hgb concentration of samples on the microlitre scale. The secondary purpose was to confirm the ability to conduct measurements on total electrolyte levels and serum protein concentration on similar sample volumes.

As outlined in Chapter 4 serum proteins are the principle organic contributor to the dielectric spectrum of serum. Measurements on serum protein concent-
Figure 6.6: The change in resonant parameters $Q$ and $f$ as a function of serum protein, Hgb and salt levels. The lower left hand part of the figure shows the trend of serum protein concentration in a salt solution as a function $Q$ shift and frequency shift. The difference in the gradient of slope compared to Hgb concentration may arise because of albumin containing traces of salt. The middle to upper right data set is $Q$ and $f$ as a function Hgb concentration. The light grey box and dark grey box highlight the physiological range of salt in humans. The upper left data set is the same blood samples with elevated (x2) physiological salt levels. The gradient is maintained.
tration were conducted by the variation of serum albumin protein concentra-
tion in a physiological saline solution which were compared to a reference of
pure water. The resonant frequency and inverse $Q$ shift demonstrated linear
proportionality to serum protein concentration (Fig. 6.6).

A study into the impact of electrolyte levels on the resonant parameters re-
vealed increases in the resonant frequency and decreases in $Q$-factor as a
function of increasing ionic concentration. Further studies suggested that
the electrolyte-induced shift in resonant parameters is independent of RBC
count, serum protein concentration or existing electrolyte levels (Fig. 6.6).
The effect of electrolyte levels can be differentiated from protein concentra-
tion variations owing to the opposite effects on the inverse shift of the $Q$
factor with increasing resonant frequency (Fig. 6.7).

As proposed in chapter 4, to acquire an accurate Hgb measurement the mea-
surement of a whole blood sample should be normalised against the values
given by serum, thereby removing the influence of serum proteins and elec-
trolytes. Measurements were undertaken on a range of human and murine
samples to demonstrate that the outlined resonant technique provides the
same trend regarding Hgb measurements for more than one mammalian
species.

Initial measurements were conducted on 2 $\mu$L murine samples with Hgb val-
ues ranging from 0 to 17 g/dl with the purpose of ascertaining the resonant
parameter dependence on Hgb concentration (Fig. 6.7). The $\text{EH}_{603}$ mode of
the dielectric resonator was excited with an operating $Q$-factor of 14,100 and
resonant frequency of 9.4021 GHz with no sample present in the microfluidic
channel. The measurement of 17 samples between 0 to 17 g/dl were made
by the resonant technique and the resonant parameters found to be linearly
dependent on Hgb concentration. Hgb measurements were made using a Sys-
mex F-820 system that is an optical technique based on the lysing of red
blood cells. The resonant response was calibrated to the given Hgb measure-
ments based on a best fit thereby enabling independent Hgb measurements to
be made by the resonant method. Hgb measurements given by the resonant
method are calculated from an average of the $Q$ and resonant frequency Hgb
values:
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A further 11 samples were obtained from healthy mice and the Hgb values calculated. Owing to the small sample sizes only three comparative measurements were made to the Sysmex system though each showed close agreement ($R^2 = 0.9758$, Fig. 6.8).

To ascertain that a linear dependence on Hgb concentration is still possible with an alternative field distribution (same $EH_{603}$ mode, adjusted coupling) the resonator was changed to operate at an alternative Q-factor of 11,500 and resonant frequency of 9.4033 GHz with no sample present in the microfluidic channel. A greater range of Hgb concentrations were measured up to almost a RBC packing fraction of 1 (0-29 g/dl). A calibration curve was established using 14 samples and the resonant parameters confirmed to have a linear dependence on Hgb concentration (Fig. 6.9). Further to the calibration curve eight healthy donors were examined by the resonator and Sysmex methods to observe and compare resonator Hgb values. In addition to these mea-

\[
\text{Hgb}_{\text{res}} = \frac{\text{Hgb}_Q + \text{Hgb}_f}{2}.
\]  

(6.3)

Figure 6.7: The transmission measurement ($S_{21}$) of the resonator with varied Hgb concentration.
Figure 6.8: The response of the quality factor and resonant frequency as a function of murine Hgb concentration (A, B). Errors in the Sysmex system and in the resonant frequency and quality factor are based on the standard deviation of multiple measurements. Both the quality factor and resonant frequency exhibit linear dependence on Hgb concentration (C). Independent determination of Hgb values by the resonant method compared to Sysmex measured values (D).
measurements the permittivity of the samples were compared to the Sysmex and resonator results. The resonator Hgb values were compared to the Sysmex results (Fig 6.9) and found to be in good agreement ($R^2 = 0.9931-0.9988$).

For comparative purposes calculations on the Hgb values using results normalised against water rather than serum were made. Our findings suggest that in healthy humans the correlation to Hgb concentration is of comparative accuracy to the serum normalised values (Fig 6.9D). As expected broadband spectroscopic measurements on the donor samples at 9.4 GHz showed trending with both the Sysmex system and resonator with samples of lower permittivity equating to higher Hgb values in healthy donors (Fig 6.10).

The high comparative accuracy to the Sysmex system demonstrates that the resonant method described is a viable technique for non-destructive and accurate ($R^2 = 0.9931-0.9988$, standard deviation 0.85 g/dL, against gold standard technique across 52 samples) determination of Hgb concentration in blood. Though serum separation was conducted outside of the microfluidic chip and the device implemented with a VNA, the discussed microfluidic separation techniques and a portable breadboard VNA would greatly increase the functionality of this technique with expected analysis times of the order of seconds.

6.4 APC murine measurements

Whilst sometimes ethically questionable, animals have long been an important component in monitoring, investigating and treating human diseases with many positive outcomes [137, 138]. Mammals commonly exhibit similar anatomical and physiological attributes that make them well suited to studying and modelling human conditions. Of all the animal models used approximately 95 % of biomedical investigations are conducted on murine models. The 99 % match between human DNA and mice make murine models useful for the determination of the role of genes in the human body [139]. They have also served as a means to develop models with genetic mutations than induce specific diseases similar to those present in humans.
Figure 6.9: The response of the quality factor and resonant frequency as a function of human Hgb concentration (A, B). Errors in the Sysmex system and in the resonant frequency and quality factor are based on the standard deviation of multiple measurements. The quality factor and resonant frequency both show a linear dependence on Hgb concentration (C). Independent determination of Hgb concentration of 7 healthy patients by the resonant method compared to Sysmex measured values (D).
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Figure 6.10: A comparison of Hgb concentration as determined by the resonant technique by normalising against both water and serum and compared to the permittivity.

6.4.1 Apc mice

The term Apc comes from the Adenomatous polyposis coli (APC) gene that is truncated or mutated in order to induce multiple intestinal neoplasia in mice [140, 141]. The APC model is a common experimental mouse for studying the progression of the colorectal cancer, the third most common cancer worldwide.

Colorectal cancer is often diagnosed as colon or rectal cancer though their genetic and progressive traits are the same (Fig. 6.11). A possible route to the formation of cancer is from the mutation of the APC gene caused by chromosomal instability that leads to the insufficient production of the APC protein used to prevent the build up of $\beta$-catenin. Within the cell lining (epithelial cells) of the colon or rectum an excess of $\beta$-catenin binds with the DNA within the nucleus causing uncontrolled activation of the cells replication [142]. The result is the formation of polyps (abnormal tissue growths) and although polyps may not necessarily become cancerous the chance of a mutant gene cell becoming cancerous is significant to the point that classification of a polyp is pre-malignant [142]. The growth of polyps can progress
Figure 6.11: The growth of a polyp on the epithelial lining of the rectum or colon. Continual growth of a malignant polyp will likely rupture blood vessels which leads to bleeding into the colon or rectum.

through a number of stages, though the larger a polyp becomes the greater the risk of cancer. An additional and common adverse side effect of advanced polyps are the rupturing of blood vessels near the surface of the rectum or colon. Bleeding may be noticed in an individuals stool however it can often go unnoticed and untreated thereby resulting in continuous loss of blood and iron deficient anaemia [143].

The development of multiple neoplasia (30-100) in Apc mice [141] commonly leads to ruptures in blood vessels and mice with early stages of colorectal cancer will often exhibit signs of anaemia and at later stages severe anaemia [144].

Having demonstrated the viability of the resonant technique for Hgb measure-
ments we undertook a study into the Hgb response of a selection of Apc mice from an APC\textsuperscript{min/+} colony (eight mice) across an age range of 10 to 28 weeks and with an average age of survival of approximately 23 weeks. Hgb levels are indicative of the severity of the cancer due to the associated haemorrhaging in the colon or rectum [145]. Intermittent measurements of Hgb or haematocrit levels are therefore helpful in monitoring the progression of the disease. It is important when studying the response of a model not to induce addi-
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<table>
<thead>
<tr>
<th>Weeks</th>
<th>Hgba (g/dl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
</tr>
</tbody>
</table>

**Figure 6.12**: The Hgb values of Apc mice with respect to age. On average by 20 weeks a mouse will have acquired severe anaemia.

Additional conditions. The excess removal of blood can induce additional stress on the mouse leading to possible outcomes such as anaemia (or exasperation of), change in disease development or an early death. Removal of more than 0.1 mL may be sufficient to induce such stress on a mouse therefore making minimally invasive measurements is advantageous by allowing for unimpeded development of the mouse and cancer.

The Hgb levels were determined for APC\textsuperscript{min/+} mice and control mice (APC\textsuperscript{+/+} - wild) with no mutated gene. Our findings showed significant decreases in APC\textsuperscript{min/+} Hgb count with age when compared to a control (Fig. 6.12). The significance of the decrease was such that the average APC\textsuperscript{min/+} mouse would be suffering from acute anaemia within 20-23 weeks from birth that equates with the average age of survival. The large decrease in Hgb levels is concurrent with expected trends [145].
6.5 Summary

A microwave resonant technique has been demonstrated as an accurate method for the determination of low volume samples. The determination of Hgb concentration in human and murine samples was calculated based on the comparison of the dielectric response of serum and whole blood. Additionally the ability to calculate serum protein levels and electrolyte concentration by resonant technique is outlined. The use of a dielectric resonator allowed for the measurement of sample volumes as low as 500 nL. The device was implemented for minimally invasive Hgb measurements on APC\textsuperscript{min/+} murine models with multiple intestinal neoplasia. The results showed that with increased age the Hgb concentration of the mice was significantly reduced in agreement with previous reported findings [145]. The mice were observed to develop severe anaemia by the age of 20-23 weeks and that the decrease in Hgb levels after 10 weeks was in keeping with the progression of the neoplasia and health of the mice. This is the first non-optical technique developed for Hgb measurements and has advantages in its non-destructive acquisition of the data allowing for potential integration with other haematological measurements devices.
Chapter 7

Conclusion

7.1 Thesis review

The electromagnetic response of polar liquids, electrolytes and biological solutions at microwave frequencies have been investigated by broadband and resonant techniques. The fundamental physics behind the complex permittivity of liquids was explored in Chapter 2 and experimental microwave dielectric measurement techniques examined in Chapter 3. Broadband microwave studies into the dielectric response of polar liquids, in particular water were conducted, discussed and compared with respect to current literature throughout Chapter 4.

The ionic contribution to the imaginary permittivity was calculated by broadband measurements of sodium chloride solutions with respect to ionic concentration. A detailed analysis of the conductivity of group 1a metal chlorides as a function of temperature was reported on to confirm classical theories of conductivity. A product of this research was the development of a new method to determine the hydration radius of lithium and sodium as a function of temperature. As a method of differentiating ionic solutions, temperature dependence studies on conductivity proved ineffective. A study of more complex ionic solutes with high charge density ions in water revealed the presence of relaxation features that were explained in terms of ion association.
Chapter 7. Conclusion

The dielectric response of protein solutions in water at frequencies between 500 MHz and 40 GHz was examined. Broadband dielectric analysis of biological liquids, namely water with ovalbumin, lactoglobulin, BSA or lysozyme, confirmed the presence of three protein concentration-dependent relaxation features. Based on current literature these were attributed to complex protein-water interactions (cross-correlation), hydration water and bulk water. Further to this the hydration and cross-correlation contributions to the complex permittivity were found to be dependent on the proteins present in solution. These findings were then utilised in the development of two methodologies for differentiating protein solutions at low and high concentrations. Lastly the dielectric response of blood at similar frequencies was examined and the importance of Hgb, serum proteins and electrolytes determined.

The dielectric haematological findings of Chapter 5 led to the development of a microwave dielectric resonator technique for the determination of Hgb concentration from sample volumes as low as 500 nL. The importance of Hgb levels in oxygen transport is explained in Chapter 6 as well as the adverse effects of a reduced level. The use of a resonant microwave device for Hgb measurements was demonstrated to be as accurate as many commercial techniques (SD = 0.85 g/dL, commercial comparisons to Sysmex devices >1.5 g/dL) and successfully implemented for the measurement of the Hgb response of mice with intestinal cancer over a range of ages. This is the first demonstration of a microwave device with haematological diagnostic value in addition to the first non-optical technique to determine Hgb concentration.

7.2 Main findings

7.2.1 Electrolyte differentiation and hydration shells

The microwave conductivity response was the focus of temperature dependent dielectric measurements on a range of electrolytes, specifically group 1a alkali metal chlorides. It was demonstrated that in addition to ionic radius hydration water at the surface of ions is highly important in the mobility of
the ions. Building upon known ionic radii it was possible to ascertain the
temperature dependence of the effective radii of lithium and sodium. Addi-
tional studies revealed the spectral complexity of ionic solutes which do not
fully dissociate in water. Partial dissociation is found to exhibit three discrete
states of separation, visible in the dielectric spectrum. Deconvolution of the
spectrum allowed for the calculation of the difference in molecular size of the
partially dissociated ions.

7.2.2 Protein solution analysis

The high frequency (200 MHz to 40 GHz) complex permittivity of ovalbu-
min, lactoglobulin, BSA and lysozyme in water were analysed to examine the
relaxation processes related to hydration water. Based on statistical analy-
sis the deconvolution of the data confirmed the presence of three relaxation
processes. Further to this finding the data suggested that the dielectric con-
tribution from each of the relaxation processes was highly dependent on the
protein solution under measurement.

Two methodologies for differentiating protein solutions have been developed.
The former analysis technique based on low concentration protein solutions
-treated the system under measurement as having a single averaged response
that is highly dependent on hydration water. Owing to the protein-dependent
hydration number the method was able to differentiate protein solutions
based on the dielectric contribution of hydrated water. Protein dependent
ratios were established for four proteins; ovalbumin 0.17±0.01, lactoglobulin
0.62±0.03, BSA 0.51±0.02 and lysozyme 0.77±0.02.

The latter method used two frequencies at 200 MHz and 9 GHz to differen-
tiate proteins. By comparing the high and low permittivities the hydration
water and cross-correlation effects lead to a greater reduction in high fre-
quency permittivity. The findings were less conclusive than the previous
technique though differences in the ratio of permittivities between the pro-
teins were observed. Protein ratios were established for ovalbumin 1.70±0.08,
lactoglobulin 1.96±0.05, BSA 1.75±0.11 and lysozyme 1.84±0.21.
Chapter 7. Conclusion

The high frequency dielectric spectrum of biological solutions has been shown to give rise to dielectric features relating to hydration water. These features have then been utilised to propose a unique means to differentiate protein solutions.

7.2.3 Hgb measurements

The permittivity of whole blood was examined and the dielectric contribution of individual constituents examined. Findings showed that serum proteins and electrolytes have the greatest organic solute contribution to the dielectric response of serum and Hgb the most substantial dielectric impact on whole blood. For the first time hydration water was seen to contribute to the dielectric spectrum of blood due to the presence of serum proteins and Hgb.

It was explicitly demonstrated for the first time that the dielectric influence of RBCs across microwave frequencies is almost entirely dependent on Hgb within the RBCs.

Building upon these findings a non-destructive and accurate method for the determination of Hgb concentration by comparison of the dielectric response of serum and whole blood was demonstrated. Using a high $Q$ dielectric resonator healthy murine and human blood samples were measured and the resonant parameter response compared to Hgb levels measured on a Sysmex system. The findings demonstrate strong agreement between the resonant parameters and Hgb levels. The resonant device was calibrated and used to make independent minimally-invasive measurements on APC$^{min/+}$ mice with colorectal neoplasia. The results showed an average onset of severe anaemia as early as 20 weeks from birth in the mice measured, concurrent with expected trends. To the author’s knowledge this is the first demonstration of a viable haematological technique using a microwave system.
7.3 Outlook

Having successfully proven dielectric measurement methods may be used in the
determination of Hgb concentration on blood samples of less than a microlitre
technical challenges now lie in the development of on-chip serum-RBC
separation and integrating a breadboard VNA. Successful integration of these
methods will result in a device with commercial viability.

As discussed in chapter 4 the MHz frequency response of blood is primarily
governed by Looyenga polarisation which is a feature of cell membranes. The
non-destructive nature of dielectric measurements at microwave frequencies
may be complementary to low frequency measurements of RBC concentration
demonstrated at MHz frequencies [107, 108, 110]. The ability to measure both
HCT and Hgb values provides the means to calculate the mean cellular Hgb
concentration, a vital measurement in the determination and differentiation
of anaemias.

Further studies will be conducted on murine models with a range of chronic
diseases that induce anaemias.
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