100 GHz ultra-high Q-factor photonic crystal resonators
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A B S T R A C T

We demonstrate an ultra-high Q-factor photonic crystal resonator operating in the millimeter-wave band, which is suitable for use as an integrated sensing platform. Experimental results show that at 100 GHz a loaded Q-factor of 5 000 and 8 700 can be achieved with a strongly and weakly coupled cavity design, respectively. The uncertainty in the experimental results has been analyzed and a new technique of propagating uncertainty in S-parameter measurements for the determination of Q-factor is given. The result of this uncertainty analysis gives an unloaded Q-factor of 9 040 ± 300: being fundamentally limited to ~10 000 by the intrinsic dielectric loss of the high resistivity silicon substrate. Utilizing standard bulk-micromachining of silicon, the resonators can be monolithically integrated into RFICs and MMICs for applications including liquid and gas sensing.

© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

The millimeter-wave and terahertz regions of the electromagnetic spectrum are of particular interest for sensing due to the abundance of spectroscopic features associated with molecular resonances found throughout these regions [1]. High quality (Q) factor electromagnetic resonators represent an important technology for realization of sensing systems operating in these bands [2,3]. They enable extremely sensitive detection of an analyte’s complex permittivity through enhancement of the strength of interaction between the analyte and resonant mode [4].

Beyond sensing, high Q-factor resonators can be used to realize important components for future millimeter-wave and terahertz communication and radar systems, such as low phase noise oscillators and band pass filters.

Conventional room-temperature passive millimeter-wave resonators employing metal cavities or structures are generally limited in their Q-factor by losses associated with the metal features [5,6]. For this reason, dielectric resonators made from low-loss materials are preferred. Additionally, resonators which have a planar form factor are better suited toward system integration and mass production for future lab-on-a-chip devices. In Table 1, we present a summary of the Q-factors achieved by various state-of-the-art W-Band (75–110 GHz) resonators, which could be realized as part of a monolithic microwave integrated circuit (MMIC) [7]. This simple comparison is far from straightforward, as many authors fail to explain the methods used to calculate the Q-factor being quoted; either loaded (QL) or unloaded (Q0).

In this paper we present an ultra-high Q-factor photonic crystal (PC) resonator. The PC has been engineered to have an electromagnetic band gap by periodic arrangement of two dielectric materials with contrasting permittivities. Similar approaches have been successfully applied at optical wavelengths to achieve high Q-factors [12] and their use for sensing has been demonstrated [13–15]; however, such high Q-factors have yet to be proven in the millimeter(mm)-wave band. Previous PC work at microwave and mm-wave frequencies has focused on demonstrating the size of the predicted band gap [16], waveguide structures [17], switches [18] and filters [19,20]; all with low Q-factors.

The specific type of PC developed for this paper has an engineered transverse electric (TE)-like (since the electric field has only in-plane components) electromagnetic band gap, created through a two dimensional periodic triangular lattice of cylinders having a...
different dielectric constant to the substrate [21]. The radius of the cylinders, bulk material permittivity, thickness of the bulk material and periodicity can all be optimized in order to shift the location of the band gap. Within the lattice structure, engineered defects can give rise to allowed modes within the band gap, which can be exploited to produce resonant cavities and waveguides.

The high Q-factor resonators presented in this paper have been evaluated through simulation and measured experimental results. A rigorous analysis of the uncertainty in the Q-factor is given. Here, an analysis technique is presented that shows how uncertainty propagates from S-parameter measurements to Q-factor. The results clearly show that the PC design has a better performance than alternative state-of-the-art W-band resonator technologies that offer a similar compatibility for the monolithic integration of future sensing systems.

2. Design

The PC in this work is formed from a triangular lattice of air holes in a planar substrate. It is fabricated from a 525 μm thick high resistivity silicon (HRS) substrate (having the real part of the complex effective relative permittivity εreff(100 GHz) = 11.64 [22] and a dc bulk resistivity greater than 10 kΩ cm). The holes have a radius of 235 μm and a lattice constant of 780 μm. The band structure for this geometry was calculated using a plane-wave eigenmode solver [23] and the results for the lowest order modes are shown in Fig. 1. It can be seen that this structure produces an incomplete (TE-like) band gap between 97 and 127 GHz, with a center frequency at 112 GHz and a fractional bandwidth of 26%.

A resonant cavity was created in the photonic crystal by introducing a defect in the lattice; in this case formed by omitting three adjacent holes (called an L3 cavity). The mode inside the cavity is confined in-plane by Bragg reflections within the PC and out-of-plane by total internal reflections (TIRs) at the silicon-air interfaces.

It has previously been shown that the positioning of the holes surrounding the cavity is critical to achieving a high-Q resonance, by reducing out-of-plane radiation losses [12]. The adjustment of hole positions at the cavity edge make it possible to more readily confine the fields, allowing them to penetrate further into the crystal. A plane-wave expansion of the fields inside the cavity shows that this delocalization corresponds to a narrowing in the spatial spectral domain. This narrowing reduces components of the in-plane wave-vector k∥ that do not satisfy the condition for TIR (i.e. 0 < k∥ < 2π/λ0, where λ0 is the free-space wavelength) and thereby contribute to radiation loss. Further details of this effect can be found in [12,24]. To minimize radiation losses in our design, the three holes on each side adjacent to the cavity (starting from the closest hole) were shifted 156 μm, 19 μm and 156 μm away from the cavity, in relation to their normal lattice positions, as is shown in Fig. 2.

To couple energy into the cavity, a W1 defect feed waveguide was created by omitting a partial row of adjacent holes in the PC lattice. Three different W1 defect waveguide configurations were considered – one with the W1 defect feed waveguides offset above and below the cavity. The other two have the feed waveguides offset above and below the cavity, to reduce mutual coupling. With the offset configuration, two different lengths of W1 waveguide were considered, to provide weak and strong coupling to the cavity, as shown in Fig. 3. A weak coupling provides a better estimation of the unloaded Q-factor as \( Q_0 = \frac{Q_L}{1 - \kappa} \) [25], where \( Q_L \) is the loaded Q-factor and \( \kappa = \frac{|S_{21}|}{1} \) where \( \kappa \) is the coupling factor. This means that for the weakly coupled PC with a resonant peak at –40 dB, \( Q_L \) will be within 1% of \( Q_0 \).

To couple a TE-like mode into the W1 defect feed waveguide, a triangular taper is created at the edge of the substrate, so that it can align to and fit inside a standard WR10 waveguide aperture [26], as illustrated in Fig. 4. The triangular taper was 2.1 mm long
and 1.2 mm high, optimized to ensure a smooth transition from the WR10 waveguide TE₁₀ mode to the TE-like W1 defect feed waveguide mode.

### 3. Simulation results

Initial full-wave simulations were performed using CST Microwave Studio® to confirm the TE-like band gap. A lattice of 11 horizontal rows of either 20 or 21 air holes in the HRS substrate was modeled to observe the TE-like band gap. Here, the open boundary condition (with free space surrounding the structure) was used as the global boundary condition. The simulated structure was excited with the fundamental TE₁₀ mode of the WR10 waveguide with the WR10 waveguide flange included, so that diffraction around the walls of the waveguide was reduced. Fig. 5 shows that the band gap is observed between 97 and 127 GHz, in good agreement with the calculations shown in Fig. 1. The electric field magnitude plots presented in Fig. 5 show that outside the PC band gap the field propagates in all directions through the lattice; within the band gap there is no propagation through the lattice.

Numerical simulations were run with both strongly coupled PC designs for the entire structure; although sufficient computing power was not available to run the weakly coupled designs. The simulations were initially performed with the silicon having a loss tangent of zero. The resulting S-parameters, shown in Fig. 6, show the sharp resonances as expected. A frequency shift is observed between the two resonator designs, despite the cavities having the same dimensions. This is caused by the different meshes created by the simulation solver. This could not be further refined, due to our limitations in computational resources (currently having twelve 3 GHz cores and 128 GB of RAM). The introduction of dielectric losses, having an effective loss tangent of tan δₑ ≈ 10⁻⁴ for a HRS resistivity of 10 kΩ cm [21], causes the insertion losses to increase and a broadening of the resonant peaks, as shown in Fig. 7. This demonstrates that the Q-factor of these structures will be ultimately limited by dielectric losses.

Fig. 8 shows the E-field magnitude within the PC resonator when the cavity is off-resonance and at resonance, respectively. It clearly illustrates how the energy is coupled through the cavity from the input to the output W1 defect waveguide and the enhancement of the field inside the cavity.

### 4. Fabrication

The PC resonators were fabricated from 100 mm diameter HRS wafers of thickness 525 μm ± 5 μm with resistivity >10 kΩ cm. HRS wafers were chosen due to their low effective loss tangent and high permittivity at 100 GHz [21], their compatibility with integrated RF CMOS electronics and inherent compatibility with bulk micromachined RF MEMS (radio frequency microelectromechanical systems) [27].

Fig. 9 shows the process flow for fabricating the PC resonators. The first step is cleaning the wafer to remove any surface particles. An adhesion promoting layer (TI PRIME) is then spun on, followed by a 10 μm thick layer of photoresist (AZ9260). This photoresist layer is sufficient to be used as a soft mask for thru-wafer deep

---

**Fig. 4.** Illustration showing how the solid triangular silicon taper fits inside the WR10 waveguide in the E-plane at the center of the aperture.

**Fig. 5.** Simulated transmission demonstrating the band gap with corresponding electric field plots.

**Fig. 6.** Simulated S-parameters for strongly coupled PC resonators having zero effective loss tangent silicon.

**Fig. 7.** Simulated S-parameters for strongly coupled PC resonators with tan δₑ ≈ 10⁻⁴.
reactive-ion etching (DRIE) of the 525 μm thick HRS substrate, as it has a preferential etch selectivity of 80:1 [28]. The PC pattern is transferred into the photoresist using standard photolithographic techniques with a single low-cost acetate mask.

Once the photoresist is fully developed, the wafer is placed within the DRIE system, where the sample is etched using the Bosch process. This involves alternating between a plasma etch of SF₆ and then depositing a passivation layer of C₄F₈. This cycle of etch-and-passivation continues until the wafer has been etched to two thirds of its total thickness. At this stage a backing wafer is applied to prevent damage to the DRIE system’s chuck. A single-sided, polished 100 mm diameter low-resistivity silicon (LRS) wafer is used for the backing wafer, as it is low cost and compatible with DRIE. To form a temporary attachment to the HRS wafer, a thermally conducting paste (TCP) is used. The TCP ensures that the heat generated by DRIE is transferred away from the top HRS wafer being etched to the backing LRS wafer that is helium cooled. This avoids the photoresist burning, as this would reduce its selectivity to DRIE and could lead to etching of the top surface of the silicon.

Once the HRS wafer (with the LRS backing wafer still in place) has been etched through, it is visually inspected to confirm that thru-wafer etching has been completed. The backing wafer is then mechanically removed. The TCP and remaining photoresist are removed with isopropanol, acetone and deionized water.

**Fig. 10** shows the final results of the etching process. It can be seen that the holes exhibit good roundness. A close-up image of one of the holes’ sidewall reveals that some surface roughness exists, as expected. This is due to the imperfect circular definition of the acetate mask used, where any defect is propagated down the sidewall of the structure. In future, this could be improved through the use of a more expensive chrome-on-glass mask.

Various other fabrication methods have been proposed for the creation of photonic crystals. For example, in [29] an alternate approach uses a silicon oxide mask; however, this adds further processing steps to grow, pattern and remove the oxide. This method also adds further complications, since a photoresist mask is still required to pattern the oxide layer. Moreover, the high temperatures required to grow a thick thermal oxide layer can potentially introduce significant unwanted charge carriers and, thus, compromise the high resistivity nature of the HRS.

### 5. Experimental results

S-parameter measurements were carried out using a vector network analyzer (VNA) configured with a pair of WR10 waveguide frequency multiplier heads that cover the complete W-band (i.e. from 75 to 110 GHz).

Measurements were undertaken by first performing a thru-reflect-line (TRL) calibration [30] at the waveguide frequency
multiplier head reference planes. The calibration employed WR10 waveguide standards: a thru connection; a quarter-wavelength section of line, to provide a 90° phase change in the middle of the waveguide band (with a waveguide length of approximately 1.08 mm); and a flush short-circuit as the reflect standard connected in turn to each reference plane. The calibration was performed using an external calibration algorithm, employing a seven-term error-correction routine [31]. The overall set-up (i.e. VNA, primary standards and calibration algorithm) is referred to as the NPL Primary Impedance Microwave Measurement System (PIMMS) [32,33]. This is the UK’s primary national standard system for S-parameter measurements and is described in [34] for millimeter-wave waveguide measurements.

For resonator device measurement, the PC coupling taper was aligned with the center of each waveguide frequency multiplier head, penetrating inside the waveguide aperture so that the crystal sat flush with the waveguide flange, as shown in Fig. 11. The fabricated resonators differ slightly from the simulated structures; an extra extension of bulk HRS substrate was added to the bottom of the PC, so that the structure could be physically held in position and accurately aligned using a micrometer-controlled linear stage.

Fig. 12 shows a broadband transmission sweep of a single PC resonator, from 85 to 110 GHz with a frequency sample interval of 100 MHz. The expected band gap of the PC is clearly seen by the 20 dB drop in transmission above 96 GHz extending to the 110 GHz recommended measurement limit for the WR10 waveguide. The peak at approximately 99 GHz is the resonance caused by the cavity; the full peak is not seen due to the coarse frequency sampling interval.

Figs. 13 and 14 show the measured $|S_{11}|$, $S_{21}$ and $\angle S_{21}$ responses between 99.05 and 99.25 GHz, with 1 MHz resolution, for the three manufactured resonators illustrated in Fig. 3.

It has been found that the variations in the insertion and return losses, between the two strongly coupled PC resonators, is due to the mechanical alignment between the PC tapers and the center of the WR10 waveguide apertures. Therefore, this is not an inherent limitation, as there is a great deal of scope to create mechanically and electromagnetically optimal transitions between a calibration reference plane and the associated WR10 feed waveguide for such ultra-high Q-factor DUT (device under test).

The weakly coupled resonator has a resonance peak and phase slope that are differing in shape, when compared to the strongly coupled resonators. This is because the peak at $-45$ dB is the result...
of the superposition from the resonant cavity and other coupling paths (as seen in Fig. 12), which are at a comparable level.

Also of note is a slight variation of resonant frequency across the fabricated PCs, from 99.10 to 99.22 GHz (i.e. 0.12%). This is believed to be caused by variations in the DRIE etch across the wafer and hole size; simulations show that an increase in hole diameter will increase the resonant frequency. To minimize this variation, the bulk micromachining process could be modified; for example, a chrome-on-glass mask or packing pieces could be employed. The former has a greater resolution, giving better defined circles [28].

6. Q-factor determination

From circuit analysis of RLC tuned circuit resonators, there are two methods to calculate the loaded Q-factor \( Q_L \) of a resonator, and a basic formula to determine the unloaded Q-factor \( Q_0 \) from \( Q_L \). It is well known that Eq. (1) defines how \( Q_L \) is obtained using the \(-3\) dB bandwidth, where \( f_0 \) is the resonance frequency, \( f_u \) and \( f_l \) are the upper and lower frequencies, respectively, defined where the power of a signal drops \( 3\) dB below that at resonance. Equally, Eq. (2) defines how \( Q_L \) is obtained from \( |S_{21}| \) transmission phase, where \( \omega = 2\pi f \). Finally, Eq. (3) is used to extract \( Q_0 \).

\[
Q_L(f_0) = \frac{f_0}{f_u - f_l} \tag{1}
\]

\[
Q_L(f_0) = \frac{\omega_0}{2} \left| \frac{\delta \angle S_{21}}{\delta \omega} \right| \bigg|_{\omega=\omega_0} \tag{2}
\]

\[
Q_0(f_0) = \frac{Q_L(f_0)}{1 - |S_{21}(f_0)|} \tag{3}
\]

The results obtained from the simulated structures and the experimental data were analyzed using these formulae; the results obtained are presented in Tables 2 and 3. The measured unloaded Q-factor varies from 7 140 to 10 200. This variation is to be expected; as previously mentioned, due to the variation in coupling alignment at the WR10 waveguide heads and also the variation of HRS resistivity, which can vary by \( \pm 6\% \) [35]. It should be noted that as expected, for the weakly coupled resonators the loaded and unloaded Q-factors are within \( 1\% \). The simulated unloaded Q-factors varied from 8 190 to 9 750 for the substrates that included dielectric loss, showing good agreement between the simulated and measured results. The lossless substrate simulated structures have up to ten times greater unloaded Q-factor, showing that the main limitation on achievable Q-factors at this frequency is the dielectric loss, as seen in [11]. It is well known that for dielectric only resonators, the associated dielectric material loss \( Q_0 \propto (\varphi \tan \delta_e)^{-1} \), where \( \varphi \) is the dielectric filling factor; this yields a fundamental physical limit on the unloaded Q-factor of \( Q_0 \sim 10^4 \) at 100 GHz (assuming a filling factor close to unity and \( \tan \delta_e \sim 10^{-4} \)). This loss decreases for HRS as the frequency increases, which explains why PC resonators at higher frequencies can achieve significantly higher Q-factors [12].

To understand the variation in the determination of Q-factor, the overall uncertainty in the measurement setup was evaluated. This was achieved using the strongly-coupled inline PC resonator. The measurement process involved performing a TRL calibration of the VNA and measurement of the PC resonator; this methodology is repeated six times. The data collected along with information describing the performance of the measurement system is used to calculate the overall uncertainty in the measurements [36].

The overall uncertainty represents the uncertainty arising from random effects and from imperfect corrections due to systematic effects. The uncertainty due to the random effects (e.g. due to the repeatability of connections of the PC to the VNA test ports) is evaluated by a statistical analysis of a series of observations. This method is called a Type A evaluation of uncertainty [37].

The uncertainty due to systematic effects (e.g. the VNA linearity, isolation and mismatch between the test ports and the PC DUT) is evaluated by means, other than a statistical analysis, of a series of observations. These (non-statistical) methods of evaluating uncertainty are called Type B [37]. Specifically, the linearity of the VNA is determined by measuring the transmission of a calibrated step attenuator over a range of different attenuator settings. The VNA isolation is determined by observing the measured transmission when no physical connection is made between the test ports. Finally, the mismatch between the VNA and the PC resonator device is determined from the measurements of the S-parameters of the PC DUT [36].

Type A uncertainties are intentionally neglected from the following calculations, as it quantifies alignment limitations in our experimental setup and does not change the underlying performance of the PC resonators. Moreover, this is an experimental prototype demonstrator; once monolithically integrated, Type A uncertainties will be significantly reduced and, therefore, only Type B uncertainties need to be taken into consideration here.

Fig. 15 shows the sizes of each of the three Type B uncertainty components – linearity, mismatch and isolation – as a function of frequency. It is seen that, for this measurement set-up, the contribution due to isolation is negligible, (compared with the uncertainty due to linearity and mismatch). This is because there is significant transmission through the PC and so the detected signal level is well above the VNA noise floor. The contributions to uncertainty due to linearity and mismatch are combined to give

<table>
<thead>
<tr>
<th>Table 2 Simulated Q-factors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonator</td>
</tr>
<tr>
<td>----------------------------</td>
</tr>
<tr>
<td>Lossless offset</td>
</tr>
<tr>
<td>Lossless inline</td>
</tr>
<tr>
<td>Lossy offset</td>
</tr>
<tr>
<td>Lossy inline</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3 Measured Q-factors (before uncertainty analysis).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonator</td>
</tr>
<tr>
<td>----------------------------</td>
</tr>
<tr>
<td>Strong offset</td>
</tr>
<tr>
<td>Strong inline</td>
</tr>
<tr>
<td>Weak offset</td>
</tr>
</tbody>
</table>
the overall uncertainty in the S-parameter measurement results at each measurement frequency.

6.1. Uncertainty analysis for 3 dB Q-factor determination

The uncertainty in the S-parameter measurements is propagated to the uncertainty in Q-factor determination, using the following technique. Firstly, plots of $|S_{21}|$, in the vicinity of $f_0$ and $f_1$, are presented. These plots show (i) the mean value of $|S_{21}|$; (ii) the maximum value of $|S_{21}|$, where the maximum value is derived from the mean value plus its standard uncertainty [37]; and (iii) the minimum value of $|S_{21}|$, where the minimum value is derived from the mean value minus its standard uncertainty [37]. These plots are shown in Figs. 16 and 17 for $f_0$, and $f_1$ respectively; $f_a$ calculated the same way as $f_1$ but from the upper 3 dB point.

Following the methods described in [32] the mean values and standard uncertainties in $f_0$, $f_1$ and $f_a$ are used in Eqs. (4)–(7) to obtain the standard uncertainty in $Q_0$, $u(Q_0)$. This gives a value of $Q_0 = 4129 \pm 58$; which gives an uncertainty in $Q_0$ of 1.4%.

$$
\frac{\partial Q_0}{\partial f_0} = -\frac{Q_0}{f_0} \left( \frac{f_a - f_0}{f_0 - f_1} \right)
$$

(8)–(10)

The mean values and standard uncertainties for $Q_0$ and $|S_{21}|$ are then used in Eqs. (8)–(10) to obtain the standard uncertainty in $Q_0$, $u(Q_0)$.

$$
\frac{\partial Q_0}{\partial Q_0} = \frac{1}{Q_0^2}
$$

(9)

$$
\frac{\partial Q_0}{\partial |S_{21}|} = \frac{Q_0}{(1 - |S_{21}|)^2}
$$

(10)

This gives a value of $Q_0 = 8460 \pm 120$; which gives an uncertainty in $Q_0$ of 1.4%.

6.2. Uncertainty analysis for phase Q-factor determination

We next consider a second method of propagating the uncertainty in the S-parameter measurements when the Q-factor is determined using the phase of $S_{21}$, as described by Eq. (2). The maximum and minimum values of $\omega_0$ are found using the same method as described using Fig. 16 (with the value of $f_0$ found by converting to angular frequency $\omega_0$). Uncertainty in the phase gradient is determined by plotting the mean, maximum and minimum values of $\angle S_{21}$, as shown in Fig. 18. These minimum and maximum curves are found by taking the mean and then adding or subtracting the standard uncertainty in the measurement of the phase. To establish the uncertainty in the phase gradient, three gradients are taken.
using a finite difference method: (i) from the mean value curve at \( f_0 \) and \( f_{01} \); (ii) the maximum curve at \( f_0 \) and minimum curve at \( f_{02} \); and (iii) the minimum curve at \( f_0 \) and maximum curve at \( f_{03} \), where \( f_0 \), \( f_{01} \), and \( f_{02} \) are the measured values either side of the peak \( f_0 \).

These values are then applied to Eq. (2), to find the mean \( Q_0 \) from the mean values of \( \omega_0 \) and \( \frac{\Delta \omega_{21}}{\omega_0} \). The standard uncertainty in \( Q_0 \), due to \( u(Q_{\text{unloaded}}) \), is calculated using the maximum and minimum of \( \omega_0 \), whilst keeping \( \frac{\Delta \omega_{21}}{\omega_0} \) at its mean value, giving \( u(Q_{\text{unloaded}}) = \pm 37 \).

The same method is employed to calculate the standard uncertainty in \( Q_L \), due to \( \frac{\Delta \omega_{21}}{\omega_0} \), \( u(Q_L) \), keeping \( \omega_0 \) constant at its mean value and then applying the maximum and minimum values for \( \frac{\Delta \omega_{21}}{\omega_0} \).

This gives \( u(Q_L) = \pm 63 \).

Finally, Eq. (11) is used to obtain \( u(Q_L) = \pm 72 \), thus, giving \( Q_0 = 4 \times 412 \pm 72 \).

\[
Q_L = \sqrt{u(Q_{\text{unloaded}})^2 + u(Q_L)^2}
\]

(11)

To obtain \( Q_0 \) and \( Q_L \) the same method, as used previously in Eqs. (8)–(10), is used to give \( Q_0 = 9 \times 40 \pm 150 \); this gives an uncertainty in \( Q_0 \) of 1.6% and 1.7% in \( Q_L \). As with all the calculated Q-factors presented in this section, the deviation from the numbers given in Tables 2 and 3 may be slightly larger than the uncertainties calculated. This is due to Type A uncertainties being intentionally neglected, as it quantifies alignment limitations in our experimental setup and not the underlying performance of the PC resonators.

Finally, Table 4 provides a summary of the obtained loaded and unloaded Q-factor values, using both calculation methods; ‘3 dB’ and ‘phase’. The uncertainties given in this Table are expanded uncertainties, providing an uncertainty interval at a level of confidence of 95% [37]. Each expanded uncertainty, \( U_{Q_0} \) and \( U_{Q_L} \), is obtained by multiplying the previously obtained standard uncertainties, \( u(Q_0) \) and \( u(Q_L) \), as calculated in this paper, by a coverage factor, \( \gamma \):

\[
U_{Q_L} = \gamma u(Q_L) \quad \text{and} \quad U_{Q_0} = \gamma u(Q_0)
\]

(12)

On this occasion, for both expanded uncertainties, a value of \( \gamma = 2 \) is chosen to provide the required 95% level of confidence.

7. Conclusions

In this paper, the fabrication and measurement of three W-band ultra-high-Q factor PC resonators has been presented. The manufacturing method using standard microfabrication techniques has been described. A detailed analysis of the experimental results and a technique of propagating uncertainty from measured S-parameters to unloaded Q-factor have been presented for the first time. Using this unique technique, it is shown that the strongly-coupled inline PC resonator has an unloaded Q-factor of \( Q_0 = 9 \times 40 \pm 300 \), which is a factor of 3 higher than that for a comparable whispering gallery dielectric resonator at the same frequency. The inherent physical limitation on the unloaded Q-factor has been shown through numerical simulations to be determined by the dielectric absorption losses within HRS to be \( Q_0 \sim 10,000 \), (assuming a resistivity of 10 kΩ cm).

As pointed out in the Introduction, high Q-factor resonators play a vital role in achieving greater performance in many practical applications. For example, there is a clear relationship between Q-factor and performance in oscillators [7] and filters [27]. Moreover, in spectroscopy, spectral resolution is ultimately inversely proportional to the –3 dB bandwidth of the resonators used; this means that it is directly proportional to the unloaded Q-factor, as given by Eqs. (1) and (3). From another perspective, with perturbation techniques, the refractive index of a test sample interacting with the fields of the resonator will produce a wavelength shift that is proportional to the unloaded Q-factor [38]. Future work is concentrating on how to integrate microfluidic channels on the silicon wafer to allow gas and liquid analytes to be sensed for potential millimeter-wave lab-on-a-chip applications.
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