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A B S T R A C T   

The controlled movement of dry particles using non-mechanical means is desirable in a number of different 
applications, including solar panel dust mitigation, toner particle motion and in the handling and beneficiation of 
regolith for In-Situ Resource Utilization (ISRU). The electric curtain, the electrostatic traveling wave (ETW) and 
the electro-dynamic screen (EDS) are examples of techniques that can transport and separate particles with no 
moving parts nor fluid medium. This review paper brings together the research carried out on these techniques. 

We provide a comprehensive review on the particle movement mechanisms and the development and 
application of ETW methods, featuring a diverse range of hardware and circuitry, particulate material and 
process objectives. We focus on the evaluation of experimental development in the area of dust mitigation, 
particle transport and ISRU processes. We also detail the current knowledge about theory and modelling 
methods. Moreover, we provide a guide for possible improvement of the effectiveness of ETW devices, by out
lining the limitations in application, theoretical understanding and potential research aspects.   

1. Introduction 

An electrostatic traveling wave (ETW) field can be produced by 
parallel electrodes and a suitable multiphase voltage source. Neutral or 
charged fine particles brought into such a field will move with different 
trajectories due to the action of the electric force, gravitational force, 
and other forces related to their different physical properties. Some 
particles may be charged further by contact with the dielectric layer 
covering the electrodes (tribocharging). Electrostatic traveling wave 
systems with appropriately designed parameters, such as electrode 
configuration, interspacing and voltage characteristics, can be used to 
transport and separate fine dry particles. 

1.1. ETW and electrostatic standing wave 

An ETW transport system consists of a flat insulating surface with 
embedded linear electrodes. The voltage applied to these electrodes 
generates an electric field. If a single phase or two-phase time-varying 
voltage is applied to the electrodes, a standing wave is generated. When 
using multiple-phase voltages, a traveling wave can be produced. Fig. 1 

shows a schematic of the ETW hardware and the electric field. 

1.2. Particle transport mechanisms 

When a neutral or charged particle enters into a non-uniform electric 
field (e.g. circular electrodes), electric charges will be redistributed at 
the surface of the particle. Positive and negative charge will accumulate 
on opposite sides of the particle, producing dipole polarity. This results 
in a dielectrophoretic (DEP) force and particle movement [1]. 

The triboelectric effect produces electrostatic charge exchanges on 
particles through rubbing, both between particles and between particles 
and the surface of the dielectric layer. The exchange of charge depends 
on the work functions and surface physical properties of the materials in 
contact. Particles will accumulate charges on them via tribocharging as 
they move along the surface of the dielectric layer covering the elec
trodes [2]. Particles with a net charge due to this effect are affected by 
Coulomb forces which are typically stronger than DEP force. 

The basic charge transfer between two dielectric materials and 
mechanism of tribocharging is poorly understood [3,4], because the 
actual charge transfer behaviour depends on multiple factors, including 
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the nature of contact, environmental conditions such as temperature and 
humidity, and any surface processing history [5,6]. Basic concepts and 
theories of charge transfer, as well as experimental and simulation 
methods, can be found in review papers [7,8], and will not be discussed 
further here. 

1.3. Particle motion modes 

The particle moving mode in ETW field depends on the experimental 
conditions. The moving trajectories of particles can be classified into 
different modes. By changing frequencies of applied voltage (varied 
from 10− 1 to 10 Hz), Masuda observed five motion modes, shown in 
Fig. 2 [9]. At the lowest frequency, particles will drop onto the surface 
and bounce alternatively, shown as (a) in Fig. 2, called stepwise motion. 
As the frequency rises, particles will not drop, but move with a constant 
velocity, Fig. 2 (b), called forward motion with constant velocity, as the 
electric force and resistance on the particle are in balance. If the fre
quency rises further, particles move in a circular motion (c), and the 
direction may be forward or backward. Particle motion (d) has a smaller 

velocity with higher circular frequency than (c). At even higher fre
quency, particles will spin (e) with a very small average horizontal ve
locity. This vibration mode was also observed in Kawamoto’s 
experiments [10]. 

Melcher at al. [11] used a dimensionless model to analyze the par
ticle average moving speed analytically and compared it with numerical 
results under single-phase perfect traveling sinusoidal wave. The parti
cle motion was classified into two modes depending on the particle 
average velocity: synchronous- and asynchronous mode. In synchronous 
mode particles have similar average velocities to that of the traveling 
wave, while in asynchronous mode particles have much smaller average 
velocities than the traveling wave. Melcher at al. [11] studied particle 
motion analytically, and generated similar motion to Fig. 2 (a), which 
they termed hopping mode, a synchronous mode. Melcher at al. Further 
proved that particles in cyclic motion (Fig. 2 c and d) could only have 
low velocities, called curtain mode, an asynchronous mode, and that it is 
likely when the frequency is greater than the key frequency f =

̅̅̅̅̅
gk

√
/π, 

where g is a normalized parameter and k = 2π/wavelength . 
Further to Masuda and Melcher’s work, Schmidlin [12] put forward 

another transport mode, called surfing mode, in which particles slide or 
roll along the conveyor surface. Surfing mode is used in the transport of 
toner particle for electrophotography. Schmidlin suggested that large 
particle adhesion force may transfer motion from hopping mode to 
surfing mode. 

Summarizing and unifying the usage of different terminologies, we 
conclude that particle motion in an ETW field can be classified into four 
different modes:  

1) Curtain mode: Particle moves in a cyclic motion with small average 
velocity  

2) Hopping mode: Particle drops onto the surface and bounces forward 
or backward  

3) Surfing mode: Particle slide or roll along the conveyor surface  
4) Vibration mode: Particle spins with very small average velocity 

Note that particles can move forward or backward in hopping mode. 

1.4. Terminology 

The earliest concept using traveling electrostatic force to remove 
charged particles on the plate was put forward by NASA [13] in a report 

Fig. 1. Schematic of particle movement platform with an ETW field, a plan 
view of the electrodes and an elevation view of a conceptual electrostatic wave. 

Fig. 2. Particle’s motion modes under different frequencies of voltage [9].  
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of various means of clearing dust from thermal radiator panels on the 
Moon. The test platform is shown in Fig. 3 and the brush is a charged 
conducting rod isolated by an insulation layer. In this design the charged 
conductor is mechanically swept across the surface using the same 
apparatus used to test a mechanical brush. According to the report (13, 
section 3.5.6) time and funding limitations did not allow testing of the 
electric brush. Instead basalt particles were charged and dropped onto 
the plate or the plate was charged, both tests in the laboratory atmo
sphere (other concepts were tested at high vacuum). The removal of dust 
was not effective and only some of fines particles could fly away [13]. 
The report provides insufficient data and detail to analyze its lack of 
performance. 

Compared with the type of single electrode proposed by NASA, type 
of parallel cylinder electrodes was first introduced by Masuda and co
workers, shown in Fig. 4 [14]. Single phase and multiple phase voltages 
were applied to electrodes, and charged particles entering into this field 
could move effectively under the action of the electric- and other forces. 

The electrodynamic screen (EDS) uses a similar configuration of 
electrodes and variable electric fields, as shown in Fig. 5. EDS is typically 
used for dust mitigation, for example on solar panels [15]. 

This paper provides a comprehensive review of the particle move
ment in an ETW field, introduces the development and application of 
ETW methods and identifies research gaps. The experimental platforms 
of the electric curtain, EDS and ETW are very similar. Further, as will be 
shown, these technologies use the same theory, similar electric field 
calculation methods, and particle motion simulation methods. The 
electric curtain and EDS are therefore included in this review. In the 
following sections, ETW will refer to the basic theory and be used as a 
general term for the physical method, while electric curtain and EDS will 
refer specifically to their industrial applications. 

A schematic (Fig. 6) summarises the applications of the electric 
curtain, EDS and the controlled movement of particles using ETW. 

1.5. Literature classification 

Previous research applications can be divided into three categories: 
dust mitigation, particle transport and particle separation, shown in 
Table 1. Within the three categories, we further classify particle trans
port and separation according to particle type, and classify dust miti
gation systems further according to usage conditions and environments. 
Table 1 makes explicit links between different research areas that use 
the same ETW methods and research directions. 

Considering the complexity of particle motion analysis in an ETW 
field and the diverse applications of the ETW method, direct comparison 
between the experimental parameters and results and theoretical 
research are scarce. There remains many fundamental theoretical as
pects of ETW that are unexplored, rendering further development and 
implementation challenging. 

This review has four sections: Section 1 gives a comprehensive 
introduction to ETW methods, particle transport modes and applica
tions. In section 2, the evolution of different ETW methods is reviewed. 
In section 3, theoretical research and experimental methods in particle 
transport and separation are critically examined and their potential and 
limitations discussed. In section 4, research gaps are identified and the 
review summarises. 

2. ETW systems development 

This section describes the development of ETW equipment designs 
and their performance at laboratory and industrial scale. 

2.1. Electric curtain 

The early work of Tatom et al. [13] and Masuda at al [14, 66, 104]. 
was developed further [9, 66, 81], with a focus on practical application, 
systematic theory and experimental methods. The first application 
aimed to transport charged aerosols in a spatially periodic, non-uniform 
field [66]. Charged aerosol particles move mainly by gravitation, and 
electric force can be used to confine their trajectories. The research Fig. 3. Final design of electrostatic concept of dust removel test platform [13].  

Fig. 4. Electric curtain [14].  

Fig. 5. Cross profile of EDS system [15].  
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investigated electrode types (Fig. 7) and voltage phases, and demon
strated flexibility in handling charged particles. Using a non-uniform 
traveling wave field, Masuda at al. [96] explored biological applica
tions by moving cells in a fluid. Different electrode types and configu
rations were tested to protect cells from damage during transport and 
separation, and to improve the efficacy [9, 96]. In lower area near 
electrodes, harmonic component of traveling wave field became more 
dominant. Due to the action of harmonic waves, heavier or less charged 
cells near the electrodes moved backward, which could be utilized for 
cell separation. Two types of two-wave component systems were 
developed to research the effects of harmonic waves [96]. One type was 
constructed by superposing two different waves, three-phase and 
six-phase waves, on the electrodes simultaneously, and the other type 
was constructed by two electrode arrays paralleled with a space. The 
results showed that moving direction of cells was related to the distance 
between cells and electrodes, where the proportion of harmonic 
component was different. This proved the effect of harmonic waves on 
moving direction of cells. 

Subsequent efforts were made to understand the observations 
quantitatively and to design improved test devices for charged particles. 
First, Yen and Hendricks designed a double electric curtain to trap 
specific particles from air flow with either gravity or air drag, as shown 
in Fig. 8 [82]. Melcher et al. [61, 62] combined a numerical model and 
dimensional analysis to explore the theory of particle movement in an 
ETW field applied with six-phase voltage. It was found that the fre
quency of applied voltage is the predominant factor determining the 
particle moving mode [62]. 

Comprehensive analyses of the effects of viscous drag, particle mass, 
gravity- and electric fields [11], and numerical simulations were used to 
improve the performance of a charged toner transport device [61]. 
Schmidlin [81] subsequently developed a new xerographic system that 

can transport toner particles vertically. It was found that these particles 
may ‘flock’ together and move along with the traveling wave. 

The phenomenon that particles moving backward under certain 
conditions has been utilized to separate biological cells [9, 96] and 
agricultural seed by-products [105]. These papers explained that the 
backward motion was due to the harmonic waves in the field. Schmidlin 
[12] revisited the particle motion modes using numerical analysis, 
claiming that the reason for backward motions may be more likely due 
to the space charge and collision between particles with conveyer sur
face than the effect of harmonic waves. Backward transport in simula
tion using single pure wave may be an artifact of large incremental time 
steps. Therefore, the backward movement of a single particle in a fluid 
observed experimentally [9] still couldn’t be explained thoroughly [12]. 
Recently, Zouaghi and Zouzou [27, 34] have analysed the effect of 
harmonic waves using numerical results, which suggested the backward 
motions were due to harmonic waves. However, the backward trajec
tories shown in their papers were in the hopping mode and included 
contacting with conveyer, so the effect of collision between particles and 
conveyer may also contribute to the backward motion. This question 
needs attention. 

Lycopodium particle’s oscillatory behaviour in plane type electric 
curtains has been researched in detail by Dudzicz [106–109]. Particles 
entering the electric curtain were observed to move in four ways: 1) 
oscillate near electrodes steadily; 2) oscillate above and below the cur
tain; 3) slow down near electrodes or leave the curtain; 4) travel from 
one electrode to another. The space above the electrodes was classified 
into two regions according to the angle of vibration path related to the 
center of electrodes, designated separation region and saddle region. In 
the separation region, particle’s oscillation path changed significantly 
with small change of charge. While in the saddle region, particles moved 
more stable and were more easily confined [106]. Using the region of 

Fig. 6. Schematic of application areas.  

Table 1 
References classified by different applications and objectives.  

Application Objective of study Reference 

Dust mitigation Solar panels on Earth Comprehensive research on mechanism and performance analysis of dust mitigation [2,15–33] 
Particle trajectories simulation on solar panels [34–39] 
Effect of particle size on dust mitigation [40–43] 
Effect of humidity on dust mitigation [44] 
Force analysis on dust mitigation processes [1,45] 

Mars conditions Experimental research [46–51] 
Moon Experimental research and simulation [52–58] 
Mars and Moon Exploration of dust mitigation [18,48,59,60] 

Particle transport Fine particle Mechanism of particle transport, experimentally and by simulation [10–12,61–73] 
Toner particle Demonstrate controlled motion of toner particles, experimentally and by simulation [74–82] 
Lunar soil Experimental research and simulation [83,84] 
Sample of asteroid soil Experimental research [85–87] 
Metal pieces （copper, bronze and steel） Experimental research [88,89] 

Particle separation Biological cell separation Calculation of electric field and DEP force analysis [9,90–95] 
Cell movement research: experiment and simulation [9,96] 

Fine particle separation Platform design research for particle separation [97–101] 
Lunar particle separation Demonstrate lunar particle separation experimentally and by simulation [102,103]  
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separation, particles with target of charge could be separated according 
to their different trajectories [107]. The frequency of applied voltage 
had a large influence on the position of two regions. The range of fre
quency 20–80 Hz was the best for dust precipitation and particle sepa
ration [108]. A DC voltage has been added to the electrodes to create 
hybrid-type electric curtain, which provides more options to control 
particle’s trajectory [109]. 

2.2. Dust mitigation (EDS) 

EDS, using AC electric fields, has been widely studied for dust miti
gation systems, particularly on solar panels. Experimental platform and 
typical configurations are shown in Figs. 9 and 10. 

Experimental investigation and numerical simulation of dust miti
gation used on Earth or in space has received increasing attention and 
has been conducted by many researchers, notably the group of Calle at 
the NASA Kennedy Space Center [18, 19, 48, 49, 56, 59, 60], the group 

of Mazumder in the University of Arkansas at Little Rock [2, 15, 20, 22, 
26, 31, 32, 41], the group in Qian Xuesen laboratory of space Tech
nology, China Academy of Space Technology [64, 65], the group of 
Kawamoto in the University of Waseda [16, 47, 52–54], the group of 
Noureddine in the University of Poitiers [27, 34, 45, 67], the group of 
Guo in Texas A&M University [28, 29, 33, 36, 44], and the group of 
Amar in Djillali Liabes University of Sidi-Bel-Abbes [43, 89]. The 
research and findings are classified into following sections. 

Fig. 7. Principle and basic constructions of electric curtain [66].  

Fig. 8. Particle trap double curtain system. Bars with different coloured ends 
have opposite polarities [82]. 

Fig. 9. Experimental platform of EDS system [30].  

Fig. 10. Field test of EDS system in Saudi Arabia [25].  
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2.2.1. Terrestrial conditions  

1) Effect of particle size and electrodes configuration 

Johnson at al. [42] and Biris at al. [17] researched the effect of 
particle size and particle charge on dust removal efficiency (DRE), which 
was defined as the percentage of dust removed from the initial amount 
of dust on the screen. The electrode voltage was set as a 5 Hz square 
wave with amplitude ranging from 6 to 7 kV. Two JSC Mars-1 dust 
simulants were tested. The DRE for the coarser dust (5.8 μm median size, 
14–20 μm more abundant) was significantly higher than for the finer 
dust (5.2 μm median size, 0–5 μm particles more abundant). Increasing 
the electrodes spacing from 1.26 mm to 2.54 mm reduced the DRE. 
However, pre-tribocharged particles were removed more efficiently 
with 1.26 mm than 2.54 mm electrode spacing. The combined effect of 
voltage frequency cannot be omitted. The experimental results by 
Ahmed and coworkers [43] showed that for Polyvinyl Chloride (PVC) 
particles: 1) if the particle’s size is 90 μm, the frequency of voltage at 33 
Hz and spacing at 0.5 mm is the optimal design; 2) if the particle’s size is 
125 μm, the frequency of voltage at 15 Hz and spacing at 1.0 mm is the 
optimal design; And they used MODDE. 05 program to estimate that if 
particle’s size is at 250 μm, the frequency of voltage at 10 Hz and spacing 
at 0.8825 mm will be the optimal design. 

Sayyah et al. [41] included the effect of particle size distribution on 
the loss of energy from sunlight. Electrode width was 80 μm and inter
electrode spacing varied from 400 μm to 800 μm, by 100 μm increments. 
The duty cycle of applied voltage was 50%, the voltage amplitude 1 or 
1.5 kV and the frequency 5 Hz. The particle size distribution on the 
screen showed that higher voltages removed more and smaller particles. 
In addition, increasing the screen tilt angle improved dust removal 
performance. If the angle was larger than or equal to 40-◦, interelectrode 
spacing had little effect on dust removal. Through analysing forces on 
different size of particles, Zouaghi and coworkers [45] found that the 
efficiency of EDS decreased with the increase of particle size due to the 
larger gravitational force on them. 

Research on the movement mechanisms for different sizes of parti
cles is reviewed in section 3.2, which is helpful for the design of EDS.  

2) Effect of humidity and charge to mass ratio (Q/M) 

The particles charge state affects the performance of the system. In 
most terrestrial applications, particles are initially neutral and the forces 
exerted by the ETW are due to DEP force. As the particles contact the 
dielectric layer and each other, they may become tribocharged. In the 
lunar environment with high vacuum, UV radiation, solar wind and zero 
humidity, particles are likely to have an initial charge [110]. Unfortu
nately, few ETW studies have measured or reported the charge state of 
particles. 

Kawamoto et al. [10] measured the charge of initially neutral par
ticles (density about 3.5 kg/m3 and size from 30 μm–110 μm) trans
ported on a ETW conveyor, covered with acetate rayon film (3M, 
810-18D), using a Faraday cage and free-fall. They found that parti
cles were charged to − 0.01 to − 0.03 μC/g by contacting with the surface 
of the dielectric layer. The charge distribution evolved over time into 
two peaks, explained by tribocharging between particles. They further 
compared the charge density as a function of particle size and found that 
surface charge density on small particles, especially smaller than 40 μm, 
is higher than on large particles due to the ratio of superficial area to 
mass [102]. 

Sayyah et al. [30] investigated how electrode width, spacing, voltage 
type and relative humidity affect the Q/M of particles in an EDS system. 
Particles used in the experiments were JSC Mars-1A simulant dust and 
sized by an 88 μm vibratory sieve. Electrodes were covered with a two 
stacked layer, optically clear adhesive film and borosilicate glass with 
relative permittivity of 5.14 and 5.5, respectively. Their measurements 
showed that a decrease in voltage and an increase in electrode width and 

spacing decreases the magnitude of electric field on the surface of 
screen, thus decreasing the Q/M of the particles. 

Zouaghi and Zouzou [27] measured the charge of 50–300 μm 
spherical PMMA particles after moving on an ETW conveyor made of 
epoxy resin reinforced with fiberglass (relative permittivity: 4.3). The 
results showed that particles were mainly charged positively with a Q/M 
of several 0.01 μC/g. 

Javed and Guo considered the effect of relative humidity on EDS 
performance, which showed that performance decreased significantly 
with increasing humidity [44]. 

In general, a larger Q/M led to higher clearing factor. However, 
measurements of charge-to-mass ratios indicated that the Q/M of Mars 
dust simulant, which had the highest clearing factor, was the smallest 
while the Q/M of lactose was the highest [17]. This demonstrates that 
other particle characteristics will affect their movement on the screen. 
The effect of material properties remains to be studied in greater detail.  

3) Effect of dust deposition modes 

Guo et al. [36] studied EDS performance under aerosol- and sieve 
deposition and various operation cycles. Aerosol deposition of dust is 
more realistic than sieve deposition [16]. The median diameter of the 
airborne dust was about 20 μm with a mean density of 78 mg/cm3. A 
single square wave with frequency of 1 Hz and peak-to-peak value of 6 
kV was applied to electrodes with width of 0.3 mm and pitch of 7 mm, 
covered by a 55 μm dielectric layer. Sieve deposited dust was easier to 
remove than aerosol deposited. Under single operation mode, a low rate 
of dust loading led to a decrease in DRE. Moreover, in cyclic-operation, 
with new dust loaded on the surface after each single operation, a 
certain amount of dust tended to be kept on the screen in each cycle in 
aerosol deposition mode, which led to a continuous decrease of DRE 
with more cycles, while dust removal efficiency of sieve deposition 
mode was less affected by the number of cycles.  

4) Effect of characteristics of traveling wave 

Experimental system by Biris at al. [17] had 0.762 mm thick elec
trodes with a 1.524 mm gap between electrodes and the applied voltage 
was 10 kV at a frequency of 300 Hz. It was found that DRE increased 
linearly with an increase in voltage and varied little with frequency, 
which only affected the speed of removal. In addition, DRE decreased 
from pulse-to square-to sinusoidal applied waveforms. And tests of DRE 
of three dust types found that the Mars dust simulant was the easiest to 
clear, followed by acrylic powder, and finally lactose. Similar conclu
sions were obtained in Refs. [16, 99] that square wave was more 
effective than sinusoidal and triangular wave, because square wave has 
a higher root-mean-square (RMS) amplitude than the other two waves 
with same peak value. 

Since EDS can be regarded as a capacitance load, the charging time to 
peak wave can be adjusted by input current, resistance and the load of 
capacitance, which was proved to have effect on the efficiency of EDS by 
Guo and coworkers [33]. They found that the efficiency of EDS in the 
condition of low rise time of voltage (100 ms–6 kVpp) dropped by 50% 
compared with fast rise time in cyclic operation mode [36]. The 
decreasing effect on EDS efficiency of rising time was also interfered by 
deposition mode and dust loading level in single operation mode.  

5) Evaluation of energy cost 

Sharma et al. [51] researched the energy cost of EDS relative to DRE. 
It was estimated that the average power for an EDS system was 0.017 
mW/cm2 to 0.049 mW/cm2. If the width and spacing between electrodes 
was set to 127 μm and 508 μm respectively, dust removal efficiency 
could remain above 90% and dust accumulated on the surface of screen 
would not exceed 0.64 mg/cm2. However, adding an electrode layer on 
the solar panels led to a 15% power output drop. 
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6) Outdoor field test 

EDS outdoor field testing has been conducted by Faes at al. [25] in 
Saudi Arabia and Guo at al. [29] at Doha, Qatar, which revealed a dif
ference between indoor and outdoor tests. Faes and coworkers [25] have 
found that different dust deposition rates had a significant effect on the 
capability of the EDS system. The highest DRE could reach 95%, how
ever, the DRE may drop to 10% at relative higher dust loading density. 
Future designs of EDS need to consider local environmental conditions. 

Guo and coworker [29] developed metrics of cleaning index (CI), 
Cleaning Index Change Rate (CICR) and soiling loss (SL) to better 
evaluate dust removal efficiency for the outdoor test of EDS. Three 
photovoltaic modules, active EDS, inactive EDS and reference model 
without EDS electrodes, were tested in same conditions to make com
parison. The electrodes of EDS were designed to 0.3 mm width and 7 mm 
pitch, and were applied to two-phase square wave, which was a low cost 
fabricated way compared with three- or four-phase wave. They found 
that this type of EDS could reduce loss by 16%–33% with the activation 
voltage of EDS at 9 kVpp, while at 6 kVpp, the efficiency of EDS was zero. 
The data collected related to weather conditions like wind and rainfall 
were shown to have a significant effect on EDS efficiency. 

Sayyah et al. [21] compared the restoration of reflectivity of solar 
panels after cleaning by different methods: EDS, natural cleaning by rain 
and snowfall and manual cleaning by water and detergent. It showed 
that: the cleaning effect of natural rainfall on solar panels was related to 
the angle of inclination and surface glazing material. This report [31] 
showed that manual water washing cleaning could restore 98% of the 
original reflectivity, while EDS restored more than 90% reflectivity. 

Guo and coworker [28] have also performed four-days short term 
field tests of EDS using outdoor soiling microscopy (OSM) method. The 
micrograph image of dust on EDS surface were used to quantify particles 
and their behaviour. It revealed that particles close to electrodes could 
be removed more successfully in the beginning stage of field test, and 
this position dependent phenomenon weakened with the increase of test 
time. In addition, particles that stayed longer on the surface were harder 
to remove, which may due to the increasing adhesion force. The pro
portion of dust mass removed by EDS decreased from 40% to 14% in the 
four days test averagely. 

2.2.2. Martian and lunar conditions  

1) Test of Martian condition 

Calle et al. [49, 60] researched the performance of an electrody
namic dust shield system under simulated Martian atmosphere condi
tions of 0.93 kPa CO2. Concerning the electrical breakdown at low 
atmospheric pressure, the amplitude of voltage applied to electrodes 
was lower than 800 V [49]. Even though the electric field strength was 
not high in the test, the EDS performed extremely well with continu
ously activation because the lower atmospheric pressure and dry con
ditions decreased the required electrostatic forces for particle 
movement. Experiments of dust clearing performance of thermal radi
ators on spacecraft have been conducted under similar experimental 
conditions and the results indicated that DRE can reach up to 99% with 
50 mg of 50–100 μm sized JSC-1A dust delivered to each 10 cm × 16.7 
cm dust shield [60]. 

Atten and coworker [50] tested the performance of dust removal in 
air and CO2 atmosphere with different level of pressure, respectively, 
using a standing wave field. Certain applied voltages on electrodes could 
generate dielectric barrier discharges (DBDs) in the gas, which was 
found to be helpful to charge particles and improve particle removal 
efficiency. Under low pressure conditions, the design of the electric 
curtain should have a high ratio of the applied voltage for DBD and the 
distance between electrodes. This generates larger electric field to 
overcome the influence of strong adhering force.  

2) Effect of electrode configuration 

In Calle et al. [60], the experiments were conducted under three 
electrode width and spacing configurations: width and spacing between 
electrodes set to a) 0.6 mm and 2.0 mm; b) 0.5 mm and 1.5 mm; c) 0.3 
mm and 1.0 mm, respectively. The effect of electrode configuration is 
complex since increasing the width will enlarge the magnitude of the 
electric field while increasing spacing has the opposite effect. The 
minimum voltage amplitude required for particle transport decreased 
linearly as the frequency decreased and it was lowest in the configura
tion of b, followed by a, and highest in c. 

Detailed research about the effect of electrodes configuration was 
also conducted by Calle et al. [48]. It showed that increasing the spacing 
between electrodes decreased the clearing factor and this effect was 
most obvious in the Martian atmosphere at 0.4 kV. When electrode 
width varied from 0.3 to 0.4 mm, the four types of electrode pitch (sum 
of width and space between electrodes), set at 0.48 mm, 0.55 mm, 0.6 
mm, 0.67 mm, respectively, could recover the output voltage of solar 
panels to above 90% after activating the system in lunar conditions at 
high vacuum [56, 59].  

3) Effect of wave type and frequency 

Dust simulant of Mars JSC-1, lunar JSC-1a, and Minnesota simulant 
were tested under Martian and lunar conditions [48]. Operating fre
quency had no effect on DRE at 1.5 kV and little effect at 0.4 kV. In 
addition, it was proved that a sinusoidal traveling wave contributes 
more to the rolling of particles and a square wave contributes more to 
the lift of particles.  

4) Dust removal for spacesuit 

Kavya and coworkers [57] have researched the possibility of dust 
removal from lunar spacesuits using EDS. Yarns made of Carbon 
Nanotube (CNT) flexible fibers were used to make electrodes for EDS, 
which has exceptional mechanical and conductive properties suitable 
for spacesuit conditions. CNT fibers were embedded into “orthofabric” 
material to test its performance. CNT fibers diameters were 200–215 μm 
with two types of spacing between electrodes, 1 mm and 1.6 mm. The 
results showed that EDS could efficiently repel nearly 90% of dust 
dropped to surface and 80%–95% of dust deposited on the surface in 
advance. In addition, the work function matching coating (WFM) 
created by ion beam sputter deposition with a similar work function as 
the lunar simulant was added to the surface to test DRE. This showed 
very similar performance with uncoated EDS. The advantage of WFM 
was that it could be used as passive precipitation technology by reducing 
electrostatic adhesive force on dust particles. A more complete SPacesuit 
Integrated Carbon nanotube Dust Ejection/Removal (SPIcDER) system 
was developed on the knee part of spacesuit [58]. In the scaled test, only 
4–16% of area remained uncleaned and the increase of voltage showed 
increased cleaning efficiency. A safety risk analysis in the operation of 
this system addressed in four risk areas: 1) human exposure to CNT 
material; 2) hazardous electric fields; 3) electric arcing; 4) oxygen rich 
atmosphere. 

2.3. More controlled particle movement 

2.3.1. Particle transport and separation on earth 
Machowski and coworkers [100] performed experimental and 

simulation research to separate particles using three-phase traveling 
waves. The traveling wave field was composed of harmonic waves. If the 
second harmonic wave was large enough, it could move particle in the 
opposite direction of basic traveling wave. Different types of particles 
could be separated by moving in different direction. Cylindrical and 
stripe electrodes with different widths and pitches were tested, while the 
type of triangle electrodes was not suitable due to low second harmonic 
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wave strength. Sand and pulverised alumina powders with mean 
diameter 192 μm and 40 μm were used. The results showed that particles 
could be separated in two frequency bands. At lower frequency, sand 
particles were transported followed the direction of traveling wave, 
while alumina particles were transported in the opposite direction, and 
both of them were in hopping mode. At higher frequency, Their move
ment direction reversed. Small particle alumina powder flew higher in 
curtain mode in the direction of traveling wave and sand moved slowly 
in the opposite direction in hopping mode. In addition, conveyers with 
higher ratio of electrode width to pitch had a higher separation 
efficiency. 

This same group studied the transport of cohesive [98], lactose 
powder (150 mesh), which were successfully transported if the applied 
voltage exceeded 3.5 kVpp with the frequency from 40 to 130 Hz. 

2.3.2. Application to in-situ resource utilization 
The electrostatic traveling wave methods have received significant 

attention in the area of In-situ Resource Utilization (ISRU), which refers 
to the use of natural resources from space, such as the Moon and Mars 
[111]. ISRU can produce fuel and consumables to reduce terrestrial 
launch mass and dependency in deep space missions [112]. ISRU has 
gaining importance in recent years, such as in the Exploration Tech
nology and Development Program (ETDP) led by NASA in 2005 [113] 
through to the more recent Mars Oxygen ISRU experiment (MOXIE) 
[114]. 

Successful implementation of ISRU mining technology requires a 
complete process with stages of excavation, beneficiation, and extrac
tion [115]. Beneficiation reduces the raw regolith to a feedstock 
enriched in the appropriate material for the subsequent process steps. 
The first beneficiation stage is the separation of particles by size. It has 
been shown that ETW methods can be used for lunar mineral benefici
ation through size separation of regolith particles [83]. The group of 
Kawamoto at Waseda University, Japan have made significant contri
butions to the application and theory development of particle separation 
and transport with ETW using both experimental and simulation 
methods [10, 53, 68,83, 85–87, 97, 116]. Their experimental research is 
introduced in this section and their simulation method will be intro
duced in section 3. 

To simulate the Moon, experiments were conducted on the system in 
vacuum as shown in Fig. 11 [102]. In this experimental platform, the 
conveyor was composed of parallel copper electrodes (thickness 18 μm, 
width is 0.3 mm and interspace 1.0 mm) and a polyimide cover 
(thickness 0.1 mm, width 128 mm, and length 490 mm). The applied 
voltage was a four-phase square wave and its amplitude was 1 kV. 
Different sizes of lunar regolith simulant FJS-1 particles (diameter 
10–100 μm) were fed onto the conveyor. Particles floated and moved 
along the conveyor at different altitudes and could be collected at 
different heights above the conveyor. The charge density on small 

particles was larger and they moved higher. Particle separation was not 
successful under Earth ambient conditions due to air drag force [97]. 
However, in vacuum, particles with diameters smaller than 20 μm could 
be separated effectively. Moreover, simulations indicated that particles 
would lift higher under vacuum, so the collection box needs to set higher 
than the same condition on the Earth. The yield of specific particles was 
not given [83, 102], and needs to be verified in future studies. 

Vertical transport for lunar regolith and ice particles have been 
researched with the application of mining lunar icy regolith [84]. The 
schematic view and experimental photograph are shown in Fig. 12. A 
four-phase square wave was applied to ring electrodes around the tube. 
Effects of the pitch of the electrodes, the distance between the end of 
tube with sample surface, the tube diameter, voltage amplitude and 
voltage frequency on particle transport rate were researched. The 
threshold for insulation breakdown was 4.6 kVpp, so 4 kVpp was 
selected. The test results showed that the optimal frequency was 30 Hz, 
and the optimal pitch and inner diameter of tube was 5 mm and 10 mm, 
respectively. The transport rate of 100 mg/min can be achieved in a 
1-m-long tube. Numerical simulation under Lunar conditions using 
discrete element method (DEM) indicated this system could have an 
even higher performance due to low gravity and the absence of air drag. 
A similar vertical transport system [103] can be used to separate par
ticles less than 10 μm with a lower applied voltage, like 1.0 kVpp. In this 
system, gravitational force on larger particles predominated, keeping 
larger particles toward the bottom. The average size of collected parti
cles was 12 μm and 30% of them were smaller than 10 μm in the box 
placed at higher platform using a four-phase 10 Hz square wave and a 
vibrated particle supplier. 

3. Theory and modeling 

Development of the ETW method has evolved mostly along a “trial 
and error” approach in choosing operating parameters such as voltage 
type, electrode configuration and the insulating layer. The ETW has 
been applied in a wide range of fields including toner transport in 
electrophotography [81], dust mitigation on solar panels [2], space 
devices [60], and lunar soil particle transport and separation [13, 102]. 
A theoretical analysis of particle forces [1,45] and how particles move in 
the ETW field will allow for the optimal design and selection of critical 
parameters in these conveyor systems, particularly for manipulating the 
behaviour of particles of different sizes and composition. 

3.1. Electric field calculation 

3.1.1. Analytical method 
Detailed knowledge of the potential distribution of the electric field 

in ETW systems is required to predict particle trajectories. Calculations 
assume a static electric field because the changes in the field due to 

Fig. 11. Photographs of experimental set up in vacuum chamber [102].  
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switching the polarity of electrodes is very rapid compared to the time 
they are constant when the applied voltage is square wave. Table 2 
summarises the calculation methods applied in the literature to calculate 
the electric field for parallel electrodes where the DEP force is the pre
dominant force in the manipulation of particles. 

The diagram for the calculation model is shown in Fig. 13. Generally, 
the length of the electrode is much larger than the width and pitch, so 
the variation of the gradient of electric field in the y direction is treated 
as zero. In addition, the height of particle transport is also much smaller 
compared with the size of the electrode array. Therefore, the electric 
field in the y direction is thought to be uniform and the electric field 
potential distribution can be converted to a two-dimensional problem. 

The basic form for this two-dimensional electrostatic problem is 
expressed as Laplace’s equation with boundary conditions (1): 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂2φ(x, z)
∂x2 +

∂2φ(x, z)
∂z2 = 0,

φ(x, z) = V1, on the surface of electrode I,

φ(x, z) = V2, on the surface of electrode II,

φ(x, z) = V3, on the surface of electrode III,

φ(x, z) = V4, on the surface of electrode IV,

…

(1)  

V1, V2, V3, etc. represent the surface potential of each electrode. The 
voltages usually cycle with a fixed phase difference. Additional bound
ary conditions are provided by the potential falling to zero at infinity in x 
and z. The electric field is obtained by calculating the gradient of po
tential: E = − ∇φ. 

An example of the distribution of potential and electric field intensity 
above the electrodes are shown in Fig. 14 and Fig. 15. Fig. 14 is a con
tour plot of potential above the electrodes and Fig. 15 is a stream plot of 
the electric field above the electrodes. This electric field is calculated 
with four electrodes by the charge simulation method and the potentials 

on the four electrodes are 800V, 800V, − 800V, − 800V, respectively. 
The black bars on the bottom of the two figures indicate the position of 
four electrodes. 

Masuda and Kamimura [104] modelled the ETW field by introducing 
two first-order approximation methods and a more accurate approxi
mation, the substitute-charge method, and compared the results. Then, 
they expanded the results using a Fourier series approach and found that 
the first and second modes play the predominant role. Finally, they 
compared the results of the three methods and showed that the appli
cation of two kinds of the first-order approximation methods becomes 
justifiable in the region X/λ ≥ 0.5–1.0 (X: height of calculation space, λ: 
wave length of the traveling wave). 

Fig. 12. Vertical transport of lunar regolith and ice particles using ETW [84].  

Table 2 
Review of electric field calculations (twDEP (traveling wave dielectrophoresis)).  

Electrode type/configuration Field wave Dielectric 
Layer on top 

Force analysis Calculation method Comparing 
Method 

Reference 

Cylindrical Traveling No No Substitute charge method Traveling plane charge 
Approximation 

[104] 

Line (neglecting thickness) Traveling No DEP force Green’ theorem Charge density method [90] 
Bar (neglecting thickness) Standing 

And traveling 
No DEP force twDEP force Fourier series Experiment [91] 

Bar (neglecting thickness) Standing 
And traveling 

No DEP force twDEP force FEM Solver 
FlexPDE 

Fourier series [92] 

Bar (neglecting thickness) 
With lid 

Standing 
And traveling 

No DEP force twDEP force Schwarz-Christoffel mapping method. Fourier series 
FEM (COMSOL) 

[94] 

Top and bottom electrodes Standing No DEP force Fourier series FEM (COMSOL) [95]  

Fig. 13. Diagram showing the typical application system, consisting of the 
interdigitated electrode array. D is the electrode width, p is the electrode pitch, 
and δ is the electrode thickness, l is the electrode length. V1, V2, V3, etc. Rep
resents the surface potential of each electrode. 
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In a later study, Wang et al. [90] used Green’s theorem to calculate 
the electric field for two-dimensional electrode arrays, which can be 
used for the sorting and separation of biological cells. The Green’s the
orem approach to the solution of Lapalce’s equation can be stated in 
integral form using Green’s second identity, as follows: 
∫

V

dV
(
φ∇2ψ − ψ∇2φ

)
=

∮

A

dA
(

φ
∂ψ
∂n

− ψ ∂φ
∂n

)

. (2)  

Here φ and ψ represent any two continuous scalar functions; n represents 
the unit normal vector; dV and dA represent an infinitesimal volume and 
infinitesimal area respectively. φ can be set as the potential function that 
needs to be solved. In order to choose a suitable Green’s function, they 
ignored the thickness of electrodes and assumed an infinite number of 
infinitely long electrodes are arranged in a horizontal plane. In addition, 
they made the approximation that the potential varies linearly with 
distance across the electrode gap. In this way, the function of ψ can be 
deduced by a mirror-image method: 

ψ =
q

|r − r0|
+

− q
|r − r’

0|
, (3)  

where q represents a point charge, and |r − r0| represents the distance 
between the calculating point and the point charge, and 

⃒
⃒r − r′

0
⃒
⃒ repre

sents the distance between the calculating point and the mirror position 
of the point charge. The potential function related to r can be calculated 
as: 

φ(r0) = −
1

4πq

∮

A

φ
∂ψ
∂n

dA. (4)  

They also provided a method to eliminate the approximation of linear 
potential variation between electrodes by assuming a homogenous 
dielectric material with a zero normal field component in the electrode 
gaps. With this boundary condition, they calculated the polynomial 
coefficients of the Taylor expansions of electric potential in the electrode 
gaps. The relative RMS error for the electrical potentials are 1.1% at the 
calculation height, the same quantity with electrode width and 3.6% at 
the surface of electrodes for the third-order polynomial. They compared 
their results for the potential distribution at a height z = 10 μm with the 
charge density method and the difference is mostly immediately above 
the electrode, as can be expected [90]. 

Morgan et al. [91, 92] developed two methods for calculating DEP 
force in electrostatic traveling fields. They first used the Fourier series of 
the potential function, equation (5), to meet the boundary conditions. 
The potential between the electrodes is assumed to vary linearly, as in 
Ref. [90]. 

φ(x, z) =
∑∞

n=1
An Cos(knx)e− knz, z > 0, (5)  

where An represents Fourier coefficients and kn = 2πn/λ, where n is an 
integer, and λ is the wavelength. The An can be solved using the con
dition, z = 0 at the electrode plane. Note that equation (5) is the general 
solution to Lapalace’s equation for the space above the electrode plane. 
Morgan et al. [91] compared the results of levitation height between 
their equation and experiments, finding deviations from 2.5% to 15%. 
Green et al. [92] specified the boundary conditions of the real and 
imaginary parts (φR and φI) of the potential function at the center ver
tical boundary line of electrodes, equation (6), and the boundary con
ditions cycled within the whole domain: 
⎧
⎨

⎩

φR = 0,
∂φI

∂n
= 0,

⎧
⎨

⎩

φI = 0,
∂φR

∂n
= 0,

… (6)  

They used a finite element solver to get a numerical solution. They found 
a derivation between the FEM and Fourier series methods of as much as 
13%. By changing the FEM boundary condition to that of Morgan et al. 
[91], the differences were reduced to 0.013%. 

Sun et al. [94] provided an analytical solution for these parallel 
electrode arrays and boundary conditions. The Schwarz-Christoffel 
Mapping Method was used to tackle the equations in the complex 
plane and they obtained the final expression in terms of Jacobian elliptic 
functions. However, in their calculation, they ignored the thickness of 
electrodes. 

Gauthier et al. [95] developed a Fourier series method to calculate 
DEP force with two facing electrode arrays. However, they can only 
calculate the electric field with a given potential on the electrodes and 
the errors tend to be about 20% compared with FEM. 

3.1.2. Finite element method (FEM) 
The COMSOL Multiphysics software has been used widely to analyze 

the potential and electric field distributions under complicated ETW 
structures using the FEM [37, 55, 117]. The advantage of FEM is that 
designers can change parameters at will. Through analysing the electric 
field of ETW systems with different parameters, such as electrode con
figurations and types of dielectric layer, they can qualitatively analyze 

Fig. 14. Contour plot of potential above electrodes.  

Fig. 15. Stream plot of electric field above electrodes.  

Y. Yu et al.                                                                                                                                                                                                                                       



Journal of Electrostatics 119 (2022) 103735

11

how these parameters affect particles moving in such a system. How
ever, the calculation accuracy of the finite element method is closely 
related to the scale of mesh divisions, so proper mesh patterns need to be 
designed. For instance, at the edge of the electrodes and the dielectric 
layer where the potential is changing rapidly, the size needs to be 
divided extremely finely, while further away from the electrodes it can 
be coarser [22]. The finite element results are, however, difficult to 
apply to predict the trajectory of a particle in motion. 

3.2. Particle movement research 

A theoretical understanding of the electric field distribution and how 
particles are transported in the ETW system will help to select relevant 
parameters in future applications such as a lunar regolith transport 
system. The forces affecting particle motion include the Coulomb force 
(FC), DEP force (Fdep), gravitational force (Fg), friction force, image force 
(Fimage) and air drag force (Fdrag) and any other forces which may be 
relevant in the particular case (Fig. 16). 

The Coulomb force experienced by a particle will consist of the sum 
of the electric field intensity E0 generated by electrodes and Eq created 
by other charged particles [10]. Therefore, the electric field E at certain 
point can be obtained by 

E = E0 + Eq = − ∇φ +
1

4πε0

∑N

n∕=i

qN
r
|r|3

, (7)  

where ε0 is the vacuum permittivity, N is the total number of particles in 
the field, qN is the charge on a particular particle and r represent the 
distance between calculating point with nth particle: r = (xi − xn,yi −

yn,zi − zn). The Coulomb force on a particle is given by 

FC = E⋅q. (8)  

The air drag on a spherical particle can be calculated as follows [34]: 

Fdrag = 6πηR⋅
(
Ug − vp

)
⋅

1
CU

(
R, λg

), (9)  

where η is the viscosity of air, R is the particle radius, Ug is the flow 
velocity, vp is the velocity of the particle, Cunningham factor CU is 
related to the radius of particle and mean free path of the gas molecules, 
λg. Since the research referenced here takes place in air at atmospheric 
pressure, CU can be assumed to equal 1, because R is several orders of 
magnitude larger than λg. 

The DEP force on a single particle generated by the non-uniform 
electric field acts on the induced dipole moment of particles and can 
be expressed as [118] 

Fdep = 4πR3ε0εm
εp − εm

εp + 2εm
E0∇E0 , (10)  

where εp and εm are the relative permittivity of the particle and medium. 
Particles also experience a force from the image charge induced at 

the surface of the dielectric layer, at a certain height (zp) above the 
surface, can be calculated as follows: 

Fimage = −
q2

4πε0
(
2zp

)2 n, (11)  

where n is a normal vector pointing up perpendicular to the surface. 

Particle motion on the transport system depends on the particle’s 
physical properties and the imposed electric field. Experimentally, the 
total weight of particles can be measured by an electronic balance and 
the total charge of particles can be measured by an electrometer or 
Faraday cup. The electric field calculation method has been discussed 
and methods of simulating particle trajectories in that field is introduced 
in this section. 

The simulation of particle motion in an ETW field can be divided into 
two categories: single particle simulation and multiple particle simula
tion. Single particle simulation is easier to implement and can qualita
tively evaluate the effect of the forces acting on particles and the effect of 
different electric fields on particle motion modes. Multiple particle 
simulations that also consider particle collisions are closer to physical 
reality and therefore more useful for equipment design and operation 
quantitatively. 

3.2.1. Single particle simulation 
To simulate single particle movement, the following equations of 

motion need to be solved: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

m
d2x
dt2 =

∑
Fi ,

m
d2z
dt2 =

∑
Fj ,

(12)  

where m represents mass of particle; x and Fi represent the displacement 
and forces in the horizontal direction; z and Fj represent the displace
ment and forces in the vertical direction. 

David and coworkers [69] used Runge-kutta method in solving mo
tion equations. As for the electric field calculation, they built a computer 
interface and users can choose from three different field solving 
methods: analytical method, numerical method, and a combination of 
numerical method and analytical method according to the user’s accu
racy acquirement. The simulation results showed that levitation height 
would be higher with the increase of voltage in curtain mode. And both 
simulation results and experimental results showed that particle’s levi
tation height decreased with the increase of frequency [70]. 

Kawamoto and Hayashi [63] have performed simulations and 
experimental research on the basic mechanism of movement of single 
liquid drop and soft body. The pitch of the electrodes was 2 mm and the 
movement of particles of three diameters was researched experimen
tally: a) less than one pitch; b) between 1.5 and 2.5 pitches; c) larger 
than 3.5 pitches. For a type c, liquid drop, the positive and negative 
Coulomb forces tended to be similar due to its large size across three 
electrodes, so the electrokinetic effect on it was cancelled. As a result, a 
four-phase wave is more effective to move type c liquid drop than 
three-phase wave. A type b liquid drop was in a stationary polarization 
stage when the voltage was constant and only moved with the transition 
of voltage. A type a liquid drop was easier to transport due to its smaller Fig. 16. Force diagram on single particle.  

Fig. 17. Trajectories of particles with different departure positions (x0 repre
sents departure position) [34]. 
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size. The moving direction of three types of liquid drop was explained 
using the schematic drawing of the polarity of electrodes along the di
rection of the traveling wave. 

In order to optimise removal efficiency, Horenstein et al. [38] 
simulated the trajectories of single particle in an EDS. A Fourier 
expansion method was used to solve Laplace’s equation. They divided 
the simulation time into n parts (Δt) and precomputed the electric field 
for each type of boundary condition at each time period. For each 
discrete time step, the vector sum of forces acting on the particle (

∑
Fn) 

was calculated, then the acceleration, velocity (U) and displacement 
(dx) of the particles and for the vertical direction. 
{

dU =
(∑

Fn

/
m
)

Δt,
dx = UΔt.

(13) 

In addition, they assumed that when a particle contacts the EDS 
surface, its perpendicular velocity and parallel velocity retain 25% and 
90% of the incoming value, respectively. Therefore, with the discrete 
time step method, the position of the particle can be calculated for the 
full-time scale. With this simulation method and in comparisons with 
experiments [39], they studied the effects of charge-mass ratio, particle 
radius, electrode spacing and starting positions on the particle move
ment. The key conclusions are that smaller particle tends to move more 
synchronously with the traveling wave and the initial position of a 
particle can lead to different chaotic trajectory. 

Recently, Zouaghi and Zouzou [34] made similar simulations, but 
delved deeper into the theory of particle motion. They calculated the 
electric field using the same Fourier expansion method as Masuda et al. 
[9] and analysed the effect of the first and second harmonics of the 
traveling potential wave on particle motion: 

V(x, z, t) ≈ Wfor + Wback

= V0

[
3
2
a1e−

2π
λ z Cos

(
2π
λ

x − ωt
)

+
3
2
a2e−

4π
λ z Cos

(
4π
λ

x + ωt
)]

,

(14)  

Here V0 is amplitude of the voltage on the electrodes, and a1 and a2 are 
the coefficients of first order and second order Fourier series based on 
their simulation model. 

Zouaghi and Zouzou [34] also added the effects of the image-, DEP-, 
gravitational- and drag forces. Moreover, they ignored the thickness of 
the electrodes and dielectric barrier and assumed an elastic collision on 
the contact between particle and conveyor surface, which means that 
the particle’s perpendicular velocity is reversed and parallel velocity 
remains constant. They divided the second order differential moving 
equation into four first order equations: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vx =
dx
dt
,

ax =
dvx

dt
,

vz =
dz
dt
,

az =
dvz

dt
,

(15)  

where vx and vz are velocity in x and z direction, ax and az are accel
eration in x and z direction. Similar simplifying methods were used by 
Jie et al. [35]. 

Through analysing single particle trajectory under different simula
tion parameters, Zouaghi and Zouzou found that the initial position had 
a large effect on the initial of movement, but had little effect on the 
average velocity of the particle in steady state. The particles’ trajectories 
with different departure positions are shown in Fig. 17. Backward mo
tion was thought to be caused by backward harmonic waves. They 
concluded that analysing the effect on particle levitation height and 
displacement and optimising the frequency are necessary for EDS 

optimisation. 

3.2.2. Multiple particle simulations and experimental research 
Multiple particle simulation picture is quite different with single 

particle simulation scenarios [71]. In order to improve the under
standing of particle motion and performance of particle separation using 
ETW, Adachi et al. [102] simulated multiple particles trajectories and 
compared the results with experiments. First, the potential distribution 
was calculated with the two-dimensional finite element method in a 
cyclic domain of the two-pitch width. Then, a series of force formulas 
involving electric field strength and particle parameters was presented. 
Finally, a three-dimensional modified hard-sphere model was intro
duced into the DEM simulation model, which takes the collision order 
between particles into account. A modified hard-sphere model has 
higher accuracy than hard sphere model and can significantly reduce 
computation time [72]. The motion equations were calculated using the 
Runge-Kutta method. Through the numerical results, the authors studied 
the effects of frequency and concluded that:  

i. The direction of particle transport is related to the frequency of 
the applied voltage;  

ii. Particles move synchronously with the traveling wave at low 
frequency;  

iii. Some particles’ velocities are slower than the traveling wave 
velocity at medium frequency; 

iv. Most particles are transported backwards at relative high fre
quency and are not transported but only vibrated at very high 
frequency. 

Moreover, Adachi et al. [102] predicted the particles’ motion both in 
air and vacuum and illustrated the particles’ motion and maximum 
height. The results indicated that particles would float higher in vacuum 
than in air. And in air, smaller particles, with relatively higher drag 
force, would not fly as high as larger particles. 

Liu and Marshall [73] adopted a soft-sphere model to simulate 
multiple particles and research the effect of particle adhesion and col
lisions on motion modes. They considered soft-sphere model more 
realistic as the hard-sphere models are too fast for simultaneous colli
sions for a single particle. They used the boundary element method to 
calculate the electric field and decoupled it for a time-varying electric 
field. To reduce the computational cost, they used a box-particle mul
tiple expansion method and dimensionless models. They introduced the 
“sweeping effect”, in which synchronous moving particles could sweep 
forward low charge particles. Adhesion forces hindered the particle 
motion and affected particle’s motion mode. They observed both for
ward and backward transport at high frequency, while forward-moving 
particles tended to have a higher charge. Finally, they claimed that 
higher charge particles lofted to higher altitudes, which may be utilized 
for the separation of particles. 

Gu and coworkers [64] performed multiple particles simulations 
based on the Hertz-Mindlin contact model using DEM. The computa
tional domain was restricted to 14.66 mm long (consisting of 12 elec
trodes) and the voltage was a four-phase square wave. The quantity of 
simulated particles was 10,000 and their size distribution and properties 
were consistent with lunar regolith simulant FJS-1. Detailed analyses for 
particle lifting from the conveyer surface was provided and the rela
tionship between the particle’s velocity and applied frequency was 
studied. The results showed that particles could get a higher backward 
transport rate at 1.04 m/s when the frequency was at 200 Hz, which was 
thought to be utilized in the transport of particles. The applied frequency 
and electrode configuration effect the particle’s moving direction 
simultaneously. Experimental results within their designed platform 
showed that particles could also be transported backward at very low 
frequency, such as 2 Hz [65]. 

Digital printing technologies in electrophotography have also stud
ied ETW theory for application to toner particles. Kober [75] researched 
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the differences in motion between conductive and insulating toners. The 
conclusions are:  

i. Insulating toner must be charged before it can be transported.  
ii. The toner charging and the particle velocity mainly depend on 

the magnitude of the electric field intensity.  
iii. Toner particles with smaller size and higher conductivity move 

faster and the critical frequency, at which particle’s traveling 
direction reverses, is higher. 

In contrast to the finding of Zouaghi and Zouzou [34] for single 
particle, Thompson [74] found that multiple particles behaviour was 
essentially independent of the initial particles’ positions because the 
total electric field was not only generated by the traveling wave but also 
influenced by other charged particles and their image charges. This 
ensemble electric field may led to a self-consistent behaviour of multiple 
particles movement, in a large scale, which is not affected by the initial 
positions [74]. Taniguchi et al. [76] stated that mechanical vibration of 
the system could improve the driving characteristics. 

Lunar soil particle transport and separation by size has been con
ducted by Kawamoto and coworkers [83, 85, 102], which is introduced 
in section 2.3.2. Kawamoto et al. [54] found experimentally that the 
maximum transport rate of lunar soil simulant FJS-1 was 13 g/min for 
an ETW conveyor with a width of 100 mm using mechanical vibration to 
assist particle transport. In the size separation system developed by 
Adachi et al. [102], particles smaller than 20 μm could be collected at 
250 mm height and particles of about 10 μm could be collected effec
tively at 1.5 m height under vacuum. However, there was a trade-off 

between separation rate and collection, with a higher separation rate 
resulting in smaller collection amounts. The main cause was the accu
mulation of particles on the conveyor and the interaction between 
particles that hinder their movement. Testing the system must be per
formed under a high vacuum to avoid arcing at the voltages required for 
transport. 

3.2.3. Summary 
Table 3 summarises the major simulation and experimental studies 

of particle transport by ETW methods. Particle charge, transport rate, 
transport direction, transport mode, effect of particle collision and 
adhesion, and levitation height of particles have been researched. 

There are four main findings:  

1. The charge-to-mass ratio is affected by contact with the dielectric 
layer. After repeated contact, particles become saturated and the 
saturation charge is largely related to their physical properties.  

2. The transport rate of particle is affected by voltage amplitude, 
voltage type (wave form and phase), electrode configuration pa
rameters and frequency of voltage change. Larger voltage amplitude 
generates a larger electric field, thus increases particle transport rate. 

3. The frequency of applied voltage is a critical parameter that in
fluences particle transport rate and direction. Particles may move 
backward at higher frequencies. However, high frequency is ill- 
defined because different research groups use different experi
mental parameters and their conclusions about the boundary range 
of low and high frequency is different. 

Table 3 
Summary of selected prior research, collated in columns by research group.  

Research 
Group 

Kawamoto and coworkers [10,83,97, 
102] 

Marshall and coworkers [73] Zouaghi and Zouzou [27,34,67] 

Charge of particles Initial charge: 0.01~ − 0.03 μC/g, 
increased with vibration to saturation 

Mean value of charge: 
− 8.53 10− 9 μC; Standard deviation: 
9.22 10− 9 μC 

Most positively charged and the charge per 
gram was of the order of 0.01 μC/g. 

Relationship between 
transport rate with 

Voltage 
amplitude 

Transport rate increased linearly with 
voltage (with a threshould voltage) 

Only simulated with 1.6 kV Particles velocity stagnated at a certain critical 
value 

Voltage type Square wave was the most effective (RMS 
field strength) 

Only simulated with square wave Only used square wave; 
Traveling wave was more effective than 
Standing wave 

Electrode 
parameters 

Particle was not transported if particle 
radius was 3.5 times larger than electrode 
separation 

Width: 1 mm 
Separation: 2 mm; depth: 40 μm; 

Small width/gap values decreased the ratio of 
particles moving backward 

Frequency Transport rate increased with increasing 
frequency at low frequency 

Not researched 20 Hz–100 Hz, average velocity continued to 
increase; above 100 Hz, average velocity 
droped with the increase of frequency 

Relationship between 
Transport direction 
with 

Frequency Forward with low frequency; 
Backward with high frequency; 
Non-transport with extremely high 
frequency >250 Hz; 
Critical frequency is linked with particle 
size and electric field (which may be used 
to separate particle size) 

At high frequency, particles 
transported both forward and 
backward. 

At low frequency, particles moved forward. 
Over 50 Hz, a considerable amount of particles 
moved backward; 

Particle 
charge 

Not researched The forward-moving particles tended 
to have higher charge magnitude than 
moving the backward 

High Q/M moved forward 
Lower Q/M particles moved backward 

Voltage Not researched Not researched More particls moved backward at four-phase 
low voltage 

Particle transport classified by Transport 
direction or mode 

Forward and backward transport; 
Vibration mode 

Hopping mode; 
Surfing mode 

Forward: low frequency, high voltage, smaller 
size or high Q/M 
Backward: high frequency, low voltage value, 
big particles or low Q/M 

Effect of particle collision and adhesion Added in the simulation High adhesion reduced transported 
particle; 
At medium frequency, particle 
collisions helped backward moving 
particles to move forward 

Not researched 

Levitation height Decreased with increasing particle size Increased with particle charge 
magnitude 

Maximum levitation height increased with 
frequency at first and then decreased with 
further increase of frequency  
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4. The levitation height of particle is affected by particle mass and 
charge. Collecting particles at different height can be used to sepa
rate particles. 

4. Research gaps identified 

4.1. Development needs 

Simulation research methods allow a deeper understanding of the 
mechanism of particle transport in an ETW field. In recent years, mul
tiple models and simulation methods have been applied to explore this 
transport theory. In spite of the large number of relevant simulations and 
experiments there is a lack of simple design rules that a designer could 
use to create a system to meet a stated set of design requirements. 

The literature review has highlighted five key limitations in the 
existing research:  

i. ETW is applied in widely diverse fields, including cell separation, 
dust mitigation of solar panels, lunar beneficiation and toner 
particle transport. This diversity weakens the integration be
tween different lines of research and hinders the development 
and implementation of practical ETW systems. 

ii. Motion of particles in an ETW system is affected by many pa
rameters, such as voltage type, voltage frequency, electrode 
configuration, particle type. Different research groups use 
different experimental and simulation models, which leads to 
different conclusions at different scales. 

iii. The comparison relationship between simulation and experi
mental results is not straightforward, making it difficult to 
reproduce and apply published models.  

iv. The simulation process needs to be more rigorous. The accuracy 
of each step of simulation process needs to be evaluated, such as 
calculation of electric fields and the set up of particle motion 
simulation models. Many studies keep the particle charge con
stant during transport. However, triboelectric charging between 
particles and the dielectric layer must be included.  

v. Realistic simulations need to be experimentally verified where 
both the simulation and the experiments involve multiple 
particles. 

Experimental results involving multiple particles may show signifi
cant differences to single particle simulations [34]. Multiparticle simu
lations and experiments have only compared certain results such as 
general moving height [102], and require greater detail. Experiments 
can provide more direct and accurate information in the design and 
application of devices. Innovative design of experimental platforms, 
such as the configuration of experimental conveyors [87, 97], and 
additional mechanical and magnetic methods can be used to improve 
the performance and wider application [16, 88, 116, 119]. 

Particle motion in an electrostatic field is affected by a complex 
combination of factors. However, most conclusions in the literature are 
qualitative and the basic relationships between particle transport char
acteristics, conveyor parameters and applied voltage remain unclear. 
This makes experimentally observed phenomena difficult to explain and 
presents challenges in optimising equipment design. For example, the 
phenomenon that particles move backward at a relatively high fre
quency electric field is poorly understood, as is the different effects of 
dust loading by aerosol- and sieve deposition [36, 102]. 

Recently, the ETW system has gained more attention and many 
calculation methods and models have been proposed [37, 73, 101]. The 
combination of improved theoretical calculations and laboratory ex
periments will help better understand the physical mechanism of how 
particles move and interact in the ETW field. 

4.2. Summary 

The ETW method has undergone considerable development in recent 
years and has emerged as an innovative method for use in particle 
transport and separation. To improve its performance, several research 
gaps have emerged from this literature review:  

i. Calculation of the electric field is critical to the development of 
robust models for the ETW system. Accurate and fast analytical 
solutions are not currently embedded in existing simulations, 
which largely rely on Fourier expansion methods and the finite 
element methods.  

ii. The effect of frequency on particle motion, particularly with 
regards to backward motion, has not yet been explained thor
oughly, which may become a bottleneck in the development of 
ETW, or may be exploited to separate particles by size.  

iii. The effect of size and shape characteristics of the particles is often 
overlooked.  

iv. Large scale simulations of multiple particles in an ETW field has 
not been carried out comprehensively; this is critical to design 
practical systems.  

v. Experimental verification of multiple particles ETW flows needs 
to be carried out both to validate simulations but also allow the 
reliable specification of system parameters.  

vi. Motion modes are complex, and the transition between modes 
requires greater investigation. 
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G. Péraudeau, R. Jaumann, W. Seboldt, A brief review of chemical and 
mineralogical resources on the Moon and likely initial in situ resource utilization 
(ISRU) applications, Planet. Space Sci. 74 (2012) 42–48. 

[112] I.A. Crawford, Lunar resources: a review, Prog. Phys. Geogr. 39 (2015) 137–167. 
[113] G.B. Sanders, W.E. Larson, Progress made in lunar in situ resource utilization 

under NASA’s exploration technology and development program, J. Aero. Eng. 26 
(2013) 5–17. 

[114] M. Hecht, J. Hoffman, D. Rapp, J. McClean, J. SooHoo, R. Schaefer, A. Aboobaker, 
J. Mellstrom, J. Hartvigsen, F. Meyen, E. Hinterman, G. Voecks, A. Liu, M. Nasr, 
J. Lewis, J. Johnson, C. Guernsey, J. Swoboda, C. Eckert, C. Alcalde, M. Poirier, 
P. Khopkar, S. Elangovan, M. Madsen, P. Smith, C. Graves, G. Sanders, K. Araghi, 
M. de la Torre Juarez, D. Larsen, J. Agui, A. Burns, K. Lackner, R. Nielsen, T. Pike, 
B. Tata, K. Wilson, T. Brown, T. Disarro, R. Morris, R. Schaefer, R. Steinkraus, 
R. Surampudi, T. Werne, A. Ponce, Mars oxygen ISRU experiment (MOXIE), Space 
Sci. Rev. 217 (2021) 1–76. 

[115] K. Hadler, D.J.P. Martin, J. Carpenter, J.J. Cilliers, A. Morse, S. Starr, J.N. Rasera, 
K. Seweryn, P. Reiss, A. Meurisse, A universal framework for space resource 
utilisation (SRU), Planet. Space Sci. 182 (2020), 104811. 

[116] H. Kawamoto, Vibration transport of lunar regolith for in situ resource utilization 
using piezoelectric actuators with displacement-amplifying mechanism, J. Aero. 
Eng. 33 (2020), 04020014. 

[117] D. Qian, J.S. Marshall, J. Frolik, Control analysis for solar panel dust mitigation 
using an electric curtain, Renew. Energy 41 (2012) 134–144. 

[118] R. Pethig, Review article-dielectrophoresis: status of the theory, technology, and 
applications, Biomicrofluidics 4 (2010). 

[119] H. Kawamoto, H. Inoue, Magnetic cleaning device for lunar dust adhering to 
spacesuits, J. Aero. Eng. 25 (2012) 139–142. 

Y. Yu et al.                                                                                                                                                                                                                                       

http://refhub.elsevier.com/S0304-3886(22)00063-8/sref67
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref67
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref67
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref68
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref68
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref68
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref69
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref69
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref69
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref70
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref70
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref70
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref71
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref71
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref72
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref72
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref72
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref72
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref73
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref73
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref74
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref74
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref74
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref75
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref75
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref75
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref76
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref76
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref76
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref76
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref77
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref77
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref77
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref78
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref78
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref78
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref79
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref79
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref79
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref80
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref80
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref81
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref81
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref82
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref82
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref83
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref83
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref84
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref84
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref85
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref85
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref85
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref86
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref86
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref87
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref87
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref88
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref88
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref88
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref89
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref89
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref89
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref90
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref90
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref90
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref91
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref91
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref91
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref91
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref92
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref92
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref92
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref93
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref93
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref93
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref94
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref94
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref94
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref94
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref95
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref95
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref95
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref96
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref96
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref97
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref97
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref98
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref98
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref98
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref99
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref99
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref100
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref100
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref100
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref100
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref101
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref101
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref102
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref102
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref102
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref103
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref103
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref104
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref104
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref105
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref105
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref106
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref106
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref106
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref107
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref107
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref108
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref108
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref108
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref109
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref109
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref110
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref110
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref111
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref111
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref111
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref111
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref112
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref113
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref113
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref113
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref114
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref115
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref115
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref115
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref116
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref116
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref116
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref117
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref117
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref118
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref118
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref119
http://refhub.elsevier.com/S0304-3886(22)00063-8/sref119

	A review of particle transport and separation by electrostatic traveling wave methods
	1 Introduction
	1.1 ETW and electrostatic standing wave
	1.2 Particle transport mechanisms
	1.3 Particle motion modes
	1.4 Terminology
	1.5 Literature classification

	2 ETW systems development
	2.1 Electric curtain
	2.2 Dust mitigation (EDS)
	2.2.1 Terrestrial conditions
	2.2.2 Martian and lunar conditions

	2.3 More controlled particle movement
	2.3.1 Particle transport and separation on earth
	2.3.2 Application to in-situ resource utilization


	3 Theory and modeling
	3.1 Electric field calculation
	3.1.1 Analytical method
	3.1.2 Finite element method (FEM)

	3.2 Particle movement research
	3.2.1 Single particle simulation
	3.2.2 Multiple particle simulations and experimental research
	3.2.3 Summary


	4 Research gaps identified
	4.1 Development needs
	4.2 Summary

	Declaration of competing interest
	Data availability
	Acknowledgment
	References


