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ABSTRACT

We derive a simple physically based analytic model which describes the pressure filling of a tropical

cyclone (TC) over land. Starting from the axisymmetric mass continuity equation in cylindrical

coordinates we derive that the half-life decay of the pressure deficit between the environment

and TC centre is proportional to the initial radius of maximum surface wind speed. The initial

pressure deficit and column-mean radial inflow speed into the core are the other key variables. The

assumptions made in deriving the model are validated against idealised numerical simulations of

TC decay over land. Decay half-lives predicted from a range of initial TC states are tested against

the idealized simulations and are in good agreement. Dry idealised TC decay simulations show

that without latent convective heating, the boundary layer decouples from the vortex above leading

to a fast decay of surface winds while a mid-level vortex persists.
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1. Introduction15

The behaviour of a tropical cyclone (TC) in the hours after it makes landfall is critical in16

determining its hazardous potential. Various modelling experiments and analyses have been used17

to gain insight into the factors affecting decay at landfall. A set of modelling experiments which18

test the response of an idealized TC to various levels of instantaneous surface roughening and19

drying is performed by Chen and Chavas (2020). However, the dependence on the initial state of20

the TC was not examined. Hlywiak and Nolan (2021) perform realistic landfall simulations and21

finds that surface wind decay sensitivity to surface roughness is dependent on the intensity and22

size of the TC as it decays although only one initial case is tested. Trends of reduced land-induced23

decay rates have also been reported for the US (Li and Chakraborty 2020) and globally (Phillipson24

and Toumi 2021). Li and Chakraborty (2020) attribute this to warming SSTs via increased TC25

moisture content but determine that TC size does not affect the wind speed decay rate.26

Batts et al. (1980) were among the first to examine the rate of decay of TCs after making landfall.27

They proposed a filling model for the central pressure, linear in time, and independent of the initial28

TC state. Among the first to examine the factors affecting the rate of pressure filling after landfall29

were Jarvinen et al. (1985) who found that the largest decreases in intensity occurred within the30

first six hours of the most intense storms making landfall and assumed a quadratic fill rate of central31

pressure. Ho et al. (1987) developed upon this showing that more intense TCs tend to fill faster32

while also noting that there is a dependence of size on intensity in their database of landfalling33

TCs. They do not attempt to separate the contributions from the two variables to the filling rate34

largely due to a scarcity of data. Vickery and Twisdale (1995) quantified the above observations by35

assuming an exponential decaymodel for central pressure deficit with a decay constant proportional36

to the initial deficit. Vickery (2005) extend this analysis to include TC size dependence and find37
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that the decay rate is also inversely proportional to the radius of maximum wind in a study of38

many historical landfalling hurricanes. The intensity is diagnosed via the central pressure deficit,39

the difference between the environmental and central pressure, which is empirically assumed to40

decay exponentially. The TC size dependence of the decay rate is attributed to the rate at which a41

significant fraction of the storm area becomes affected by land as a storm moves over land. Kaplan42

and Demaria (1995) and DeMaria et al. (2006) identify translation speed and distance inland as43

key parameters controlling decay with later iterations considering the fraction of the circulation44

over land. The basis of these models is that the decay rate of 𝑉𝑚𝑎𝑥 is proportional to 𝑉𝑚𝑎𝑥45

itself which leads to exponential decay of 𝑉𝑚𝑎𝑥 with a time constant. However, these empirical46

assumptions of exponential decay for both 𝑉𝑚𝑎𝑥 and pressure deficit and size dependence lack47

a physical framework. Chen and Chavas (2021) show that existing intensification theory may be48

adapted to predict the decay of surface winds in idealized landfall simulations and Phillipson and49

Toumi (2021) show that a physically based algebraic model for 𝑉𝑚𝑎𝑥 fits global observations of50

landfall decay. These theories do not consider the role of size.51

Here we attempt to provide a physical basis for the pressure filling at landfall by proposing an52

analytic solution to the mass continuity equation in the tropical cyclone core. We demonstrate,53

through a set of numerical simulations, that the inner-core size and the radius of surface maximum54

wind speed are important physical variables which control the rate of the pressure deficit decay55

over land. We support this finding with a simple new analytical physically based framework which56

suggests the half-life of the central pressure deficit is proportional to the size of the inner-core of a57

decaying TC.58
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2. Physical filling model59

When a TCmakes landfall the increased surface friction combined with reduced surface enthalpy60

fluxes quickly leads to a net transport of mass towards the TC centre reducing the central pressure61

deficit by ‘filling’ it with air. We develop a simple new framework in order to understand some of62

the dynamics of this filling process and ultimately gain understanding into key factors affecting the63

rate at which this occurs. We model the TC as an axisymmetric vortex and consider only horizontal64

motion as this contributes to surface pressure tendency. The integral form of the mass continuity65

equation in axisymmetric cylindrical polar coordinates for a cylinder of radius 𝑟 is,66

𝜕M
𝜕𝑡

= −2𝜋𝑟
∫

𝜌𝑣𝑟 d𝑧, (1)

whereM is the total mass of air within the cylinder, 𝜌 is the density at radius 𝑟 and height 𝑧, and67

𝑣𝑟 is the radial wind at radius 𝑟 and height 𝑧. The average surface pressure within the cylinder is,68

⟨𝑃(𝑟)⟩ = M𝑔

𝜋𝑟2
(2)

where the angled brackets denote an average within radius 𝑟 and 𝑔 is the gravitational constant.69

We defineV𝑟 as the density-weighted column mean radial wind velocity at radius r,70

V𝑟 =

∫
𝜌𝑣𝑟 d𝑧∫
𝜌d𝑧

. (3)

5



During TC decay, in the vicinity of the inner core, V𝑟 is negative (directed toward the centre),71

filling the pressure deficit. Since the surface pressure, 𝑃, at a given radius is given by,72

𝑃(𝑟) = 𝑔

∫
𝜌d𝑧, (4)

we can write the tendency of the average pressure within a cylinder of radius 𝑟 as,73

𝜕⟨𝑃(𝑟)⟩
𝜕𝑡

=
𝑔

𝜋𝑟2
𝜕𝑀

𝜕𝑡
= −2𝑃(𝑟)V𝑟 (𝑟)

𝑟
. (5)

The tendency of the central pressure, 𝑃𝑐, is then,74

d𝑃𝑐

d𝑡
= lim

𝑟→0

𝜕⟨𝑃⟩𝑟
𝜕𝑡

= lim
𝑟→0

−2𝑃(𝑟)V𝑟 (𝑟)
𝑟

(6)

and since V𝑟 must tend to zero as 𝑟 tends to zero to avoid infinite central pressure tendency, and75

invoking L’Hôpitals’s rule,76

lim
𝑟→0

V𝑟 (𝑟)
𝑟

= lim
𝑟→0

𝜕V𝑟 (𝑟)
𝜕𝑟

(7)

giving,77

d𝑃𝑐

d𝑡
= −2𝑃𝑐 lim

𝑟→0

𝜕V𝑟 (𝑟)
𝜕𝑟

(8)

We now make the assumption that the gradient of V𝑟 , evaluated at the central limit, may be78

linearised:79

lim
𝑟→0

𝜕V𝑟

𝜕𝑟
=

𝜒

𝑅𝑚𝑎𝑥0
(9)

where 𝑅𝑚𝑎𝑥0 is the radius of maximum wind speed at 𝑡 = 0 and 𝜒 is the density-weighted column80

mean radial wind speed at 𝑅𝑚𝑎𝑥0 (𝜒 =V𝑟 (𝑅𝑚𝑎𝑥0)) which we refer to as the ‘column speed’ and81
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will typically have a negative sign (directed towards the centre). It is not immediately obvious82

that this linear gradient approximation is appropriate and this assumption will be examined later83

in section 2. It is important to note that we do not require 𝑅𝑚𝑎𝑥 to be constant throughout the84

decay, as 𝜒 is defined at the initial 𝑅𝑚𝑎𝑥, 𝑅𝑚𝑎𝑥0. We only require that V𝑟 is linear in 𝑟 out85

to 𝑅𝑚𝑎𝑥0 throughout the decay. It is also worth highlighting that this is the point at which the86

size of the TC core is introduced explicitly via 𝑅𝑚𝑎𝑥0. The fundamental quantity controlling87

the central pressure tendency in Equation 8 is the radial gradient of column speed but here we88

are effectively parameterising this single quantity in terms of two independent terms, the column89

speed and the initial size of the core. This separation is motivated by the fact that during TC decay90

the column speed must tend to zero as the TC fills while the core size may remain finite. This91

technique is useful because we may then parameterise the decay of the core column speed in terms92

of the central pressure deficit (Equation 12), ultimately allowing us to express the central pressure93

tendency as a function of central pressure itself and other parameters (Equation 13). 𝑅𝑚𝑎𝑥0 is94

simply a convenient scaling parameter we used to define the size of the TC core. The model is not95

sensitive to this choice as long as the above linearity assumption remains valid because 𝜒 is defined96

asV𝑟 at 𝑅𝑚𝑎𝑥0 and always appears in a ratio with 𝑅𝑚𝑎𝑥0. This is also true of the precise definition97

of 𝑅𝑚𝑎𝑥 itself. We validate the model here using 𝑅𝑚𝑎𝑥 defined as the radius of maximum 10-m98

winds and show the linearity assumption is valid for this case. Alternative choices of 𝑅𝑚𝑎𝑥, and99

indeed core size, may be valid but would require similar testing of the linearity assumption.100

Combining Equations 8 and 9 gives the following formula for the central pressure tendency,101

d𝑃𝑐

d𝑡
= − 2𝑃𝑐𝜒

𝑅𝑚𝑎𝑥0
(10)
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It is convenient to introduce a quantity we call the central pressure deficit fraction, 𝑃̃, defined by102

𝑃̃ =
𝑃𝑒 −𝑃𝑐

𝑃𝑒

(11)

where 𝑃𝑒 is the environmental pressure. We then make a further assumption that 𝜒 decays as 𝑃̃𝑘 ,103

𝜒

𝜒0
=

(
𝑃̃

𝑃̃0

) 𝑘
, (12)

where 𝑘 is a positive constant to be determined, 𝑃̃0 is the initial central pressure deficit fraction and104

𝜒0 is the initial column speed. A relationship of this form is proposed as under decay conditions105

we expect the mass flux towards the centre to be related to the frictional inflow in the boundary106

layer and the secondary circulation above the boundary layer. In both cases the pressure gradient107

force is the driver. We may expect that the secondary circulation driven by latent heating also108

includes upper level outflow and that this may decrease 𝑘 . This will be verified later. The precise109

nature of this relationship including the value of 𝑘 however is complex and related to the physics110

governing inflow and outflow speeds which we do not attempt to disentangle in this simple model.111

The assumed relationship in Equation 12 and the value of 𝑘 is examined in section 2.112

Combining Equations 10, 11, 12, and we can write the central pressure deficit fraction tendency113

as,114

d𝑃̃
d𝑡

=
2𝜒0

𝑃̃𝑘
0𝑅𝑚𝑎𝑥0

(𝑃̃𝑘 − 𝑃̃𝑘+1), (13)

For small central pressure deficit fractions (𝑃̃ ≪ 1, all 𝑘) we can make the approximation,115

d𝑃̃
d𝑡

≈ 2𝜒0
𝑃̃𝑘
0𝑅𝑚𝑎𝑥0

𝑃̃𝑘 (14)
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which can be integrated to give an analytical model for the decay of 𝑃̃ as a function of time,116

𝑃̃(𝑡) = 𝑃̃0 [1+ (𝑘 −1)𝛼𝑡]
1
1−𝑘 (15)

where 𝛼 is a decay rate (dimensions of inverse time) defined by117

𝛼 = − 2𝜒0
𝑃̃0𝑅𝑚𝑎𝑥0

. (16)

It should be noted that for the special case of 𝑘 = 2, Equation 15 simplifies to an algebraic decay118

form and in the limit 𝑘 = 1, the decay is exponential,119

𝑃̃(𝑡) = 𝑃̃0e−𝛼𝑡 . (17)

Equation 15 then yields an estimate of the central pressure deficit half-life in terms of 𝑘 and the120

initial state parameters,121

𝑡1/2 = −𝑃0𝑅𝑚𝑎𝑥0
2𝜒0

𝛽(𝑘), (18)

122

𝛽(𝑘) = 2
𝑘−1−1
𝑘 −1 . (19)

The half-life therefore depends on three TC state variables: the core size, the initial pressure deficit123

and the column speed. Interestingly, although the form of the decay for 𝑘 = 1 is exponential, the124

initial condition, 𝑃0, also appears in the decay constant, and therefore the half-life. We note that125

the value of 𝑘 will affect the magnitude of the half-life but not its dependence on the three TC state126

variables.127

The above model makes two primary assumptions: i) the column-integrated inflow speed is128

linear in 𝑟 from the centre until 𝑅𝑚𝑎𝑥, and ii) the core column-integrated speed 𝜒 decays as 𝑃̃𝑘 .129
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These assumptions allow us to express the time dependent pressure deficit fraction as a function130

of the initial pressure deficit fraction, radius of maximum wind, core column speed and 𝑘 . From131

this the decay half-life is derived in terms of the same parameters. Of the four model parameters132

only two are readily observable. Obtaining good estimates of 𝑃0 and 𝑅𝑚𝑎𝑥0 through observations133

may be realistic for real world landfalling TCs. The same cannot be said for 𝜒0 which is not easily134

evaluated even in numerical simulations. This is largely because it is a small difference between135

large inflow and outflow terms. However, we show that the model may potentially be useful without136

direct estimates of 𝜒0 per TC. It maybe possible to parameterise 𝜒0 in terms of other, more readily137

available physical quantities. Similarly, 𝑘 is not a directly observable quantity, but we show the138

model may be useful regardless.139

3. Methods140

a. Simulation Setup141

TC simulations are performed using theWeather Research and Forecasting (WRF)model, version142

4.0 (Skamarock et al. 2019). Three nested square domains with two-way interaction are used. The143

outer domain has a side of length 7200 km (600 × 600 grid cells, 12 km grid spacing) and contains144

the middle domain with side length 3208 km (802 × 802 grid cells, 4 km grid spacing) which145

in turn contains the inner domain with a side length of 1069 km (802 × 802 grid cells, 1.333146

km grid spacing). The time steps for the domains are 60 s, 20 s and 10 s respectively on an147

f-plane at 30°N which is representative of a typical landfall latitude. Each domain has 41 vertical148

levels of which about 12 are below 2 km height. The initial environmental conditions and lateral149

boundary conditions are given by the Jordan Mean Tropical Sounding during hurricane seasons150

(Jordan 1958). There is no background wind and a horizontal “sponge layer” with a width of 240151
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km absorbs noise along the outer domain boundaries by reducing the horizontal wind velocities152

to zero. A full suite of physics parameterisations are used and include the WRF single-moment153

6-class microphysics scheme (Hong and Lim 2006), the Rapid Radiative TransferModel for general154

circulation models (RRTMG) scheme (Iacono et al. 2008) for shortwave and longwave radiation,155

the Mellor–Yamada–Janjic (MYJ) planetary boundary layer scheme (Janjic 1994), and the Eta156

Similarity surface layer scheme (Janjic 2002). Given that the 4 km grid size middle domain is157

large enough to contain most of the structure of the simulated TCs no cumulus scheme is used in158

any domain.This idealised setup is also described in Wang and Toumi (2019).159

b. Experiment Design160

We first create a “Spin-up” run which provides TCs with range of initial states from which we161

can simulate land-induced decay. The Spin-up run is initialized with a bogus vortex, which is162

inserted in the centre of the domains and has an analytic wind profile (Wang and Toumi 2016) with163

a near-surface maximum wind speed of 18 m s−1 and a radius of maximum wind speed of 100 km164

with a wind speed which decreases linearly to zero from the surface to the WRF top at 20 km. The165

Spin-up TC is allowed to develop and mature over 15 days with the entire domain over an ocean166

surface with fixed SST of 29°C.167

We then create a set of land-induced TC decay experiments from the Spin-up run by restarting168

the simulation with the ocean surface replaced by land over the entire domain. We perform these169

restart runs beginning two days into the Spin-up run, then every day until 14 days, which gives 13170

experiment cases which we refer to as the “Control” experiments. These are labelled according171

the time in the Spin-up run at which they were started. The land surface type in these experiments172

is designated “croplands” in the Modified IGBP Modis 20-category land-use data set (Friedl et al.173

2010) and has a roughness length, 𝑧0, of 0.15 m. Soil moisture and temperature was not fixed. An174
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additional set of experiment cases labelled “Dry” was created by repeating the above method, but175

at the point of restart, as well as replacing ocean with land, we also remove all moisture from the176

atmosphere and set surface moisture fluxes to 0 for the duration of the run to keep the atmosphere177

dry (Li and Chakraborty 2020).178

The Dry experiments serve multiple purposes. They provide a way to simplify the decay process179

by removing latent heating allowing us to focus on the effect of surface frictional forcing. They180

also allow us to estimate the contribution of latent heating to the maintenance of the TC during the181

decay. Finally, they offer a way of testing our new analytic decay framework across TCs decaying182

in extremely different environments.183

All simulation variables in the decay experiments were output and stored at hourly intervals at184

𝑡 = 0,1,2. . . etc. hours. The density-weighted column-integrated radial wind speed, or “column185

speed”, V𝑟 , was found to be unreliable when evaluated directly using instantaneous model output186

via Equation 3. We believe this is due to a combination of factors. Typical values for V𝑟 in the187

vicinity of 𝑅𝑚𝑎𝑥 are very small (∼0.01 m s−1) and are the residual or large inflow and outflow188

speeds (∼10 m s−1) so small fractional errors during the calculation lead to large fractional errors189

in the net flow. The coordinate system staggering in the numerical model, where the wind velocity190

components and pressure use coordinate systems offset from each other, is a further source of error191

especially in regions with large horizontal (especially radial) gradients of pressure and wind speed.192

We found that averaging the calculated values of V𝑟 over the course of the decay provided only a193

marginal improvement in their numerical stability. We therefore employ Equation 5 to calculateV𝑟194

at hourly intervals halfway between the output time steps where 𝜕⟨𝑃⟩𝑟
𝜕𝑡
is evaluated as a finite central195

difference. V𝑟 and therefore 𝜒 are then available at times 𝑡 = 0.5,1.5,2.5. . . etc. hours. All values196

of V𝑟 and 𝜒 reported here are calculated using this method. In order to have TC state variables197

which are temporally aligned, the central pressure deficit fraction, 𝑃̃, and radius of maximumwind,198
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𝑅𝑚𝑎𝑥 are both evaluated at these times (𝑡 = 0.5,1.5,2.5. . . etc. hours) by linear interpolation from199

their on-the-hour values. We note that it may be possible to calculate a stableV𝑟 over shorter time200

scales in this way but we found that hourly resolution was sufficient to effectively resolve the decay201

behaviour in these experiments. We acknowledge that evaluatingV𝑟 via Equation 5 rather than its202

first definition in Equation 3 introduces an element of circularity, since the initial pressure tendency203

is required to calculate 𝜒0 which then, via Equation 15, provides the time dependent form of the204

central pressure deficit fraction. We cannot therefore consider the model fully ‘predictive’ when205

V𝑟 is evaluated as above.206

The parameter 𝑘 is evaluated by regression from 𝑃̃ and the inferred values of 𝜒 using Equation207

12. Since this cannot be observed or calculated from initial conditions it is also a non-predictive208

parameter.209

Given that the model depends on both observable (𝑅𝑚𝑎𝑥0, 𝑃̃0) and non-observable (𝜒0, 𝑘)210

parameters we test the performance in stages to investigate the sensitivity of its performance to the211

non-observable quantities. We begin by estimating 𝜒0 and 𝑘 per experiment and evaluating the212

time dependent performance and half-life given by the model. Then we use a constant 𝑘 equal to213

the mean 𝑘 across the experiments calculated in the previous step to evaluate performance. Finally214

we test the performance using a constant mean 𝑘 and a constant mean 𝜒0. This final test is the215

fairest test of the model’s predictive skill since it uses only observable quantities.216

4. Results217

a. Simulations Overview218

An overview of the Spin-up run and the Control and Dry case experiments is shown in Figure219

1. The idealized “Spin-up” TC initially contracts and intensifies during the first four days with220
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the central pressure deficit fraction, 𝑃̃, reaching 0.12 and maximum azimuthally averaged 10 m221

wind speed, 𝑉𝑚𝑎𝑥, reaching 69 m s−1 at a radius, 𝑅𝑚𝑎𝑥, of 19 km. Following this 𝑉𝑚𝑎𝑥 decays222

relatively quickly over the next three days to 45 m s−1, then slowly until the end of simulation at223

15 days to 39 m s−1. 𝑃̃ behaves similarly, falling to 0.071 at 7 days then 0.062 at the end of the224

simulation. During this period of decay the TC grows approximately linearly with 𝑅𝑚𝑎𝑥 reaching225

over 77 km by the end of the simulation.226

We focus our analysis on the first 12 hours of the Control and Dry sets of land-induced decay227

experiments as in most cases this is long enough for 𝑃̃ to decay to half its initial value. During this228

period both 𝑃̃ and 𝑉𝑚𝑎𝑥 decay in an exponential-like manner. In the Dry cases 𝑅𝑚𝑎𝑥 tends to229

decrease to half its initial value over this period whereas 𝑅𝑚𝑎𝑥 is more stable in the Control cases.230

In the Dry experiments, after eight hours 𝑅𝑚𝑎𝑥 tends to increase noisily.231

Analysis of the decay of 𝑃̃ reveals that the behaviour during the first hour of the experiments232

is qualitatively different to the hours following. During the first hour many cases experience233

a “shock" of transient deepening pressure deficit but then all cases decay monotonically and234

relatively smoothly. This phenomenon occurs in both Control and Dry sets of experiments but is235

more prominent in the Dry cases. We do not further examine this “shock" response here and in236

all following analysis ‘Initial’ values of TC parameters (𝑃̃0, 𝑅𝑚𝑎𝑥0, and 𝜒0) refer to their values237

evaluated at 1.5 h after land is imposed in the numerical experiments. We note that the “shock"238

response may be shorter than one hour, but allowing for one hour was sufficient in all cases to239

ensure subsequent decay was monotonic and smooth. Initial shock responses in 𝑉𝑚𝑎𝑥 have been240

previously observed by Chen and Chavas (2020) in their surface roughening experiments. In241

our experiments 𝑉𝑚𝑎𝑥 always decreased over the first hour. Initial parameter values, both 𝑡 = 0242

h and 𝑡 = 1.5 h, for all experiments are provided in Table 1. 𝑃̃ takes longer to respond and in243

some experiments increases during the first hour. This decoupling of the central pressure from the244
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surface winds limits the applicability of pressure-wind relationships originally inferred over the245

ocean (and justified by cyclostrophic balance) during landfall.246

b. Control Experiments247

The half-life of the land-induced decay simulations is the time taken for 𝑃̃ to decay to half of248

its initial value, calculated using piecewise linear interpolation. The mean half-life for the Control249

runs was 10.5 hours. The half-life for each decay case is shown in Table 1. Following Vickery250

(2005) we plot the exponential decay coefficient as a function of initial central pressure deficit, Δ𝑃0,251

divided by initial radius of maximum wind speed, 𝑅𝑚𝑎𝑥0, for the Control experiments in Figure252

2. We compare our decay coefficients with their values in the Gulf coast and Florida Peninsular253

regions because they have a large range of 𝑅𝑚𝑎𝑥0 which give better estimates of the dependence254

of decay coefficient on 𝑅𝑚𝑎𝑥0 (Vickery 2005). Our simulated decay coefficients are similar to the255

weighted average of their Gulf coast and Florida Peninsular values and show a similar dependence256

on 𝑅𝑚𝑎𝑥0 divided by Δ𝑃0. We also show the weighted average of all regions which deviated257

further from our simulations.258

The decay half-life is shown as a function of initial TC parameters in Figure 3 for the Control259

cases. The half-life is strongly correlated with 𝑅𝑚𝑎𝑥0 with an 𝑅2 value of 0.76 (p-values <260

0.001). 𝑃̃0 is not significantly correlated (at the 95% confidence level) with half-life (𝑅2 = 0.27,261

p-value = 0.07). Excluding case 2 results in 𝑃̃0 becoming significantly anti-correlated (at the 95%262

confidence level) with half-life. A large range of half-life values is observed with very similar263

values of 𝑃̃0 for the sets of cases initialized during the slow decay of the spin-up TC (from day 7264

onwards). 𝜒0 is uncorrelated with half-life in the Control cases.265
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1) Model performance266

The physical pressure filling framework developed in section 2 permits an estimation of decay267

half-life, 𝑡1/2, using Equation 18 from initial TC state variables, 𝑃̃0, 𝑅𝑚𝑎𝑥0, 𝜒0, and 𝑘 . We first268

use values of 𝜒0, and 𝑘 estimated for each experiment to calculate the model half-life and compare269

these the to simulation half-life (Figure 3d). The model and simulation values are very highly270

correlated with an 𝑅2 value of 0.96 and and RMSE of 1.1 h. There is a mean positive bias in the271

model estimates of 0.8 h. We then use a constant 𝑘 equal to the mean value of 𝑘 for the Control272

experiments (𝑘 = 1.30) and perform the same comparison (Figure 3e). Model estimated half-life is273

still strongly correlated with simulation half-life with an 𝑅2 value of 0.82. The RMSE is 1.8 hours274

and the bias is slightly larger at 0.94 h. We can even make a further simplification by assuming275

both a constant (mean across cases) 𝑘 and 𝜒0 (𝜒0 = −0.026 m s−1) which gives 𝑅2 = 0.69, RMSE276

= 3.0 h and a bias of 0.97 h (Figure 3f). This simplification increases the error but still appears277

useful in the Control cases.278

As noted above, ‘initial’ values were taken at 𝑡 = 1.5 h after landfall in the simulations because279

of the apparent early shock response. If we use values of 𝑅𝑚𝑎𝑥 and 𝑃̃ taken at the moment of280

landfall (𝑡 = 0) with constant mean 𝑘 and 𝜒0 as above this slightly increases the correlation of the281

model estimates with simulation half-lives (𝑅2 = 0.74) and increases the RMSE (3.06 h) and bias282

(2.08 h).283

2) Model validation284

The initial density-weighted column radial wind speed, V𝑟 , is shown as a function of radius, 𝑟,285

for the Control cases in Figure 4a. There is an approximately linear increase ofV𝑟 from the centre286

out to 𝑅𝑚𝑎𝑥0. Goodness-of-fit 𝑅2 values for modellingV𝑟 varying linearly with 𝑟 during the decay287

are shown in Figure 4b. These remain high and in nearly all cases stay above 0.98 throughout the288
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decay. That V𝑟 varies linearly with 𝑟 from 𝑅𝑚𝑎𝑥0 to near 𝑟 = 0 throughout the decay means V𝑟289

at 𝑅𝑚𝑎𝑥0, 𝜒, divided by 𝑅𝑚𝑎𝑥0 is an appropriate approximation of the radial gradient ofV𝑟 near290

the centre. This is an empirical validation of the assumption made in Equation 9.291

The second assumption parameterises the core column speed as a function of pressure deficit.292

The parameter 𝑘 was estimated by using least squares regression and Equation 12 for each decay293

case on values from 𝑡 = 1.5 h to 𝑡 = 11.5 hours after the imposition of land, with 𝛾 left as a free294

variable in the regression. The mean value of 𝑘 was 1.30 in the Control cases with a standard295

deviation of 0.35. The mean goodness-of-fit parameter 𝑅2 in the Control cases was 0.89 suggesting296

the assumption that the core column speed, 𝜒, decays as 𝑃̃𝑘 holds reliably in the idealised decay297

experiments across a wide range of conditions. The values of 𝑘 and 𝑅2 for each case are listed in298

Table 1. 𝜒 as a function of 𝑃̃ with fitted decay curves are shown in Figure 4c.299

Decay of 𝑃̃ as function of time in the numerical simulations and as predicted by Equation 15300

when using values of 𝑘 and 𝜒0 evaluated per experiment is shown in Figure 4d. The mean RMSE301

across the Control experiments was 0.0012. When a constant mean 𝑘 is used the RMSE increases302

to 0.0020 (Figure 4e). Finally when using both constant mean 𝑘 and 𝜒0 the mean RMSE increases303

to 0.0028 (Figure 4f).304

c. Dry experiments305

The Dry runs decayed at twice the rate with a mean half-life of 4.8 hours. The half-life for each306

decay case is shown in Table 1. The decay half-life is shown as a function of initial TC parameters307

in Figure 5 for the Dry cases. The half-life is strongly correlated with 𝑅𝑚𝑎𝑥0 with an 𝑅2 value308

of 0.97 (p-values < 0.001). 𝑃̃0 is not significantly correlated (at the 95% confidence level) with309

half-life (𝑅2 = 0.12, p-value = 0.25). Again, excluding case 2, which may appear to be an outlier310

(Figure 5b), results in 𝑃̃0 becoming significantly anti-correlated (at the 95% confidence level) with311
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half-life. As in the control cases, a large range of half-life values is observed with very similar312

values of 𝑃̃0 for the sets of cases initialized during the slow decay of the spin-up TC (from day 7313

onwards). 𝜒0 is moderately correlated with the half-life in the Dry cases (𝑅2 = 0.54).314

1) Model performance315

We use Equation 18 using 𝑘 and 𝜒0 evaluated per experiment to calculate model estimate half-316

lives and compare these to the simulation half-lives in Figure 5d. The quantities are very highly317

correlated with 𝑅2 = 0.99 and an RMSE of 0.75 h. The model half-life has a mean positive bias of318

0.65 h. We then use a constant 𝑘 equal to the mean value of 𝑘 for the Dry experiments (𝑘 = 1.63)319

and perform the same comparison (Figure 5e). Model estimated half-life is still very strongly320

correlated with simulation half-life with an 𝑅2 value of 0.97. The RMSE is 0.68 h and the bias is321

at 0.61 h. We can again make the simplification of using a both a constant 𝑘 and 𝜒0 (mean across322

cases) for the Dry experiments (𝜒0 = −0.047 m s−1) which gives 𝑅2 = 0.93, RMSE = 1.57 h and a323

bias of 0.81 h. This simplification work remarkably well for the Dry cases.324

2) Model validation325

As for the Control cases we present model validation analysis in Figure 6. The initial column326

radial wind speed, V𝑟 , is shown as a function of radius, 𝑟 , in both the Control and Dry cases327

in Figure 6a. There is an approximately linear increase of V𝑟 from the centre out to 𝑅𝑚𝑎𝑥0.328

Goodness-of-fit 𝑅2 values for modelling V𝑟 varying linearly with 𝑟 during the decay remain high329

and in nearly all cases stay above 0.98.330

The mean value of 𝑘 was 1.63 with a standard deviation of 0.09. The mean goodness-of-fit331

parameter 𝑅2 in the Dry cases and 0.99 suggesting the assumption that the core column speed, 𝜒,332

decays as 𝑃̃𝑘 holds reliably in the idealised decay experiments across a wide range of conditions.333
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The values of 𝑘 and 𝑅2 for each case are listed in Table 1. 𝜒 as a function of 𝑃̃ with fitted decay334

curves are shown in Figure 6c.335

Decay of 𝑃̃ as function of time in the numerical simulations and as predicted by Equation 15336

when using values of 𝑘 and 𝜒0 evaluated per experiment is shown in Figure 6d. The mean RMSE337

across the Control experiments was 0.0029. When a constant mean 𝑘 is used the RMSE increases338

to 0.0030 (Figure 6e). Finally when using both constant mean 𝑘 and 𝜒0 the mean RMSE increases339

to 0.0040 (Figure 6f).340

d. Decay structure341

We now examine the structure of the azimuthal average tangential wind speed, 𝑣𝑡 , near the start342

of the decay and 10 hours into the decay for a control case (Figure 7a,b). We choose this case as343

a representative sample and find similar behaviour across all cases. In the Control case at 𝑡 = 1 h344

we find a well defined maximum 𝑣𝑡 at a height of approximately 1.5 km at approximately 20 km345

radius with speeds exceeding 90 m s−1. By 𝑡 = 10 h maximum speeds have reduced to around 40346

m s−1 but there are three local maxima, one at the top of the inflow layer close to Rmax, and two347

broad mid-level maxima at approximately 20 and 80 km. Similar analysis of azimuthal average348

radial wind speed, 𝑣𝑟 , shows that maximum boundary layer inflow speeds decay from over 40 m349

s−1 to 14 m s−1 over the period 𝑡 = 1 to 10 hours (Figure 7c,d). At 𝑡 = 1 hour a substantial outflow350

channel is apparent beginning at around 1 km near 𝑅𝑚𝑎𝑥 and rising outwards to the upper levels.351

Maximum outflow speeds reach 28 m s−1. By 𝑡 = 10 h the maximum outflow speed has reduced to352

5 m s−1.353

In the Dry case, the situation at 𝑡 = 1 h is similar to the Control with a low-level maximum 𝑣𝑡354

albeit with attenuated speeds (Figure 8a). However by 𝑡 = 10 h the picture is dramatically different,355

low-level speeds have largely been reduced to below 10 m s−1. However, a broad mid-level wind356
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speed maximum centred at a height of about 7 km and at a radius of 40 km has maintained with357

speeds above 50 m s−1 (Figure 8b). Analysis of 𝑣𝑟 shows that at 1 h the maximum inflow speed is358

26 m s−1, and outflow speeds are below 10 m s−1, substantially reduced compared to the Control359

case. By 10 h all radial wind speeds have reduced to only a few m s−1 even though a substantial360

vortex is still present in the mid-levels 8c,d).361

The maximum wind speeds at a height 10 m and 7 km is shown as a function of time for the362

Control and Dry case 5 in Figure 9. The 10 m and 7 km maximum wind speeds decay at a similar363

rate in the Control case falling to around half their initial values by around 𝑡 = 10 h. However in the364

Dry case the 7 km maximum wind speed decays at a much slower rate that the 10 m wind speed.365

The mid-level wind speeds is decoupled from the surface level wind speed. This phenomenon is366

apparent from immediately after the onset of decay until at least 𝑡 = 24 h when the maximum wind367

speed is 44 m s−1 at 7 km but only 6 m s−1 at 10 m. In summary, the surface wind speed is coupled368

to the mid-level wind in the Control case but decoupled in the Dry case.369

5. Discussion370

a. Simulations371

Our set of idealized land-induced decay numerical experiments cover a wide range of initial372

conditions with a range of Δ𝑃0/𝑅𝑚𝑎𝑥0 similar to those observations reported by Vickery (2005).373

The decay constants of the simulations also have a similar dependence on Δ𝑃0/𝑅𝑚𝑎𝑥0 as reported374

by Vickery (2005). This close match is perhaps surprising given the idealized nature of our375

experiments (instantaneous land, no translation, no shear) but gives confidence that our set of376

experiments does represent the range of TCs making landfall in nature and capture at least some377
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of the important physical processes which determine the rates at which they then decay. Therefore378

the simulations are useful to validate the assumptions of the analytic model.379

We find a strong dependence of simulated decay half-life of central pressure deficit on the initial380

radius of maximum wind speed, 𝑅𝑚𝑎𝑥0, in both the Control and Dry cases (Figures 3 and 5). This381

is especially clear in the Dry cases (𝑅2 = 0.97). In the more realistic Control cases the presence of382

convection fundamentally changes the decay process (see Section 1) leading to a noisier dependence383

of the half-life on 𝑅𝑚𝑎𝑥0 (𝑅2 = 0.76). This dependence of pressure deficit decay rate increasing384

inversely with the radius can be understood in terms of the dominant role of mass convergence385

during the decay.386

Control and Dry decay experiments initialized during the early stage of the Spin-up TC (case no.387

< 7) have similar half-lives with very different 𝑃̃0 whereas for cases initialized during the late stage388

of the Spin-up TC (case no. > 7) 𝑃̃0 stays approximately constant while the half-life changes. In389

fact the effect of the variation in 𝑃̃0 on the decay in the early stage cases is largely offset by a similar390

variation in 𝜒0, so variation in 𝑅𝑚𝑎𝑥0 dominates the changes in decay. In late stage experiments,391

when 𝑃̃0 is approximately constant, the effect of an increasing 𝑅𝑚𝑎𝑥0 is tempered by an increasing392

𝜒0. Overall this leads to the very strong correlation of 𝑅𝑚𝑎𝑥0 with the simulated half-life in our393

experiments. The relatively weak correlation between half-life and 𝑃̃0 in our Control (𝑅2 = 0.27)394

and Dry (𝑅2 = 0.12) simulations is certainly related to the limited variability of 𝑃̃ after day seven of395

the Spin-up simulation. This is a property of our simulations rather than a fundamental relationship396

between 𝑃̃0 and half-life.397

While the analytic decay model predicts a linear dependence of half-life on the 𝑅𝑚𝑎𝑥 and 𝑃̃0 and398

an inverse dependence on 𝜒0, most of the ‘skill’ in the half-life prediction in our sets of simulations399

comes from the variability of 𝑅𝑚𝑎𝑥0 (see correlations of half-life with 𝑅𝑚𝑎𝑥0, 𝑃̃0 and 𝜒0 in400

Figure 3). This can be partly explained through analysis of the coefficient of variation (CV) of the401
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parameters. The CV of 𝑅𝑚𝑎𝑥0 is approximately double that of both 𝑃̃0 and 𝜒0 in both the Control402

and Dry cases. Note this is not necessarily reflective of the statistics of real world landfalling403

TCs. Furthermore, 𝑅𝑚𝑎𝑥0 and 𝜒0 are not significantly correlated in the Control experiments404

(𝑅2 = 0.15, 𝑝 = 0.18) and have very different relationships with half-life. This supports our choice405

to parameterise the radial gradient of column-integrated radial wind speed, d𝑉d𝑟 , in terms of 𝑅𝑚𝑎𝑥0406

and 𝜒 in Equation 9 allowing 𝑅𝑚𝑎𝑥0 and 𝜒0 to be treated as independent variables controlling the407

rate of pressure filling and ultimately the half-life of the decay.408

The large vertical variability of the radial flow makesV𝑟 very difficult to directly observe for real409

cases, and 𝑘 is not directly observable and here is estimated from the decay simulation data. Hence410

estimating the decay half-life using the model requires knowledge of quantities not observable at411

the time of landfall. It is worth noting however that the model can still produce useful estimates412

of decay half-life even if constant estimates of 𝑘 and 𝜒0 are used. The model with 𝜒0 = 0.026 m413

s−1 and 𝑘 = 1.30 may therefore be a practical zero-order estimate of real decay half-lives without414

knowledge of 𝜒0 and 𝑘 . This half-life equation then depends only on the observable initial size415

and pressure deficit:416

𝑡1/2 ≈ 4𝑃̃0𝑅𝑚𝑎𝑥0 (20)

where 𝑡1/2 is the half-life in hours, 𝑃̃0 is the initial central pressure deficit fraction and 𝑅𝑚𝑎𝑥0417

is the initial radius of maximum surface wind speed in km and the dimensions of 𝜒 have been418

absorbed into the constant giving it units of h km−1. This is the simplest form of the decay within419

our framework.420
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1) Role of moisture421

We found that on average the Dry experiments half-life (4.8 h) decayed at approximately twice422

the rate of the Control experiments (10.5 h). Figure 8 shows that in a Dry case, a strong mid-level423

vortex persists after 10 h by which time surface friction has destroyed boundary layer wind speeds.424

The boundary layer has become decoupled from the vortex above it and the frictional braking425

effects from the surface roughness are felt only within this shallow layer. However in the Control426

case 5 the boundary layer is still coupled to the layer above with similar wind speeds seen in both427

after 10 h. The Dry decoupling results from the lack of convection and much reduced secondary428

circulation. The Control case transmits the frictional braking felt in the boundary layer into the429

vortex above though the vertical ascent of lower angular momentum. Thus the height of the vortex430

experiencing frictional braking is much larger in the Control case. Indeed, we can use the spin431

down half-life formula proposed by Eliassen and Lystad (1977) and Phillipson and Toumi (2021)432

to infer vortex height of 5.0 km for the Dry and 12.1 km in the Control cases.433

b. Analytic model434

The new analytic physically based framework allows estimates of decay half-life using three TC435

initial state parameters and a fitted parameter 𝑘 . It differs from other decay models in that it starts436

with considerations of mass flux and pressure rather than making only empirical assumptions.437

The model shows that the initial size of the inner core, represented as 𝑅𝑚𝑎𝑥, is a key parameter438

controlling the rate of land-induced decay, with the rate of decay inversely proportional to size.439

The choice of 𝑅𝑚𝑎𝑥 itself is somewhat arbitrary and any quantity reflecting the spatial scale of440

the inner core would give similar results. 𝑅𝑚𝑎𝑥 was chosen as it is a well-known, frequently441

used TC parameter and has been recorded for decades in historical TC databases. The linear442

dependence of the decay rate on 𝑅𝑚𝑎𝑥 predicted by the model offers a theoretical explanation443
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for the empirical result of Vickery (2005) who found the same linear dependence in the historical444

record of Atlantic hurricanes. Following Malkin (1959) and DeMaria et al. (2006) they suggest445

that “smaller storms would tend to decay more rapidly than larger storms since a relatively larger446

portion of the core of the storm is removed from the energy source more rapidly than in the case447

of a larger storm”. Our simulations confirm the observations, but our model shows that the decay448

rate is a more fundamental property of the TC vortex geometry and that for the same initial central449

pressure deficit and core column speed, a large storm will decay slower than a smaller storm.450

Existing theoretical wind speed decay models for TCs are framed in terms of the frictional451

interaction of the land surface with the TC, and how this leads to a reduction in surface wind speed452

over time. A theoretical model for turbulent surface drag driven spin-down of cyclones (Eliassen453

1971; Eliassen and Lystad 1977) is also successful in predicting the decay rate of hurricane strength454

𝑉𝑚𝑎𝑥 over the ocean (Montgomery et al. 2001) and land (Phillipson and Toumi 2021). That model455

predicts an algebraic form for the decay of angular momentum (or tangential speed) and a half-life456

which is proportional to the vortex height and inversely proportional to the drag coefficient, 𝐶𝐷 ,457

and the initial tangential speed. There is no explicit dependence of 𝑉𝑚𝑎𝑥 decay on size and458

this appears fundamentally different to our pressure model. Our model considers the mass in the459

column and the Eliassen model aims to explain the boundary layer wind at the surface.460

The surface pressure model also introduces a new concept, the core column speed, 𝜒 - a radial461

wind speed representative of the whole column at 𝑅𝑚𝑎𝑥0. The column theoretically captures all462

mass fluxes which make significant contributions to surface pressure tendency. We note that as463

shown in Figure 1 the core size as measured by 𝑅𝑚𝑎𝑥 tends to shrink during the first hours of the464

land-induced decay experiments. While this phenomenon is interesting in its own right and may465

prove important in a developing a full understanding of post-landfall dynamics, it is not directly466

relevant to the decay model we present because 𝜒 is defined at the initial radius of maximum467
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winds. We only require that the linearity assumption made in Equation 9 remains valid out to468

𝑅𝑚𝑎𝑥0 throughout the decay process we are modelling.469

𝜒0 is clearly a simplification of the many factors that affect radial flow at all heights. In practice470

𝜒0 is a small residual of the difference between the large outflow speeds at upper levels and large471

inflow speeds and will therefore depend on many physical processes governing inflow and outflow472

during the decay. Partly because of this difference of large numbers, the initial core column speed473

is not easily observable and even calculating it from instantaneous simulation output is challenging.474

This means that at present we could not evaluate 𝑡1/2 directly given standard real-world TCmetrics.475

However, given that we expect it to be governed by a combination of near-surface inflow related476

physics and upper level outflow related physics it maybe possible to parameterise 𝜒0 in terms of477

other, more readily available physical quantities. For example, we observe that 𝜒0 is dependent478

on the TC moisture through latent heating. In the Dry experiments, where convective heating is479

suppressed, the initial core column speed is almost double that in the Control cases. Finally, even480

just assuming a constant 𝜒0 value still enables useful predictions of the half-life.481

Equation 8 shows that the central pressure tendency is proportional to the central pressure. This482

leads to the result that the decay half-life is proportional to the initial pressure deficit (Equation483

18). That is, for a given initial radius of maximum wind speed and core column speed, TCs with484

a larger central pressure deficit, therefore smaller central pressure, decay more slowly. Larger485

pressure deficits take more time to fill and this makes intuitive sense. We can only expect to see486

this relationship in observations of landfalling TCs if we control for initial radius of maximumwind487

speed and core column speed (not observed). Even in our own small set of landfall simulations488

initial central pressure deficit is weakly anti-correlated with half-life. In observational studies489

Vickery and Twisdale (1995) and Vickery (2005) report that the decay rate increases with initial490

central pressure deficit. However, these studies did not clearly separate out the simultaneous effect491
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of size. At least some of the strongest storms could also be small. We note that the simulations492

(and thus our model) agree with the observations of the decay constants as function of the ratio493

of the pressure deficit and radius reported by Vickery (2005) (see Figure 2). Kaplan and Demaria494

(1995) show that storms with stronger surface winds (𝑉𝑚𝑎𝑥) decay more rapidly in agreement495

with the decay models of Phillipson and Toumi (2021) and Chen and Chavas (2021). Neither496

of these studies account for the effect of TC size. Furthermore, the decay in surface winds and497

surface pressure are at least partially decoupled, hence traditional wind-pressure relationships are498

not applicable during landfall decay. We may therefore expect decay rates of surface wind (𝑉𝑚𝑎𝑥)499

and pressure deficit to have different controlling factors.500

1) Model assumptions501

The derivation of our decay model makes two main assumptions. The first is that the column502

speed varies linearly with radius (Equation 9) from the centre to 𝑅𝑚𝑎𝑥0. This assumption appears503

justified by the results of the simulations. High 𝑅2 values throughout the decay in the Control504

and the Dry cases show that 𝜒 and 𝑟 are highly linear throughout the decay within the core. This505

suggests the assumption is robust as the cases cover a wide range of initial conditions and decay506

environments. However, the assumption does not hold during the initial shock response caused by507

our simulation experimental design, with large non-linear fluctuations near the centre (not shown).508

The second assumption, that 𝜒 decays as 𝑃̃𝑘 (Equation 12), also seems well-founded. In the509

Control experiments the mean 𝑘 parameter was 1.30, reasonably close to 1, at which the decay510

of central pressure deficit would appear exponential. Vickery (2005) amongst others assume511

exponential decays in the historical record of landfalling TCs. The mean 𝑘 in the Dry cases was512

significantly higher at 1.63. This difference in 𝑘 only leads to a 15% increase in 𝛽 from 0.77 to 0.87513

from the Control to the Dry simulations due to the form of Equation 19. This change actually acts514
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to increase the estimated half-life by 13%. The large reduction in half-lives in the Dry simulations515

is due to much larger 𝜒0 acting in opposition to the slightly larger values of 𝑘 .516

A larger 𝑘 in the Dry case reflects the faster radial inflow reduction for a similar pressure deficit517

reduction during the decay compared to the Control decay. In the Dry case almost all the filling518

happens in the boundary layer and this column speed is rapidly diminished as the inflow collapses.519

However, the estimated half-life is relatively insensitive to 𝑘 . We find using a mean value of 𝑘 for520

each of the Control and Dry experiment sets can be sufficient to predict the half-life (as in Figures521

3d and 5d).522

The approximationmade in obtaining Equation 14 depends on the central pressure deficit fraction523

being small (𝑃̃ ≪ 1). Fractional errors in the central pressure deficit fraction tendency due to this524

approximation are equal to the central pressure deficit fraction itself. In our simulations 𝑃̃ is usually525

below 0.1 so we expect errors in the tendency due to this approximation to be less than 10% and526

for the half-life less than that.527

2) Wider implications528

It is plausible that this pressure filling framework has wider applications as a zero order model.529

The decay of tropical cyclones over the ocean can also be considered in this framework. The530

detailed physical causes may be lower sea surface temperatures, wind shear and/or interactions531

with mid-latitude weather. In the model the effect of these physical causes is ultimately captured532

and collapsed into the column speed. Similarly, in the case of extra-tropical cyclones we suspect533

the model is also applicable. The physical cause of the column speed may vary but the half-life534

linear dependence on initial pressure deficit and size (due to the critical role of convergence) should535

be robust as they are derived from mass continuity. More research is required to confirm this.536

27



Here we find that the pressure filling half-life depends on the TC state itself, in particular the537

initial pressure and size. There will therefore be a strong dependence on initial conditions, the state538

of the TC at the time of landfall. This is quite different from a simple exponential decay where the539

time constant would just be dependent on environmental conditions and independent of the initial540

condition. It is not sufficient for forecasts just to know just the environmental conditions, which541

will affect, for example, the column speed. The strong dependence of the actual time evolution on542

the initial TC conditions makes it clear that forecasting land decay is very challenging.543

Given the limitations of the set of experiments examined here (idealized, limited sampling of544

initial states) a natural extension to this work would be to test the performance of this new model545

on a comprehensive set of realistic numerical simulations of landfalling TCs.546

6. Conclusion547

We propose a simple physically based analytical model of pressure filling after landfall and test548

it against simulations. The simulated half-life of the TC pressure deficit decay increases with TC549

size in a set of idealized land numerical simulations. When these simulations are simplified, by550

removing all moisture and therefore latent heating, the decay rate is doubled and the dependence551

on the size is made even clearer. Despite its simplifications the analytic model does give useful552

insight. A fundamental insight is that the central pressure deficit half-life is proportional to the553

initial core size. The initial pressure deficit and the initial core column speed are also important.554

This framework is quite different from a simple exponential decay.555
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Fig. 1. Overview of numerical simulation experiments showing central pressure deficit fraction 𝑃̃, maximum

azimuthal average 10 m wind speeds, 𝑉𝑚𝑎𝑥, and radius of 𝑉𝑚𝑎𝑥, 𝑅𝑚𝑎𝑥, as a function of time. Spin-up

simulation in blue, Land-induced decay experiments and Dry land-induced decay experiments in orange, and

green respectively.
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Fig. 2. Central pressure deficit exponential decay coefficient, 𝑎 = ln2
half−life , against initial central pressure deficit,

Δ𝑃0 divided by initial radius of maximum wind speed, 𝑅𝑚𝑎𝑥0, for the decay experiments (case numbers in red).

Solid line is linear fit to our experiments (R2 = 0.76). Dashed line is fit from Vickery (2005) Gulf Coast and

Florida Peninsula region, dotted line is all regions.
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Fig. 3. Simulated TC half-life of the Control cases against: (a) initial 𝑅𝑚𝑎𝑥, (b) initial 𝑃̃, (c) initial 𝜒, and (d,

e, f) model estimated half-lives with subscripts 𝑘 and 𝜒 indicating use of constant mean values of 𝑘 = 1.30 and

𝜒0 = −0.026 effectively. Model estimated half-lives evaluated using Equation 18.
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Fig. 4. The density-weighted column mean radial wind speed, V𝑟 , as function of radius, 𝑟 , at 𝑡 = 1.5 h from

the TC centre to the radius of maximum wind speed (a). Goodness-of-fit, 𝑅2, ofV𝑟 as a linear function of 𝑟 as a

function of time (b). Decay of simulated TC column radial wind speed at radius of maximum wind speed, 𝜒, as

a function of 𝑃̃, with power law fit (Equation 12) (c). Mean 𝑘 and goodness-of-fit parameter, 𝑅2, shown. 𝑃̃ as

a function of time with model prediction from Equation 15, with mean RMSE across the simulations (d), with

constant mean 𝑘 (e), and with both constant mean 𝑘 and 𝜒0 (f).
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Fig. 5. As in Figure 3 but for the Dry cases with 𝑘 = 1.63 and 𝜒0 = −0.047 m s−1.
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Fig. 6. As in Figure 4 but for the Dry experiments.
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Fig. 7. Azimuthally averaged tangential wind speed, 𝑣𝑡 and radial wind speed 𝑣𝑟 , as a function of radius, 𝑟,

and height, 𝑧, for the Control case 5 (a, c) 1 hour and (b, d) 10 hours after simulated landfall. Dotted lines are 0

contours, dashed contours show intervals of 20 m s−1.
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Fig. 8. As in Figure 7 but for the Dry case 5.
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Fig. 9. Maximum wind speed, 𝑉𝑚𝑎𝑥, as a function of time after simulated landfall at heights 10 m and 7 km

for the Control and Dry case 5.
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