Modelling landslide generated waves using the discontinuous finite element method
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Abstract

A new two-layer model for impulsive wave generation by deformable granular landslides is developed based upon a discontinuous Galerkin finite element discretisation. Landslide motion is modelled using a depth-averaged formulation for a shallow subaerial debris flow, which considers the bed curvature represented by the local slope angle variable and accounts for inter-granular stresses using Coulomb friction. Wave generation and propagation are simulated with the three-dimensional non-hydrostatic coastal ocean model \textit{Thetis} to accurately capture key features such as wave dispersion. Two different techniques are used in treating wetting and drying (WD) processes during the landslide displacement and wave generation, respectively. For the lower-layer landslide motion across the dry bed a classical thin-layer explicit WD method is implemented, while for the resulting free-surface waves interacted with the moving landslide an implicit WD scheme is utilised to naturally circumvent the artificial pressure gradient problem which may appear in the dynamic interaction between the landslide and water if using the thin-layer method. The two-layer model is validated using a suite of test cases, with the resulting good agreement demonstrating its capability in describing both the complex behaviours of granular landslides from initiation to deposition, and the consequent wave generation and propagation.
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1. Introduction

Impulsive waves in nature are often related to surface gravity waves caused by a sudden water displacement that may occur in reservoirs, rivers, fjords, and oceans [1]. Apart from earthquakes, landslides are commonly considered as one of the major sources of these waves [2]. These waves are also often referred to as tsunamis in the literature. Past tsunamis, such as those caused by the earthquake in Shikotan in 1994 [3], by the Canadian Grand Banks submarine landslide in 1929 [4], and by the subaerial landslide in Lituya Bay of Alaska in 1958 [5], generated serious humanitarian, economic and environmental impacts in coastal areas. Although significant tsunamis are arguably generated by earthquakes more frequently, landslide generated waves can create the largest hazard [6, 7]. In contrast to earthquakes, subaerial or submarine landslides can generate waves with relatively shorter wavelengths and stronger dispersive characteristics, and locally they may cause higher wave amplitudes and run-up heights along adjacent coastlines. It
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should also be noted that it is possible that an earthquake triggers a landslide [8], and that both may contribute to the generation of a tsunami [9–11].

Landslide generated waves represent the combination of two hazards — the landslide itself and any induced (tsunami) waves. For complete numerical simulation one has to consider both the landslide motion, typically with a prescribed rheological assumption, and the coupled and resulting hydrodynamics, including any induced waves. Considerable effort has gone into the study of landslide generated waves using various types of computational models based upon different levels of simplification of the underlying Navier-Stokes equations; for example, the shallow water equations [4, 12–14], Boussinesq wave equation [15–18], and non-hydrostatic pressure decomposed equations [19–22] have been utilised. A computational fluid dynamics (CFD) based approach, e.g. multi-phase flow models solving the full Navier-Stokes equations with a free surface tracking method, is also an alternative approach to accurately reproduce the entire process of the slide motion and its complicated interactions with surrounding water [23–29]. However, its significant computational costs limit the applications of CFD approaches over relatively limited spatial and temporal scales.

In terms of landslide motion, there are generally two approaches taken for large scale simulations. One is to treat the landslide as a rigid solid, potentially with prescribed kinematics obtained from a semi-empirical formulation, while the other is to consider the slide as a deformable object with a particular rheology. In the former the slide motion can be integrated into wave generation/propagation models via an approach that may be interpreted as a moving bottom boundary condition, i.e. one-way coupling where bottom boundary deformations act on the free surface. Although this treatment is widely applied to submarine slides [30–33], and replicates certain simplified lab cases, the inability to capture landslide deformation may limit its application to realistic cases where the deformation of the landslide shape may be important. It should be noted that if the deformation is known a priori it is generally readily feasible to impose it within an otherwise “rigid” block approach [34]. As confirmed by some experimental and numerical studies [35–39], landslide deformation can significantly affect the shape of the slide as well as the impact height and velocity in the case of subaerial slides. The resulting wave amplitudes can be overestimated by models which treat the slide as a solid mass [19, 40–42]. In this sense, allowing the slide to naturally deform can be beneficial for the accurate representation of landslide generated waves.

Among the methodologies available to simulate deformable slides, various rheological models have been used to represent the behaviours of the slides. In terms of submarine landslides, a popular approach is to model the slide and its surrounding water as separate fluids with different properties. For example, based upon the long wave approximation [12] proposed a depth-averaged model where water was taken to be inviscid and incompressible while the deformable slide was treated as a Newtonian, viscous fluid layer. This was further developed and applied to some realistic cases, e.g. in [13] and [43]. Moreover, the slide can also be assumed to be a non-Newtonian fluid, such as by adopting a Bingham rheology [44, 45]. Another alternative approach is to model the slide as a mixture of sediment and water driven by the setting velocity and baroclinic pressure [19, 46, 47].

The deformable landslide and resulting wave generation and propagation can be simulated by the above described approaches and models with reasonable accuracy in the submarine slide case. However, for subaerial slides the fluid based slide models cannot reproduce well the overall landslide motion from the initial sliding on the hillslope to the final deposition, since the laminar viscous fluid or Bingham viscoplastic fluid rheologies cannot properly account for the inter-granular stresses and basal pore water pressure in landslides. Based on depth-averaged formulations for shallow subaerial debris flows
numerical models that consider the subaerial landslide as a dense grain-fluid mixture and its motion as debris flow, were applied to describe the granular behaviour of submarine [51–54] and subaerial landslides [20, 21, 55–59]. These models accounted for the inter-granular stresses using a Coulomb friction approach.

In this study we adopt the Savage–Hutter (SH) formulation [48] as that used in [20, 21, 52, 54, 58] to describe the landslide as a granular flow. Different from the models of [20, 21, 58] based on the flat bed-normal coordinate system, the present work follows the formulation of [52, 54], which takes the effects of bottom curvature into account introducing a local slope angle under the hypothesis of small variation of the curvature [60]. In the work presented here, we extend the original two-dimensional (2D) form of equations to the three-dimensional (3D) one with only considering the x-direction bed curvature.

Following the underlying SH theory [48], many granular landslide models were developed and applied, e.g. [20, 21, 51, 52, 54, 55, 58, 59]; however, they are all based on finite volume (FV) or finite difference (FD) methods. To the best of the authors’ knowledge this study represents the first application of a finite element based discretisation for modelling tsunami wave generation from granular landslides based upon the SH theory.

In the context of more general landslide-induced wave applications, recent advances in particle or meshless methods should be acknowledged that are also suited to this type of problem [61–66]. Although this kind of approach allows for the more accurate representation of the constitutive relation among the material particles within the landslide, it is still a challenge to directly apply meshfree particle methods to large-scale applications due in part to significant computational costs and the disparity between horizontal and vertical lengths scales. The work in this study, presenting one of the first demonstrations of the discontinuous Galerkin based finite element (DG-FE) discretisation, hence focuses on mesh based modelling.

A DG-FE based two-layer granular landslide and wave generation coupled model is thus developed within the coastal ocean model Thetis [22, 47, 67–69]. For this work one of the main objectives is to introduce an applicable two-layer model applying the discontinuous Galerkin method to the modelling of granular landslide generated waves. The DG method offers high-order accuracy, is strictly conservative locally, while also inheriting the geometric flexibility of FE and FV methods [47]. During the whole processes of subaerial landslide motion and its generated wave run-up, significant wetting and drying (WD) processes occur and thus efficient WD methods are required to accurately capture the moving WD front. In this work, a well-balanced vertex-based WD method [70, 71], compatible with the Runge-Kutta DG-FE based approximation, is implemented in Thetis combined with a Harten–Lax–van Leer–Contact (HLLC) Riemann solver [72] resolving the dry bed flux especially at the WD front during granular landslide movement.

The remainder of the paper is structured as follows. The governing equations for both the granular landslide and wave generation are presented in Section 2. The finite element discretisation, time integration scheme and wetting and drying techniques are introduced in Section 3. Numerical benchmarking against several test cases is demonstrated in Section 4, followed by conclusions in Section 5.

2. Mathematical formulation

In this work, a two-layer model is developed for granular landslide generated waves. Slide motion (the lower-layer) is represented through a depth-averaged granular model, while wave generation and propagation (the upper-layer) are modelled using the three-dimensional coastal ocean model Thetis. The formulations for this coupled system are presented separately in this section.
2.1. Lower-layer granular landslide

Following [73], the landslide motion is treated via the flow of a grain-fluid Coulomb mixture. Assuming the flow is incompressible, the starting system of equations in the Cartesian coordinate system read

\[ \nabla \cdot \mathbf{v} = 0, \]  
\[ \rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla \cdot \mathbf{T} + \rho \nabla (\mathbf{g} \cdot \mathbf{x}), \]  
\[ \rho = \gamma_s \rho_s + \gamma_f \rho_f, \quad \mathbf{v} = \left( \gamma_s \rho_s \mathbf{v}_s + \gamma_f \rho_f \mathbf{v}_f \right)/\rho, \quad \mathbf{T} = \mathbf{T}_s + \mathbf{T}_f. \]

Here \( \rho \) is the mixture density, and \( \mathbf{v} = [v_x, v_y, v_z]^T \) is the mixture velocity. \( \mathbf{g} = [0, 0, -g]^T \) represents the gravitational acceleration. \( \mathbf{x} = (x, y, z) \) denotes Cartesian coordinate, and \( \nabla = \left[ \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right] \) is the gradient operator in the Cartesian coordinate system. \( \mathbf{T} \) is the stress tensor and normal stresses are defined as positive in compression. It is assumed that the granular quantities have contributions from both the solid and fluid phases denoted by the superscript ‘s’ and ‘f’, respectively, and both phases have the same velocity [73]. Those variables with no superscript represent the final mixture of solid and fluid phases with corresponding volume fractions \( \gamma_s \) and \( \gamma_f \), respectively, where \( \gamma_s + \gamma_f = 1 \).

Figure 1: Sketch of the two-layer system with model parameters defined. The lower-layer landslide motion is along the non-erodible bottom \( b \) with the curvature represented by the local slope angle \( \theta \).

Equations (1) and (2) are then transferred to a local coordinate system over the non-flat bed denoted by \( z = b(x) \). For the sake of simplicity, this study only considers the \( x \)-direction bed curvature with a local slope angle \( \theta \) (see Fig. 1). We simply extend the two-dimensional transformation matrix in [52] to the following three-dimensional one,

\[ \nabla_k(x', z') = \frac{1}{J} \begin{bmatrix} \cos \theta & 0 & \sin \theta \\ 0 & I & 0 \\ -J \sin \theta & 0 & J \cos \theta \end{bmatrix}, \quad J = 1 - z' \frac{d \theta}{dx'}, \]  

where \( \theta \) is only related to the \( x' \)- and \( z' \)-components of the local coordinate system \( x' = (x', y', z') \). \( x' \) represents the curve length of the bottom, and \( z' \) denotes the distance measured perpendicular to the bottom. \( J \) is the Jacobian of the change of variables, and
for a non-erodible bed \( \frac{d\theta}{dx} = \frac{d\theta}{d\chi} \) is valid. Following [52], the transferred equations in the new local coordinate system are

\[
\frac{\partial v_{x'}}{\partial x'} + \frac{\partial v_{y'}}{\partial y'} + \frac{\partial v_{z'}}{\partial z'} = 0,
\]

\[
\rho \left[ \frac{\partial v'_{x'}}{\partial t} + \frac{\partial v^2'_{x'}}{\partial x'} + \frac{\partial v'_{x'v'}}{\partial y'} + \frac{\partial v'_{x'v'}}{\partial z'} \right] = \rho \frac{\partial (g \cdot x)}{\partial x'} - \frac{\partial T_{x'v'}}{\partial y'} - \frac{\partial T_{x'v'}}{\partial z'},
\]

\[
+ \rho v_{z'} \left( \frac{\partial v'_{x'}}{\partial x'} + \frac{\partial v'_{y'}}{\partial y'} + \frac{\partial v'_{z'}}{\partial z'} \right) + T_{x'z'} \frac{d\theta}{dx'},
\]

\[
\rho \left[ \frac{\partial v'_{y'}}{\partial t} + \frac{\partial v'_{y'v'}}{\partial x'} + \frac{\partial v'_{y'v'}}{\partial y'} + \frac{\partial v'_{y'v'}}{\partial z'} \right] = -\frac{\partial T_{y'v'}}{\partial x'} - \frac{\partial T_{y'v'}}{\partial y'} - \frac{\partial T_{y'v'}}{\partial z'},
\]

\[
\rho \left[ \frac{\partial v'_{z'}}{\partial t} + \frac{\partial v'_{x'v'}}{\partial x'} + \frac{\partial v'_{y'v'}}{\partial y'} + \frac{\partial v'_{y'v'}}{\partial z'} \right] = \rho \frac{\partial (g \cdot x)}{\partial z'} - \frac{\partial T_{z'v'}}{\partial x'} - \frac{\partial T_{z'v'}}{\partial y'} - \frac{\partial T_{z'v'}}{\partial z'},
\]

\[
- \rho v_{x'} \left( \frac{\partial v'_{x'}}{\partial x'} + \frac{\partial v'_{y'}}{\partial y'} + \frac{\partial v'_{z'}}{\partial z'} \right) - T_{x'z'} \frac{d\theta}{dx'},
\]

where \( v'_{x'}, v'_{y'}, \) and \( v'_{z'} \) are the velocity components based on the local slope coordinate. Note that no coordinate transformation terms are present in (7), since no \( y \)-direction bed curvature is considered in the present work for simplicity. The coordinate transformation terms in (6) and (8) can also be further clarified as follows

\[
\rho v_{z'} \left( \frac{\partial v'_{x'}}{\partial x'} + \frac{\partial v'_{y'}}{\partial y'} + \frac{\partial v'_{z'}}{\partial z'} \right) = \rho v_{x'} v_{z'} \frac{d\theta}{dx'},
\]

\[
\rho v_{x'} \left( \frac{\partial v'_{x'}}{\partial x'} + \frac{\partial v'_{y'}}{\partial y'} + \frac{\partial v'_{z'}}{\partial z'} \right) = \rho v_{x'}^2 \frac{d\theta}{dx'},
\]

which is valid given that no bed curvature in the \( y \)-direction is considered.

For the landslide layer, kinematic boundary conditions at the slide surface \( z' = h_s \) and the non-erodible bottom \( (z' = 0) \) are given by

\[
v'_{x'} = \frac{\partial h_s}{\partial t} + v_{x'} \frac{\partial h_s}{\partial x'} + v_{y'} \frac{\partial h_s}{\partial y'} \quad \text{at} \quad z' = h_s,
\]

\[
v'_{x'} = 0 \quad \text{at} \quad z' = 0,
\]

and dynamic boundary conditions are [54]

\[
\mathbf{n_i} \cdot (\mathbf{T}'^{(1)} - \mathbf{T}'^{(2)}) \mathbf{n_i} = 0 \quad \text{at} \quad z' = h_s,
\]

\[
\mathbf{T}'^{(2)} \mathbf{n}_b - \left( (\mathbf{T}'^{(2)} \mathbf{n}_b) \cdot \mathbf{n}_b \right) \mathbf{n}_b = \begin{pmatrix}
-\mathbf{n}_b \cdot (\mathbf{T}'^{(2)} - \mathbf{T}'^{(1)}) \mathbf{n}_b \cdot \frac{v_{x'}}{\sqrt{v_{x'}^2 + v_{y'}^2}} \tan \phi_b \\
-\mathbf{n}_b \cdot (\mathbf{T}'^{(2)} - \mathbf{T}'^{(1)}) \mathbf{n}_b \cdot \frac{v_{y'}}{\sqrt{v_{x'}^2 + v_{y'}^2}} \tan \phi_b \\
0
\end{pmatrix} \quad \text{at} \quad z' = 0,
\]

where \( h_s \) is the thickness of landslide perpendicular to the bottom. \( \mathbf{n}_i \) and \( \mathbf{n}_b \) are the exterior unit normal vectors at the slide-water interface and the bottom, respectively. The superscript \( (1) \) and \( (2) \) denote the upper water layer and the lower slide layer, respectively. \( \phi_b \) is the basal friction angle, and it is noted that the Coulomb-type friction law presented in (14) takes into account the buoyancy effects from the fluid layer where grains are submerged.

Next, the model equations (5)–(8) are integrated in the direction normal to the bed. In the integration process, \( \frac{d\theta}{dx} \) is assumed to be \( O(\epsilon) \) [52] \( (\epsilon = H'/L' \) with \( H' \) and \( L' \) representing the characteristic lengths in the \( x' \) and \( z' \) directions), and \( z' \frac{d\theta}{dx} \) is supposed to
be small. \( J = 1 - z' \frac{d\theta}{dx} \) is then reduced to \( J = 1 \) up to second order, and hence we drop \( J \) in the following derivation. The underlying hypothesis is based on small variations of the bed curvature considered in this study. For the test cases that meet the criteria of small variations of bed curvature, it can be expected that reducing \( J \) to second order does not affect the accuracy of the results. Similarly, the integration of the term \( T_{x'z'} \frac{d\theta}{dx} \) in (6), i.e.

\[
\int_0^{h} T_{x'z'} \frac{d\theta}{dx'} dz' = T_{x'z'} \left[ \frac{d\theta}{dx'} \right]_{z'=h}^{z'=0},
\]

is also supposed to be a small value compared with other terms, and can be dropped here.

Using the boundary conditions, integrating (5)–(7) over the slide thickness, and dropping high-order terms as in [52, 54], we obtain the depth-integrated continuity and horizontal momentum equations

\[
\frac{\partial h_x}{\partial t} + \frac{\partial h_x \bar{v}_{x'}}{\partial x'} + \frac{\partial h_x \bar{v}_{y'}}{\partial y'} = 0,
\]

(15)

\[
\rho \left[ \frac{\partial h_x \bar{v}_{x'}}{\partial t} + \frac{\partial h_x \bar{v}_{x'}^2}{\partial x'} + \frac{\partial h_x \bar{v}_{x'} \bar{v}_{y'}}{\partial y'} \right] = \int_0^{h} \rho \left[ \frac{\partial (g \cdot x)}{\partial x'} \right] dz' - \int_0^{h} \left[ \frac{\partial T_{x'x'}}{\partial x'} + \frac{\partial T_{y'x'}}{\partial y'} + \frac{\partial T_{z'x'}}{\partial z'} \right] dz',
\]

(16)

\[
\rho \left[ \frac{\partial h_x \bar{v}_{y'}}{\partial t} + \frac{\partial h_x \bar{v}_{y'}^2}{\partial x'} + \frac{\partial h_x \bar{v}_{x'} \bar{v}_{y'}}{\partial y'} \right] = - \int_0^{h} \left[ \frac{\partial T_{y'y'}}{\partial x'} + \frac{\partial T_{y'y'}}{\partial y'} + \frac{\partial T_{z'y'}}{\partial z'} \right] dz',
\]

(17)

where \( \bar{v}_{x'} \) and \( \bar{v}_{y'} \) are depth-averaged velocities in the \( x' \) and \( y' \) directions, respectively. Note that the over-bar notation implies a depth-average quantity throughout.

Given the much larger ‘horizontal’ length scale of most of the slide scenarios under consideration are in comparison to the ‘vertical’, the vertical momentum equation can be first reduced to

\[
\frac{\partial T_{z'z'}}{\partial z'} = \rho \frac{\partial (g \cdot x)}{\partial x'} - \rho \bar{v}_{x'} \frac{d\theta}{dx'},
\]

(18)

i.e.

\[
\frac{\partial T_{z'z'}}{\partial z'} + \frac{\partial T_{z'z'}}{\partial z'} = \rho \left[ -g(b + z' \cos \theta) \right] - \rho \bar{v}_{z'} \frac{d\theta}{dx'},
\]

(19)

where \( T_{z'z'} \) and \( T_{z'z'} \) are \( z' \)-direction normal stresses in solid and fluid phases, respectively. Then integrating (19) over the landslide depth, we obtain

\[
T_{z'z'} |_{z'=0} = \rho gh_x \cos \theta + \rho h_x \bar{v}_{z'}^2 \frac{d\theta}{dx'} + T_{z'z'} |_{z'=h_x} + T_{z'z'} |_{z'=h_x} - T_{z'z'} |_{z'=0}.
\]

(20)

For the sake of simplicity, \( |_{z'=0} \) and \( |_{z'=h_x} \) are replaced by subscripts ‘b’ and ‘h’ denoting the bed and landslide-water interface, respectively, and hence (20) becomes

\[
T_{z'z'}^b = \rho gh_x \cos \theta + \rho h_x \bar{v}_{z'}^2 \frac{d\theta}{dx'} + T_{z'z'}^s + T_{z'z'}^f - T_{z'z'}^f.
\]

(21)

Given the upper-layer fluid pressure at the interface \( P^f_h = T_{z'z'}^f + T_{z'z'}^f \), a distribution factor \( \lambda_1 \) is introduced to describe the contribution from the fluid and solid phases of the lower layer [52], i.e. \( T_{z'z'}^f = \lambda_1 P^f_h \) and \( T_{z'z'}^s = (1 - \lambda_1) P^f_h \). Furthermore, assuming
the pressure in the fluid phase is linearly dependent on the landslide depth, the pore pressure at the bed can be related to that at the interface via

$$T_{z'z''}^s = T_{z'z''}^f + \lambda_2 \rho^f g h_s \cos \theta,$$  \hspace{1cm} (22)

and the depth-averaged pressure is

$$T_{z'z''}^f = \frac{1}{2} \left( T_{z'z''}^f + T_{z'z''}^h \right) = \lambda_1 P_h^f + \frac{1}{2} \lambda_2 \rho^f g h_s \cos \theta,$$  \hspace{1cm} (23)

where $\lambda_2$ is another factor defined by [49] to control what percent of the normal pressure comes from fluid phase through the lower granular layer. Both the factors $\lambda_1$ and $\lambda_2$ are determined through calibration such as laboratory measurements. Note that $\lambda_1 = 0$ implies the isolation of the pore fluid from the upper water layer, while $\lambda_1 = 1$ represents the continuity of the fluid pressure between the lower grain-fluid mixture layer and the upper water layer.

Substituting (22) into (21), the normal stress in the solid phase at the bed is given by

$$T_{z'z''}^s = (1 - \lambda_1) P_h^f + \left( \rho - \lambda_2 \rho^f \right) g h_s \cos \theta + \rho h_s \bar{v}_s^2 \frac{d \theta}{dx'},$$  \hspace{1cm} (24)

and the depth-averaged value is

$$T_{z'z''}^f = (1 - \lambda_1) P_h^f + \frac{1}{2} \left( \rho - \lambda_2 \rho^f \right) g h_s \cos \theta + \frac{1}{2} \rho h_s \bar{v}_s^2 \frac{d \theta}{dx'}.$$  \hspace{1cm} (25)

The stresses in the $x'$-direction momentum equation can be formulated as follows

$$-\int_0^{h_s} \left[ \frac{\partial T_{x'x'}}{\partial x'} + \frac{\partial T_{y'x'}}{\partial y'} + \frac{\partial T_{z'x'}}{\partial z'} \right] dz' = -\left[ \frac{\partial (h_s \bar{T}_{x'x'})}{\partial x'} + \frac{\partial (h_s \bar{T}_{y'x'})}{\partial y'} \right] + \frac{\partial h_s}{\partial x'} T_{x'x''} + \frac{\partial h_s}{\partial y'} T_{y'x''} + T_{z'x'b} - T_{z'x'h},$$  \hspace{1cm} (26)

in which the Leibniz integral rule is applied. Constitutive relations can be applied to relate normal and shear stresses of each phase. The fluid phase of the Coulomb mixture is assumed as homogeneous and an isotropic stress is defined, i.e. $T_{x'x'}^f = T_{y'x'}^f = T_{z'x'}^f$.

Terms of the anisotropic solid phase, the normal stresses $T_{x'x'}^s$ and $T_{y'x'}^s$ are related to the $z'$-direction normal stress $T_{z'z'}^s$ through a coefficient of lateral earth pressure $k_{a/p}$ derived from Coulomb theory:

$$T_{x'x'}^s = T_{y'x'}^s = k_{a/p} T_{z'z'}^s.$$  \hspace{1cm} (27)

For frictional granular material, the earth pressure coefficient $k_{a/p}$ (sometimes represented by $k_{act/pas}$ in literature) can be taken to be [48, 49]

$$k_{a/p} = \begin{cases} \frac{1}{2} \left[ 1 - \cos^2 \phi_i \right] \frac{\cos^2 \phi_i}{1 + \sin^2 \phi_i} - 1 & \text{if } \phi_i \geq \phi_b, \\
\frac{1}{2} \left[ 1 - \cos^2 \phi_i \right] \frac{\cos^2 \phi_i}{1 + \sin^2 \phi_i} & \text{if } \phi_i < \phi_b \end{cases}$$  \hspace{1cm} (28)

where $\phi_i$ is the internal friction angle, and $\phi_b$ is the basal friction angle. For divergent depth-averaged flow which is indicated by $\frac{\partial \bar{v}_{x'}}{\partial x'} + \frac{\partial \bar{v}_{y'}}{\partial y'} > 0$, the sign $\mp$ is negative and $k_{a/p}$ corresponds to $k_{act}$; for convergent flow the sign $\mp$ is positive and $k_{a/p}$ corresponds to $k_{pas}$.

In terms of $\frac{\partial \bar{v}_{x'}}{\partial x'} + \frac{\partial \bar{v}_{y'}}{\partial y'} = 0$, $k_{a/p} = (k_{act} + k_{pas})/2$ can be considered for this case and hence $k_{a/p} = 1 + \tan^2 \phi_i$ [52].
Assuming that all stresses inside the landslide increase linearly with landslide thickness, we obtain

\[ T_{x'x'} = k_{u/p} T_{x'x'}^f + T_{x'x'}^f = \left( \lambda_1 + k_{u/p} (1 - \lambda_1) \right) P_h, \]  
and the depth-averaged normal ones

\[ T_{x'x'} = k_{u/p} T_{x'x'}^s + T_{x'x'}^f \]

\[ = \left( \lambda_1 + k_{u/p} (1 - \lambda_1) \right) P_h + \frac{1}{2} \left( \lambda_2 P_f + k_{u/p} (\rho - \lambda_2 P_f) \right) g h_s \cos \theta + \frac{1}{2} k_{u/p} \rho h_s \ddot{v}^2 \frac{d\theta}{dx}. \]  

The shear stresses \( T_{y'x'} \) in (26) can also be expressed as [20]

\[ T_{y'x'} = -\text{sign}(S_{x'y'}) T_{x'y'}^s \sin \phi_i, \]  
where \( S_{x'y'} \) is the rate of strain indicated by \( \frac{1}{2} \left( \frac{\partial u}{\partial y'} + \frac{\partial v}{\partial x'} \right) \), and note that the fluid shear stress are negligible as compared with the Coulomb friction they are insignificant. Similarly, we obtain

\[ T_{y'x'} = -\text{sign}(S_{x'y'}) k_{u/p} (1 - \lambda_1) P_h \sin \phi_i, \]

\[ T_{y'y'} = -\text{sign}(S_{y'y'}) k_{u/p} \left( (1 - \lambda_1) P_h + \frac{1}{2} (\rho - \lambda_2 P_f) g h_s \cos \theta + \frac{1}{2} \rho h_s \ddot{v}^2 \frac{d\theta}{dx} \right) \sin \phi_i. \]

Furthermore, the Coulomb-type friction law gives the shear stress at the bed

\[ T_{z'x'b} = -T_{z'x'b} \frac{\ddot{v}}{[\ddot{v}]} \tan \phi_b = - \left( (1 - \lambda_1) P_h + (\rho - \lambda_2 P_f) g h_s \cos \theta + \rho h_s \ddot{v} \frac{d\theta}{dx} \right) \frac{\ddot{v}}{[\ddot{v}]} \tan \phi_b. \]

The shear stress at the layer interface \( T_{x'x'} \) and \( T_{y'y'} \) are represented by the friction between the upper and lower layers [52]:

\[ \text{fric}_x \left( u^f_{x'}, \ddot{v} \right) = -\rho f K_{in} \left| u^f_{x'} - \ddot{v} \right| \left( u^f_{x'} - \ddot{v}_{x'} \right), \]

\[ \text{fric}_y \left( u^f_{y'}, \ddot{v} \right) = -\rho f K_{in} \left| u^f_{y'} - \ddot{v} \right| \left( v^f_{y'} - \ddot{v}_{y'} \right), \]

where \( u^f_{x'} = [u^f_{x'}, v^f_{x'}]^T \) stands for the upper-layer fluid velocity near the landslide-water interface, and \( K_{in} \) is a positive constant.

The gravity based term in the \( x' \)-direction momentum equation is evaluated as follows

\[ \int_0^{h_s} \rho \frac{\partial (g \cdot x)}{\partial x'} d z' = \int_0^{h_s} \rho \frac{\partial [-g(b + z' \cos \theta)]}{\partial x'} d z' \]

\[ = -\rho g h_s \frac{\partial b}{\partial x'} + \frac{1}{2} \rho g h_s^2 \sin \theta \frac{d\theta}{dx'}. \]

Note that the term in (9) containing the vertical velocity vanishes in the integration process due to the shallow domain considered.

Analogously, all the stresses in the \( y' \) direction in the depth-averaged momentum equation can be obtained. Then substituting all evaluated terms, and re-transforming the model equations to the Cartesian coordinate system based on the following relations,

\[ \frac{\partial}{\partial x'} = \cos \theta \frac{\partial}{\partial x}, \quad \frac{\partial}{\partial y'} = \frac{\partial}{\partial y}, \quad h = \frac{h_s}{\cos \theta}, \quad p = h \ddot{v}_{x'}, \quad q = h \ddot{v}_{y'}, \]  
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we finally obtain the granular flow equations in divergence form in the Cartesian coordinate system

$$
\frac{\partial \mathbf{W}}{\partial t} + \nabla_h \cdot \mathbf{F}(\theta, \mathbf{W}) = \mathbf{S}(\theta, \mathbf{W}),
$$

(39)

where $\nabla_h = \left[ \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right]$ is the horizontal gradient operator, $\mathbf{W}$ is a vector defined as $\mathbf{W} \equiv [h, p, q]^T$, and the flux matrix $\mathbf{F} = [F_x, F_y]$ are given by

$$
F_x = \begin{bmatrix}
  p\cos\theta \\
  \frac{p^2}{h}\cos\theta + \frac{1}{2} \Lambda_2 gh^2 \cos^2\theta \\
  \frac{pq}{h}\cos\theta \\
\end{bmatrix}, \quad F_y = \begin{bmatrix}
  \frac{q}{h} \\
  \frac{q^2}{h} + \frac{1}{2} \Lambda_2 gh^2 \cos^2\theta \\
\end{bmatrix},
$$

(40)

with $\Lambda_1 = \lambda_1 + k_{ab}^2(1 - \lambda_1)$, $\Lambda_2 = r\lambda_2 + k_{ab}^2(1 - r\lambda_2)$ and $r = \frac{\rho_i}{\rho}$. The source term is $\mathbf{S} = \mathbf{S}_g + \mathbf{S}_r + \mathbf{S}_c$. The gravity related term $\mathbf{S}_g$ and the coupling term between the upper and lower layer $\mathbf{S}_c$ are given by

$$
\mathbf{S}_g = \begin{bmatrix}
  0 \\
  -gh\cos\theta \frac{\partial h}{\partial x} - \frac{1}{4} gh^2 \cos\theta \frac{\partial \cos^2\theta}{\partial x} \\
  0
\end{bmatrix}, \quad \mathbf{S}_c = \begin{bmatrix}
  0 \\
  -\frac{\Lambda_1}{\rho^2} \frac{h\cos\theta}{\sin\phi_i} \frac{\partial p}{\partial x} - \frac{\text{fric}_x}{\rho \cos\theta} \\
  -\frac{\Lambda_1}{\rho^2} \frac{h\cos\theta}{\sin\phi_i} \frac{\partial p}{\partial y} - \frac{\text{fric}_y}{\rho \cos\theta}
\end{bmatrix},
$$

(41)

and $\mathbf{S}_r = [0, S_{rx}, S_{ry}]^T$ is the main stress term, in which

$$
S_{rx} = -\frac{(1 - \lambda_1)P_{hi}^f}{\rho \cos\theta} + (1 - r\lambda_2)gh\cos\theta + \frac{p^2}{h} \frac{\partial \sin\theta}{\partial x} \frac{p}{\sqrt{p^2 + q^2}} \tan\phi_b \\
+ \text{sign}(S_{xy}) k_{ab} h \left[ \frac{1 - \lambda_1}{\rho} \frac{\partial P_{hi}^f}{\partial y} + (1 - r\lambda_2)gh \frac{\partial \cos^2\phi}{\partial y} \right] \sin\phi_i,
$$

(42)

$$
S_{ry} = -\frac{(1 - \lambda_1)P_{hi}^f}{\rho \cos\theta} + (1 - r\lambda_2)gh\cos\theta + \frac{p^2}{h} \frac{\partial \sin\theta}{\partial x} \frac{q}{\sqrt{p^2 + q^2}} \tan\phi_b \\
+ \text{sign}(S_{xy}) k_{ab} h \left[ \frac{1 - \lambda_1}{\rho} \cos\phi \frac{\partial P_{hi}^f}{\partial x} + (1 - r\lambda_2)gh \frac{\partial \cos^2\phi}{\partial x} \right] \sin\phi_i.
$$

(43)

It should be noted that under the hypothesis of small variations of the bed curvature considered here the higher-order residual terms related to bed curvature in the coordinate transformation have been dropped as in the dimensional analysis of [52, 54].

2.2. Upper-layer wave generation

The landslide wave generation and its subsequent propagation are modelled using a non-hydrostatic (NH) version of the 3D DG-FE based coastal ocean model Thetis [22, 47, 68]. A series of NH formulations are included in Thetis, including a multi-layer model [68], an Arbitrary Lagrangian Eulerian (ALE) based model [22] and a $\sigma$-coordinate based model [47], all of which can accurately simulate the free-surface water waves present in the upper-layer. In [47], it is demonstrated that the multi-layered approach is fully consistent with the $\sigma$-coordinate formulation with a specific vertically discretised form.
of model equations, and that the $\sigma$-transformation approach can be considered equivalent to the ALE approach with a particular type of mapping. The current work hence adopts the $\sigma$-coordinate based model for the representation of the upper-layer free-surface waves.

The governing equations, i.e. the 3D incompressible Navier-Stokes equations, are transformed into a $\sigma$-coordinate system based on the relations \[74, 75\]

\[\begin{align*}
    t &= t^*, \\
    x &= x^*, \\
    y &= y^*, \\
    \sigma &= \frac{z^* + d}{H},
\end{align*}\]

where $(x^*, y^*, z^*)$ denotes the standard 3D Cartesian coordinate system and $(x, y, \sigma)$ represents the target domain where the wave model equations are solved.

Dropping the Coriolis, baroclinic pressure and viscosity terms which are not relevant to this study, the continuity and momentum equations in the $\sigma$-coordinate system take the form

\[\begin{align*}
    \frac{\partial u}{\partial x} + \frac{\partial u}{\partial \sigma} \frac{\partial \sigma}{\partial x^*} + \frac{\partial v}{\partial y} + \frac{\partial v}{\partial \sigma} \frac{\partial \sigma}{\partial y^*} + \frac{\partial w}{\partial \sigma} \frac{\partial \sigma}{\partial z^*} &= 0, \\
    \frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + \omega \frac{\partial w}{\partial \sigma} + \frac{\partial \eta}{\partial x} &= -\frac{1}{\rho_f} \left( \frac{\partial Q}{\partial x} + \frac{\partial Q}{\partial \sigma} \frac{\partial \sigma}{\partial x^*} \right), \\
    \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \omega \frac{\partial v}{\partial \sigma} + \frac{\partial \eta}{\partial y} &= -\frac{1}{\rho_f} \left( \frac{\partial Q}{\partial y} + \frac{\partial Q}{\partial \sigma} \frac{\partial \sigma}{\partial y^*} \right), \\
    \frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + \omega \frac{\partial w}{\partial \sigma} &= \frac{1}{\rho_f} \frac{\partial Q}{\partial \sigma} - \frac{\partial Q}{\partial \sigma} \frac{\partial \sigma}{\partial z^*},
\end{align*}\]

with

\[\begin{align*}
    \frac{\partial \sigma}{\partial t^*} &= -\frac{\partial \sigma}{\partial z^*} \frac{\partial \sigma}{\partial t^*}, \\
    \frac{\partial \sigma}{\partial x^*} &= -\frac{\partial \sigma}{\partial z^*} \frac{\partial \sigma}{\partial x^*}, \\
    \frac{\partial \sigma}{\partial y^*} &= -\frac{\partial \sigma}{\partial z^*} \frac{\partial \sigma}{\partial y^*}, \\
    \frac{\partial \sigma}{\partial z^*} &= \frac{1}{H'},
\end{align*}\]

and the vertical velocity that arises in the $\sigma$-coordinate, given by

\[\omega = \frac{D\sigma}{Dt^*} = \frac{\partial \sigma}{\partial t^*} + u \frac{\partial \sigma}{\partial x^*} + v \frac{\partial \sigma}{\partial y^*} + \frac{\partial \sigma}{\partial z^*},\]

where $[u, v, w]^T$ is the 3D velocity vector and $Q$ is the non-hydrostatic component of the total pressure. $d$ is the water depth from the slide surface to the still water level and $H = \eta + d$ is the total depth with $\eta$ denoting the free-surface elevation. More details of the free-surface flow model can be found in [22].

2.3. Interaction between landslide and water

At the wave generation stage, the landslide deformation can significantly contribute to the surrounding water fluctuation and vice versa. For an accurate representation of the landslide-wave processes, their interaction should be treated properly. While retaining sufficient accuracy in simulating slide motion and its generated waves, the coupled model presented in this work simplifies the interaction such that the mixing effects at the landslide-water interface are not considered, e.g. the entrainment of large air cavities are ignored. The landslide and surrounding water are assumed to remain in contact. Furthermore it is noted that significant wetting and drying processes are involved and should be handled accurately. The specific numerical technique will be presented in section 3.3 about wetting and drying treatments.

The coupling of the slide motion and free-surface flow is mainly through the upper-layer fluid pressure $P_{fh}'$ imposed at the interface and the moving bottom boundary condition resulting from the time-varying landslide position and thickness, as well as the
friction between the slide and water. The upper-layer fluid pressure at the interface can be obtained by

\[ P^f_h = \rho^f g(\eta + d) + Q_d, \tag{51} \]

where \( Q_d \) represents the contribution from the non-hydrostatic pressure.

Given the temporal variation of the bottom geometry, impermeability boundary conditions at the free-surface and bottom boundaries for the upper water layer are given by

\[
\begin{align*}
\omega_\eta &= \frac{\partial \eta}{\partial t} + u_\eta \frac{\partial \eta}{\partial x} + v_\eta \frac{\partial \eta}{\partial y}, \\
\omega_d &= \frac{\partial d}{\partial t} - u_d \frac{\partial d}{\partial x} - v_d \frac{\partial d}{\partial y},
\end{align*}
\tag{52}
\]

where the subscripts ‘\( \eta \)’ and ‘\( d \)’ denote the boundary locations of free surface \( |z = \eta \) \) and the landslide-water interface \( |z = -d \), respectively.

Utilising (52) and integrating (45) over the water depth, we also obtain the equation for the free-surface elevation

\[
\frac{\partial \eta}{\partial t} + \frac{\partial H \bar{u}}{\partial x} + \frac{\partial H \bar{v}}{\partial y} = -\frac{\partial d}{\partial t},
\tag{53}
\]

where \( \bar{u} = \int_0^1 u \, d\sigma \), \( \bar{v} = \int_0^1 v \, d\sigma \), and \( \frac{\partial d}{\partial t} \) can be computed via the temporal variation of landslide thickness.

2.4. List of assumptions

For clarity, the assumptions adopted for the mathematical formulation are summarized as follows:

- The inter-granular stresses are represented using Coulomb friction (specifically the Savage–Hutter formulation);
- The stresses inside the landslide increase linearly with landslide thickness;
- The landslide and surrounding water remain in contact, and shear stresses at the landslide-water interface are neglected;
- The granular quantities have contributions from both the solid and fluid phases, and both phases have the same velocity;
- The slide flow is incompressible, and the fluid phase is homogeneous with an isotropic stress.

3. Numerical formulation

3.1. Finite element discretisation

3.1.1. Function spaces

The model variables of the coupled two-layer system (39, 45–48, 53) are \( h, p, q \) for the lower landslide layer and \( \eta, u, v, w, Q \) for the upper wave flow layer. Choices of the function spaces for these variables are essential to the numerical stability and accuracy.

The discretisation in this paper for both landslide and free-surface flows is based on a linear discontinuous Galerkin function space, \( P_{1}^{DG} \). The lower-layer granular landslide model solves depth-averaged equations based upon 2D triangular elements, and it is discretised using an equal order DG element pair for the landslide thickness \( h \), the horizontal depth-averaged momentum components \( p \) and \( q \). The computational domain \( \Gamma \) is divided into a finite set \( \Gamma_e \) of sub-domains, and based on Lagrangian basis functions.
and jump operator, respectively. To be specific, \( \frac{\partial W}{\partial t} = \left( \frac{\partial L}{\partial t} + \frac{\partial L}{\partial R} \right)/2 \) and \([\partial L] = (\partial L - \partial R)/2\) are adopted for mean and jump operator, respectively. To be specific,

\[ a = \frac{1}{2} (a_L + a_R), \quad [u] = \frac{1}{2} (u_L + u_R), \quad [[an]] = a_L n_L + a_R n_R, \]

where \( a \) and \( u \) represent scalar and vector fields, respectively. The subscripts ‘\( L \)’ and ‘\( R \)’ represents the cell interface’s negative and positive side, respectively, and \( n = [n_x, n_y, n_z] \) denotes the outward unit normal vector.

### 3.1.2. Discretisation of the granular landslide model

Multiplying (39) by an test function \( \phi \in \mathcal{W} \times \mathcal{W} \times \mathcal{W} \), and integrating by parts over elements in the 2D domain \( \Gamma \), the following weak form is obtained:

\[
\left\langle \frac{\partial \mathcal{W}}{\partial t} \cdot \phi \right\rangle_{\Gamma} + \left\langle \left[ \left[ \hat{\mathcal{F}} \cdot \phi \right] \right] \right\rangle_{\Gamma} - \left\langle \mathcal{F} \cdot \nabla_h \phi \right\rangle_{\Gamma} = \left\langle \mathcal{S} \cdot \phi \right\rangle_{\Gamma},
\]

where \( \hat{\mathcal{F}} \) denotes the numerical flux.

In the present work, a Harten–Lax–van Leer–Contact (HLLC) Riemann solver [72] is used to compute the numerical flux at cell faces. As an improvement to the classical Harten–Lax–van Leer (HLL) Riemann solver [77], HLLC is able to maintain the rarefaction wave and is thus preferred in resolving contact discontinuities. It should also be noted that other choices of Riemann solver are feasible, such as the Roe-type Riemann solver, a fairly common choice in industry standard flood modelling [78] and which has also previously been used for granular flow and landslide modelling [54, 79].

To compute fluxes of the variable vector \( \mathcal{W} \), we consider the states to the left and to the right of the discontinuity, denoted by \( \mathcal{W}_L \) and \( \mathcal{W}_R \), respectively, as well as the averaged intermediate states \( \mathcal{W}_i \) and \( \mathcal{W}_R \). The four states are separated by three waves, whose speeds are denoted by \( S_L, S^* \) and \( S_R \). The wave speeds are estimated by [80]

\[
S_L = \min (v_L - c_L, v_R - c_R), \quad S_R = \max (v_L + c_L, v_R + c_R),
\]

\[
S^* = \frac{\frac{1}{2} gh_L^2 \cos^2 \theta - \frac{1}{2} gh_R^2 \cos^2 \theta + h_R v_R (S_R - v_R) - h_L v_L (S_L - v_L)}{h_R (S_R - v_R) - h_L (S_L - v_L)}.
\]
where \( v = \mathbf{v}' \cdot \mathbf{n}'_h \) is the normal velocity at element facets in the local coordinate and \( c \) is the ideal gravity wave speed represented by \( c = \sqrt{\Lambda g h \cos^2 \theta} \).

The approximate Riemann solution is defined as

\[
\hat{W} = \begin{cases} 
W_L & \text{if } S_L > 0, \\
W'_L & \text{if } S_L \leq 0 \leq S^*, \\
W^*_R & \text{if } S^* \leq 0 \leq S_R, \\
W_R & \text{if } S_R < 0,
\end{cases}
\]

and the corresponding HLLC flux is given by

\[
\hat{F} = \begin{cases} 
\mathbf{n}'_h \cdot F_L & \text{if } S_L > 0, \\
F'_L(W_L, W_R) & \text{if } S_L \leq 0 \leq S^*, \\
F^*_R(W_L, W_R) & \text{if } S^* \leq 0 \leq S_R, \\
\mathbf{n}'_h \cdot F_R & \text{if } S_R < 0.
\end{cases}
\]

There are various ways of estimating the intermediate states and flux \( W^* \) and \( F^* \), e.g. [77, 81, 82]. In this study, the HLLC flux is evaluated in the general form

\[
\hat{F} = \frac{1}{2} \left[ \mathbf{n}'_h \cdot (F_L + F_R) - (|S_L| - |S^*|) W'_L + (|S_R| - |S^*|) W^*_R + |S_L| W_L - |S_R| W_R \right]
\]

with

\[
W'_L = \frac{S_L - v_L}{S_L - S^*} \left( W_L + [0, h_L \cos \theta (S^* - v_L)n'_x, h_L \cos \theta (S^* - v_L)n'_y]^T \right),
\]

\[
W^*_R = \frac{S_R - v_R}{S_R - S^*} \left( W_R + [0, h_R \cos \theta (S^* - v_R)n'_x, h_R \cos \theta (S^* - v_R)n'_y]^T \right),
\]

where \( n'_x \) and \( n'_y \) denote components of the unit normal vector \( \mathbf{n}'_h \) in the local coordinate system, and in the practical numerical implementation \( \mathbf{n}'_h \) is implemented by the horizontal unit normal vector in the Cartesian coordinate, i.e. \( \mathbf{n}'_h = [n_x, \frac{1}{\cos \theta}, n_y] \).

3.1.3 Discretisation of the water wave model

To model the dispersive free-surface wave dynamics, we use the non-hydrostatic version of the 3D coastal ocean model Thetis, which adopts the DG-FE discretisation. Details of the discretisation may be found in [22, 47, 68], with essential components only briefly presented here.

In terms of the wave equations’ solution, the momentum equations (46)–(48) are first solved without the dynamic pressure terms considered. The weak formulation is obtained by multiplying the momentum equations by arbitrary test functions \( \psi_u \in \mathbb{V} \), \( \psi_v \in \mathbb{V} \) and \( \psi_w \in \mathbb{V} \), and performing integration over the \( \sigma \)-coordinate domain \( \Omega \), to
The time step size is

\[ \Delta t \]

vertical extrusion of the 2D landslide thickness \( h \) likely by solving the depth-integrated equation (53). The weak form reads

\[ \left\langle \frac{\partial u}{\partial t} \psi_u \right\rangle_O + \left\langle u^{up}[u][\psi_u n_x] \right\rangle_I - \left\langle \frac{\partial \psi_u u}{\partial x} \right\rangle_O + \left\langle u^{up}[v][\psi_u n_y] \right\rangle_I - \left\langle \frac{\partial \psi_u v}{\partial y} \right\rangle_O \]

advection term \( u \frac{\partial \psi_u}{\partial n} \)

\[ + \left\langle u^{up}[\omega][\psi_u n_\sigma] \right\rangle_I - \left\langle \frac{\partial \psi_u \omega}{\partial \sigma} \right\rangle_O + \left\langle g[\eta][\psi_u n_x] \right\rangle_I - \left\langle g \frac{\partial \psi_u}{\partial x} \right\rangle_O = 0, \]

elevation gradient term \( g \frac{\partial \psi_u}{\partial \sigma} \)

where the superscript ‘up’ represents the conventional upwind value at the cell interfaces, and boundary condition terms have been omitted for simplicity.

The velocities \( u, v, w \) solved for based upon the weak forms (62)–(64) are intermediate and need to be substituted into the mass equation (45) to yield the 3D Poisson equation for the non-hydrostatic pressure \( Q \) (see Eq. (61) in [47]). Its weak formulation has been presented in Eq. (68) in [47] and are not repeated here for brevity. However, note that in this study due to the moving bottom boundary from landslide motion, another boundary term should be added to the right-hand side of the original weak form of the Poisson equation to account for the coupling dynamics, which is given by

\[ \left\langle \frac{\rho}{\Delta t} \bar{H} \left( \frac{h^{n+1} - h^n}{\Delta t} \right) 3d \partial_\sigma \psi_q \right\rangle_{\partial \Omega_b}, \]

where \( \psi_q \) is the test function for \( Q \), and \( \partial \Omega_b \) denotes the bottom boundary of the domain \( \Omega \). The superscript ‘\( n+1 \)’ and ‘\( n \)’ represent the current and previous time step levels and the time step size is \( \Delta t = t^{n+1} - t^n \). The subscript ‘3d’ implies that it is a 3D field from the vertical extrusion of the 2D landslide thickness \( h \).

Given the corrected velocity fields, the surface elevation should be updated accordingly by solving the depth-integrated equation (53). The weak form reads

\[ \left\langle \frac{\partial \eta}{\partial t} \phi_\eta \right\rangle_{\Gamma} + \left\langle [H] \bar{u}^{\ast} [[\phi_\eta n_x]] \right\rangle_{I_{\Gamma}} - \left\langle \bar{H} \frac{\partial \phi_\eta}{\partial x} \right\rangle_{\Gamma} + \left\langle [H] \bar{v}^{\ast} [[\phi_\eta n_y]] \right\rangle_{I_{\Gamma}} - \left\langle \bar{H} \frac{\partial \phi_\eta}{\partial y} \right\rangle_{\Gamma} = \left\langle \frac{\partial h}{\partial t} \phi_\eta \right\rangle_{\Gamma}, \]
where \( \phi, \eta \in \mathbb{W} \) is the test function, and the linear Roe solution \([76]\) gives \( \bar{u}^* = \{ \bar{u} \} + \sqrt{g/[H] \{ |\eta_n | \}} \) and \( \bar{v}^* = \{ \bar{v} \} + \sqrt{g/[H] \{ |\eta_n | \}} \). Note that the right-hand side term stands for the temporal variation of landslide thickness, and the total depth of the upper-layer water \( H \) also accounts for the effect of the landslide thickness \( h \).

3.2. Coupled time integration scheme

For time stepping of the coupled two-layer system, a two-stage time integration scheme is used. For convenience we rewrite the lower-layer landslide equation (39) and the upper-layer water wave equations (46)–(48) as

\[
\frac{\partial W}{\partial t} = \mathcal{F}(\theta, W) + S(W, P_h^f),
\]

(67)

\[
\frac{\partial U}{\partial t} = \mathcal{A}(U, W) + \mathcal{P}(Q, h),
\]

(68)

where \( U = [u, v, w]^T \) denotes the 3D velocity of the upper-layer water and \( \mathcal{A} \) denotes terms treated explicitly, such as advection and 3D elevation gradient terms. \( P_h^f \) in \( S \) consists of contributions from the non-hydrostatic pressure \( Q \) and free-surface elevation \( \eta \) appearing in (68), while \( W \) included in \( \mathcal{A} \) is to account for the inter-layer friction and the landslide motion (67) acting on the upper-layer domain with the moving bottom boundary condition.

We use a second-order Strong Stability Preserving Runge-Kutta scheme, SSPRK(2,2) \([83]\) to advance (67)–(68) in time. For a generic problem \( \frac{dc}{dt} = F(c) \), the scheme reads

\[
c^{(1)} = c^n + \Delta t F(c^n), \quad c^{(2)} = c^{(1)} + \Delta t F(c^{(1)})
\]

(69)

\[
c^{n+1} = \frac{1}{2} c^n + \frac{1}{2} c^{(2)} = c^n + \frac{1}{2} \Delta t F(c^n) + \frac{1}{2} \Delta t F(c^{(1)}).
\]

(70)

The first stage of time stepping evaluates the intermediate level of both the landslide and water velocity variables:

\[
\left\langle W^{(1)} \cdot \phi_h \right\rangle_\Gamma = \left\langle W^n \cdot \phi_h \right\rangle_\Gamma + \Delta t \left( \left\langle \mathcal{F}(\theta, W^n) + S(W^n, Q^n, \eta^n) \right\rangle \cdot \phi_h \right)_\Gamma,
\]

(71)

\[
\left\langle U^* \cdot \psi_u \right\rangle_{\Omega^n} = \left\langle U^n \cdot \psi_u \right\rangle_{\Omega^n} + \Delta t \left( \left\langle \mathcal{A}(U^n, W^{(1)}, \eta^{(1)}) \cdot \psi_u \right\rangle \right)_{\Omega^n},
\]

(72)

\[
\left\langle U^{(1)} \cdot \psi_u \right\rangle_{\Omega^{(1)}} = \left\langle U^* \cdot \psi_u \right\rangle_{\Omega^{(1)}} + \Delta t \left( \left\langle \mathcal{P}(Q^{(1)}, h^{(1)}) \cdot \psi_u \right\rangle \right)_{\Omega^{(1)}},
\]

(73)

where the pressure projection method is adopted to solve for the non-hydrostatic pressure \( Q^{(1)} \), i.e. substituting (73) into the continuity equation (45) and solving the resulting Poisson equation for \( Q^{(1)} \) (see Eq. (61) and (68) in [47]). With the value of \( Q^{(1)} \), the velocity \( U^{(1)} \) is updated via (73). The whole time stepping is based on a fixed computational domain, and the domain notations \( \Omega^{(1)}, \Omega^n \) (with the superscripts \( (1) \) and \( n \) denoting time step levels) actually represent the time-varying physical domain with respect to the free-surface perturbation and the moving bottom boundary. In the numerical implementation, they are represented by the \( \sigma \)-transformation terms (49)–(50) computed at each stage.
Similarly, the second stage advances the coupled equations in time as follows:

\[
\begin{align*}
\left\langle W^{n+1} \cdot \phi_h \right\rangle_\Gamma &= \left\langle W^n \cdot \phi_h \right\rangle_\Gamma + \frac{1}{2} \Delta t \left( \left( \mathcal{F}(\theta, W^n) + S(W^n, Q^n, \eta^n) \right) \cdot \phi_h \right)_\Gamma \\
&\quad + \frac{1}{2} \Delta t \left( \left( \mathcal{F}(\theta, W^{n+1}) + S(W^{n+1}, Q^{n+1}, \eta^{n+1}) \right) \cdot \phi_h \right)_\Gamma \\
\left\langle U^* \cdot \psi_u \right\rangle_{\Omega(2)} &= \left\langle U^{(1)} \cdot \psi_u \right\rangle_{\Omega(1)} + \Delta t A(U^{(1)}, W^{n+1}, \eta^{(2)}) \cdot \psi_u \right\rangle_{\Omega(1)}, \\
\left\langle U^2 \cdot \psi_u \right\rangle_{\Omega(2)} &= \left\langle U^* \cdot \psi_u \right\rangle_{\Omega(2)} + \Delta t P(Q^{(2)}, h^{n+1}) \cdot \psi_u \right\rangle_{\Omega(2)},
\end{align*}
\]

(74)

(75)

(76)

where the final values of the landslide variables are obtained which are subsequently used for the wave flow equations. The pressure projection is again used in the same way as the first stage and the velocity is corrected with the substitution of non-hydrostatic pressure \(Q^{(2)}\) into (76). The final velocity can then be obtained based on \(U^{n+1} = \frac{1}{2} U^n + \frac{1}{2} U^{(2)}\).

Along with the time advancing of the coupled system, the free-surface elevation (53) is also advanced with a compatible two-stage time integration scheme [67]:

\[
\begin{align*}
\eta^{(1)} &= \eta^n + \Delta t F(\eta^n), \\
\eta^{n+1} &= \eta^n + \frac{1}{2} \Delta t F(\eta^n) + \frac{1}{2} \Delta t F(\eta^{n+1}),
\end{align*}
\]

(77)

(78)

which is a combination of a forward Euler and trapezoidal steps. Denoting the weak form of the divergence term in the free-surface equation (66) by \(\mathcal{G}\), the two-stage time stepping for the elevation in (71)–(76) is given as follows:

\[
\begin{align*}
\left\langle \eta^{(1)} \phi_\eta \right\rangle_\Gamma &= \left\langle \eta^n \phi_\eta \right\rangle_\Gamma + \Delta t \left( \mathcal{G}(\eta^n, \bar{u}^n, \bar{v}^n) \phi_\eta \right)_\Gamma, \\
\left\langle \eta^{(2)} \phi_\eta \right\rangle_\Gamma &= \left\langle \eta^n \phi_\eta \right\rangle_\Gamma + \frac{1}{2} \Delta t \left( \mathcal{G}(\eta^n, \bar{u}^n, \bar{v}^n) + \mathcal{G}(\eta^{(2)}, \bar{u}^{(1)}, \bar{v}^{(1)}) \right) \phi_\eta \right\rangle_\Gamma.
\end{align*}
\]

(79)

(80)

To be specific, the elevations \(\eta^{(1)}\) and \(\eta^{(2)}\) are updated first at each stage before advancing the 3D momentum of upper layer water, i.e. (72) and (75). Once the landslide thickness and position as well as the upper-layer surface elevation are known, it is straightforward to compute the \(\sigma\)-transformation terms (49)–(50) which actually originate from the movement of the physical domain. Based on the underlying practical physical domain, e.g. denoting \(\Omega^{(1)}\) and \(\Omega^{(2)}\) at different stages, the momentum equations can be advanced accurately. It is also noted that using the divergence-free velocity field \(U^{n+1}\) the final free-surface elevation \(\eta^{n+1}\) can be obtained via (53), leading to the updated domain \(\Omega^{n+1}\) and associated \(\sigma\)-transformation terms for the next time step.

In terms of choosing the time step, the stability of the coupled two-layer system constrains the maximal admissible time step. According to the Courant-Friedrichs–Lewy (CFL) condition, the typical admissible time step is [84]

\[
\Delta t \propto \frac{L}{c + U},
\]

(81)

where \(L\) denotes the length scale of an element, which is taken as the square root of area of the triangle element for horizontal domain. \(U \geq 0\) is the maximal advective speed. \(c\) is the speed of the surface gravity waves, and \(c = \sqrt{gh} \frac{1}{\cos \theta}\) and \(c = \sqrt{gh}\) are used for the lower and upper layer, respectively. It is naturally noted that the maximal admissible time step for the lower- and upper-layer time advancing may not match. Our preliminary experiments indicated that the maximal admissible time step size for the lower layer is generally lower than that for the upper layer. It is to some extent explained that the
length scale of the landslide is much smaller than that of the water wave, which results in the smaller time step size required.

As the computational cost of the upper-layer 3D model, with solving the Poisson equation for the non-hydrostatic pressure, is significantly higher, for the sake of computational efficiency of the coupled model the lower-layer granular flow is set to be solved with a higher temporal resolution satisfying (81), i.e. \( \Delta t = \Delta t/M \), where \( M \) is the integer time step ratio, and with an time index \( m \in [0, M] \) the corresponding time is \( t^m = t^n + m \delta t \).

The presentation of (71) and (74) adopts the time step with a specific case of \( M = 1 \). For a general and complete solution procedure, the whole time integration scheme is summarised in Algorithm 1.

**Algorithm 1:** Summary of the coupled time integration scheme

**Input:** Model variables at time \( t^n \): \( W^n, U^n, \eta^n, Q^n \)

**Output:** Model variables at time \( t^{n+1} \): \( W^{n+1}, U^{n+1}, \eta^{n+1}, Q^{n+1} \)

\[
t^m \leftarrow t^n;
\]

while \( t^m \leq t^{n+1} \) do

**First stage:**
1. Solve 2D lower-layer granular flow for \( W^{(1)} \), i.e. \( (h^{(1)}, p^{(1)}, q^{(1)}) \) (71);
2. Apply wetting and drying treatments for \( W^{(1)} \) (82)–(87);
3. if \( t^m = t^{n+1} \) then
   3.1. Update bathymetry \( d^{(1)} \) and expand \( d^{(1)}, h^{(1)} \) to the 3D fields \( d^{(1)}_{3d}, h^{(1)}_{3d} \);
   3.2. Compute the temporal variation of slide thickness and update free-surface elevation \( \eta^{(1)} \) (79);
   3.3. Compute \( \sigma \)-coordinate based vertical velocity \( \omega^{(1)} \) (50);
   3.4. Update the non-hydrostatic pressure \( Q^{(1)} \) and 3D upper-layer momentum equations for \( U^{(1)} \), i.e. \( (u^{(1)}, v^{(1)}, w^{(1)}) \) (72)–(73);
   3.5. Extract the non-hydrostatic pressure at the landslide-water interface from \( Q^{(1)} \), and compute the total upper-layer fluid pressure \( P^f_h \) (51);
3. end

**Second stage:**
8. Solve 2D lower-layer granular flow for \( W^m \) (74);
9. Apply wetting and drying treatments for \( W^m \) (82)–(87);
10. if \( t^m = t^{n+1} \) then
    10.1. Update bathymetry \( d^{n+1} \) and expand \( d^{n+1}, h^{n+1} \) to the 3D fields \( d^{n+1}_{3d}, h^{n+1}_{3d} \);
    10.2. Compute the temporal variation of slide thickness and update free-surface elevation \( \eta^{(2)} \) (80);
    10.3. Compute \( \sigma \)-coordinate based vertical velocity \( \omega^{(2)} \) (50);
    10.4. Update the non-hydrostatic pressure \( Q^{(2)} \) and 3D upper-layer momentum equations for divergence-free velocity \( U^{n+1} \) (75)–(76);
    10.5. Extract the non-hydrostatic pressure at the landslide-water interface from \( Q^{(2)} \), and compute the total upper-layer fluid pressure \( P^f_h \) (51);
    10.6. Update the final free-surface elevation \( \eta^{n+1} \) and \( \omega^{n+1} \);
10. end

\[
t^m \leftarrow t^m + \delta t;
\]
end

3.3. Wetting and drying treatments

In the modelling of granular subaerial landslides and wave generation, wetting and drying (WD) processes are expected to occur both in terms of the landslide movement
across the dry bed, and also with regards to the resulting free-surface waves forming a wet-dry interface moving across the landslide or the non-erodible bottom (e.g., in modelling phenomena such as wave run-up and run-down). To treat the wetting and drying properly, two different WD techniques are adopted in this work for the lower-layer landslide and upper-layer free-surface flows, respectively.

3.3.1. Wetting and drying treatment for landslide model

For slide collapse and flow across the dry bed, a classical thin-layer technique is implemented in the model based on a fixed mesh (as opposed to a mesh that moves with the slide). It is relatively straightforward to use this technique with a FV approach [85–87] by first detecting the dry cells below a depth threshold $\epsilon$ and properly determining the flux at dry cell interfaces. For DG-FE, however, a different treatment is needed to ensure positivity of the mean depth within each finite element and a well-balanced numerical flux computation is used to limit numerical oscillations and preserve steady states at rest.

The present numerical implementation closely follows the method presented by [70], in which the nodal depth $h_i$ and momentum $m_i$ within an element are modified element-wise. The basic treatment is as follows:

1. If $h_i \geq \epsilon$, $\forall i \in \{1, 2, 3\}$, then
   \[ \tilde{h}_i = h_i, \forall i \in \{1, 2, 3\}, \]  
   \[ (82) \]

2. If $\bar{h} \leq \epsilon$, then
   \[ \tilde{h}_i = \bar{h}, \forall i \in \{1, 2, 3\}, \]  
   \[ (83) \]

3. If $\bar{h} > \epsilon$, sort the values of $h_i$ in ascending order, leading to $h_{n_1} \leq h_{n_2} \leq h_{n_3}$, then
   \[ \tilde{h}_{n_1} = \epsilon, \]  
   \[ (84) \]
   \[ \tilde{h}_{n_2} = \max(\epsilon, h_{n_2} - (\tilde{h}_{n_1} - h_{n_1})/2), \]  
   \[ (85) \]
   \[ \tilde{h}_{n_3} = h_{n_3} - (\tilde{h}_{n_1} - h_{n_1}) - (\tilde{h}_{n_2} - h_{n_2}). \]  
   \[ (86) \]

4. Remove the momentum at dry nodes and evenly distribute to wet nodes
   \[ \tilde{m}_i = \alpha_i (m_i + \Delta m/n_w), \]  
   \[ (87) \]

where the procedure is applied at each Runge–Kutta time stepping stage. $\bar{h}$ denotes the average depth within an element, and $\tilde{h}_i$ and $\tilde{m}_i$ denote the approximated nodal depth and momentum, respectively. $\alpha_i = \chi(\tilde{h}_i - \epsilon)$ is the flag denoting the wet or dry status of node $i$ after modifying the depth, $n_w = \sum_{i=1}^{3} \alpha_i$ is the number of wet nodes, and $\Delta m = \sum_{i=1}^{3} m_i(1 - \alpha_i)$ represents the sum of momentum at dry nodes. $\chi(\bullet)$ is the unit indicator function defined as that if $h \leq 0$, $\chi(h) = 0$ and else $\chi(h) = 1$. A detailed discussion of the method can be found in [70], and for brevity only essential components are presented here. In the present landslide model which includes a bed curvature variable (i.e., $\theta$), we take the additional step, as in [79], to not consider bed curvature around the WD interface for calculating the numerical fluxes, which can prevent potential issues associated with artificial numerical waves caused by the bed curvature changes and further ensure the steady state solution of the model.

3.3.2. Wetting and drying treatment for water wave model

The thin-layer WD method used in the lower-layer landslide modelling relies on explicit detection of dry elements, and the time step size is strictly constrained by the WD front which can propagate only by one element per time step [88]. The resulting explicit time integration scheme required would lead to significantly growing computational cost.
for the upper-layer 3D non-hydrostatic simulations with relatively high vertical mesh resolution. In addition, the thin-layer WD approach is generally aimed at conserving numerical mass only, which is sufficient for the gradually propagating granular (landslide) flow; in terms of the dynamic landslide-water interaction, however, the potential artificial pressure gradient problem may lead to serious momentum conservation issues and further affect the accuracy of the coupled two-layer modelling.

To represent the complex moving shoreline with respect to the landslide-generated waves interacting with the uneven bottom or the landslide interface (taking account of the additional slide thickness over the original non-erodible bottom), a different implicit wetting and drying method [47, 88] is applied in this work to naturally circumvent the artificial pressure gradient problem. The underlying idea is to choose an appropriate modification function \( f(H) \) of the total water depth \( H \) to ensure \( \bar{H} = H + f(H) \geq 0 \) in the whole domain. Note that the free surface level solved for can freely move below the dry area of bottom, although the total water depth actually "acknowledged" by the primitive equations is still positive with a spatially varying thin layer over the bed in drying phase. The advantages of this WD method include (a) no spurious free surface slope, (b) a smooth transition around the WD interface (or front), (c) the modification function can be naturally retained in both the primitive mass and momentum equations, and (d) the resulting feasible implicit time integration can reduce the computational cost.

Different modification functions are selected by [88] and [47], but the basis is the same. In this study we follow [47] and use

\[
 f(H) = \frac{2\delta^2}{2\delta + |H|} + \frac{1}{2}(|H| - H),
\]

so that the redefined water depth is given by

\[
 \bar{H} = H + f(H) = \frac{2\delta^2}{2\delta + |H|} + \frac{1}{2}(|H| + H),
\]

where \( H \) is a 2D field, and the parameter \( \delta \) denoting the depth threshold at the WD interface (i.e. \( H = 0 \)) is used to control the transition smoothness, which can affect the numerical stability significantly. It may be noticed that the modified water depth \( \bar{H} \) over the dry bed (i.e. where \( H < 0 \)) is always positive, since the first term \( \frac{2\delta^2}{2\delta + |H|} > 0 \) and the latter term \( \frac{1}{2}(|H| + H) = 0 \) are satisfied unconditionally. In terms of the bed in the wetting phase, the modification (88) should be significant only near the WD front due to \( f(H) = \frac{2\delta^2}{2\delta + |H|} \approx 0 \) for large \( H \).

Replacing \( H \) by \( \bar{H} \), the weak formulation of (66) is modified as

\[
 \left( \frac{\partial \eta}{\partial t} \phi_\eta \right)_\Gamma + \left( \left[ (\bar{H}) \bar{u}^x \right][\phi_\eta \eta_x] \right)_\Gamma - \left( \bar{H} \bar{u} \frac{\partial \phi_\eta}{\partial x} \right)_\Gamma + \left( \left[ (\bar{H}) \bar{v}^y \right][\phi_\eta \eta_y] \right)_\Gamma - \left( \bar{H} \bar{v} \frac{\partial \phi_\eta}{\partial y} \right)_\Gamma = \left( \frac{\partial h}{\partial t} \phi_\eta \right)_\Gamma - \left( \frac{\partial f(H)}{\partial t} \phi_\eta \right)_\Gamma \tag{90}
\]

After updating the approximated 2D free-surface elevation and the still water depth including the slide thickness, the corresponding 3D fields \( \eta_{3d} \) and \( d_{3d} \) can be obtained from vertical extrusions.

To compute the 3D \( \sigma \)-transformation terms (49)–(50), the 3D water depth field (i.e. \( H_{3d} = \eta_{3d} + d_{3d} \)) should also be adjusted in a similar manner as (89):

\[
 \bar{H}_{3d} = \frac{2\delta^2}{2\delta + |H_{3d}|} + \frac{1}{2}(|H_{3d}| + H_{3d}), \tag{91}
\]
which is used to obtain the recovered vertical coordinate \( z^* \) in the Cartesian coordinate
via \( z^* = \sigma H_3d - d_3, \sigma \in [0, 1] \). The \( \sigma \)-coordinate transformation terms, including \( \omega, \frac{\partial \omega}{\partial x}, \frac{\partial \omega}{\partial y}, \frac{\partial \omega}{\partial z} \) and \( \frac{\partial \omega}{\partial \zeta} = \frac{1}{H_3d} \), are calculated using \( z^* \). These terms are then employed in both advancing the momentum equations and solving the Poisson equation for the non-hydrostatic pressure.

4. Test cases

The coupled two-layer granular and free-surface flow model presented above is verified and validated in this section using a suite of test cases. The first three cases involve the validation of the granular landslide model. Among these, the model’s capability of preserving the stationary solutions is first verified, and then a frictional dam break flow on a flat slope as well as a granular flow onto a sloped bed with curvature are considered to benchmark the accuracy of the granular model in representing wetting and drying transitions, friction and curvature effects. The subsequent cases with experimental measurements are adopted for examining the impulsive wave generation by subaerial landslides which involves both the lower- and upper-layer flows. Given the last two test cases also considered by [20], we compare our results against theirs.

4.1. Stationary solutions

In terms of the stationary solution, the granular material is considered with no movement, i.e. \( \dot{v}_x = \dot{v}_y = 0 \). Given this condition, the \( x \)-direction momentum equation in (39) gives

\[
\frac{1}{2} \Lambda_2 gh^2 \cos^3 \theta \frac{\partial b}{\partial x} = -gh \cos \theta \frac{\partial b}{\partial x} - \frac{1}{4} gh^2 \cos \theta \frac{\partial \cos^2 \theta}{\partial x} + S_{tx},
\]

where for brevity the inter-layer coupling terms are not considered. According to [52], the coulomb friction term \( S_{tx} \) can be understood by the fact that when the friction is lower than the basal critical stress (i.e. \( |S_{tx}| < \sigma_c \)), the granular landslide stops moving (i.e. \( \dot{v}_x = 0 \)), where \( \sigma_c = (1 - r \lambda_2)gh \cos \theta \tan \phi_c \) with \( \phi_c \) denoting the angle of repose of the sliding mass. We use this treatment in the practical numerical implementation to enforce zero velocity when the granular material is expected to stop moving. The following relation can be derived

\[
|S_{tx}| = \left| gh \cos \theta \frac{\partial b}{\partial x} + \frac{1}{2} \Lambda_2 gh^2 \cos^3 \theta \frac{\partial b}{\partial x} + \frac{1}{4} gh^2 \cos \theta \frac{\partial \cos^2 \theta}{\partial x} \right| < \sigma_c,
\]

i.e.

\[
\left| \frac{\partial b}{\partial x} + \Lambda_2 gh \cos^2 \theta + \frac{3 \Lambda_2 + 1}{4} h \frac{\partial \cos^2 \theta}{\partial x} \right| < \frac{1}{1 - r \lambda_2} \tan \phi_c \leq \tan \phi_c.
\]

Treating this relation as an equality, i.e. assuming the friction equals the critical stress, it forms a first order differential equation that can be solved for \( h \) with appropriate boundary conditions [79]. The inequality implies that the stationary flow surface is dependent of the values of \( \Lambda_2 \) and the bed curvature. When \( \Lambda_2 = 1 \), (94) reduces to \( \tan \phi_c \); if further assuming the landslide material is in fact water, i.e. \( \phi_b = \phi_c = 0 \), the stationary solution becomes \( b + hx^2 = \text{cst} \).

To evaluate the model’s ability to preserve the stationary solution discussed above, a simple numerical test is performed. An arc-shaped bottom with 1 m radius is adopted
to account for both the bed slope and curvature, with the geometry and the initial flow surface given by

\[
b(x) = 1 - \sqrt{1 - (x - 1)^2}, \quad h(x) = \begin{cases} 
0 & \text{if } b(x) \geq 0.235, \\
0.235 - b(x) & \text{if } b(x) < 0.235.
\end{cases}
\]

(95)

In the numerical simulation, the domain is discretised with a split-quad mesh using 200 triangles, where a 2D (quasi 1D) computational domain with a single cell in the y-direction is in fact adopted in the simulation, i.e. \( \Delta x = \Delta y = 0.01 \text{m} \). The time step size is set as 0.001 s, and all boundaries are closed. A layer of still water is first considered with specifying zero friction angles (i.e. \( k_{a/p} = \Lambda_2 = 1 \)). The numerical results are demonstrated in Fig. 2, and the left panel shows the artificial wave fluctuation (blue dashed line) caused by the bed curvature term (41) near the wetting and drying front. With the additional treatment as that in [79], i.e. the bed curvature is not considered in determining the numerical fluxes around the wetting and drying front, the present model can be ensured well-balanced and the steady state solution (red line) can be preserved as shown in Fig. 2(a).

Fig. 2(b) illustrates the final stationary profiles of three granular masses corresponding to \( \Lambda_2 = 1.3, 1.5 \) and 2.0 based on the same basal friction angle \( \phi_b = 30^\circ \). Not accounting for the upper-layer effects, \( \Lambda_2 \) is equal to \( k_{a/p} \) and is dependent on the internal friction angle \( \phi_i \) as indicated by (28), where \( k_{a/p} = 1 + \tan^2 \phi_i \) can be derived if \( k_{a/p} = (k_{act} + k_{pas})/2 \) is considered for stationary solutions with zero velocities [52]. As shown by the inequality (94), the stable state is associated with the bed slope and curvature as well as the internal and basal friction angles. The higher value of \( \Lambda_2 \) means increasing internal friction angles and can result in (94) not being satisfied using the same initial conditions. In other words, the profile of the granular mass will keep moving until transitioning to a new stable state with a spatially varying \( \phi_f \) and \( h \). After reaching the new stable state, i.e. the inequality (94) has been satisfied, there will be no further movement of the granular mass and the surface profile will be preserved. This can be observed in Fig. 2(b) and it is clear that the final surface height of the granular flow and its gradient are different from those at initial position.

4.2. Frictional dam break on a flat slope

To confirm the validity of the granular model implementation, a frictional dam break case which possesses an analytical solution [89] is used. The problem contains a discontinuity at the moving wetting and drying interface and thus the resulting dry bed Riemann
problem should be resolved properly. The analytical solution for the debris flow height as a function of space and time is given by

\[
h_s(x,t) = \frac{1}{9g\cos\alpha} (\frac{x}{t} - 2c_0 + \frac{1}{2}mt)^2, \tag{96}
\]
where \( x = 0 \) coincides with the initial front of the dam, \( \alpha \) is the constant bed slope angle, \( c_0 = \sqrt{gh_0\cos\alpha} \) is the wave celerity, \( h_0 \) is the initial dam height, and \( m = -g\sin\alpha + g\cos\alpha\tan\phi_b \). This solution is only valid for the confined region \( x_L < x < x_R \), where

\[
x_L = -c_0t - \frac{1}{2}mt^2 \quad \text{and} \quad x_R = 2c_0t - \frac{1}{2}mt^2,
\]
with the wider solution assumed flat outside.

The computational domain has a length of 2 km, and its left-hand side is occupied initially by the granular material with height \( h_0 = 20 \) m. With a split-quad mesh, the domain is discretised using 1000 triangles, in which the edge length of elements is 4 m and there is only a single element in the \( y \)-direction. The total simulation period is 15 s, and the time step size is 0.02 s. Except for the right-hand outflow boundary, all other boundaries are closed. The earth pressure coefficient \( k_d/p \) is set to be unity, and the parameter \( \lambda_1 \) is set as zero corresponding to the isolation of the pore fluid from the upper water layer. \( \lambda_2 \) which is generally calibrated through laboratory measurements is here directly set to zero which is consistent with the dry granular flow based analytical solution. The wetting and drying depth threshold \( \epsilon \) is set at \( 10^{-3} \) m.

Fig. 3 compares the simulated and analytical dam break profiles at time \( t = 15 \) s for the three cases with/without bed slope or bed friction. Specifically the first case is dam-break flow on a horizontal plane without basal friction, while the other two consider a bed slope angle of \( 20^\circ \) in which the basal friction angles are \( 0^\circ \) and \( 20^\circ \), respectively. For all three cases, the numerical results agree well with the exact solutions and the corresponding \( L_2 \) errors computed at the end of the simulations are 2.29\%, 2.22\% and 2.14\%, respectively. This indicates that the implemented model can correctly simulate granular flow with a wetting and drying discontinuity.

4.3. Granular flow on a slope with bed curvature

The previous test case considers the dam break flow from an inclined slope onto a frictional flat bed with a constant slope angle. In this section, the experiments of [90] are adopted to assess the granular model’s capability in representing the frictional flow on a bed with curvature. The experiments were performed in a 0.1 m wide chute which is made up of an inclined and a horizontal section (using a curved segment to connect and control the angle of inclination 40–60\°). A finite mass of granular material is released down the inclined slope, passing the curved portion of the chute and depositing on the horizontal section. In the experiments, a series of inclination angles, mass weight, friction angles and earth pressure coefficient were tested; the current numerical study for model validation only considers experiment No. 113, in which the plastic grains with bulk density \( \rho_s = 450 \text{kg/m}^3 \) are released onto a slope with an inclination angle of 60 \° and the curved transition of 0.246 m radius, and the internal angle of friction, \( \phi_I \), and a bed friction angle, \( \phi_b \), are 29\° and 23\°, respectively.

The horizontal computational domain is 3.5 m, which is discretised using 700 triangles with only one element in the \( y \)-direction (\( \Delta x = \Delta y = 0.1 \) m). The time step size is chosen as 0.0005 s, and the period of simulation is 2 s. The boundary is closed, and the wetting and drying depth threshold \( \epsilon \) is set at \( 10^{-3} \) m. For the fully dry granular flow considered in this case, the parameters \( \lambda_1 \) and \( \lambda_2 \) are both set at zero. Dynamic internal friction angles are smaller than their static counterparts [90, 91], and it is feasible in ensuing computations to somewhat reduce the angle of internal friction from its measured value as that in [90]. We here adopt the internal angle of friction \( \phi_I = 20^\circ \) in the computation.
Figure 3: Comparisons of the profile of dam-break flow on a frictional bed between simulated results (solid lines) and analytical solution (circles) at time $t = 15$ s. Top panel (a): bed slope angle $\alpha = 0^\circ$; bed friction angle $\phi_b = 0^\circ$. Middle panel (b): $\alpha = 20^\circ$; $\phi_b = 0^\circ$. Bottom panel (c): $\alpha = 20^\circ$; $\phi_b = 10^\circ$. The initial dam break profile (dashed line) with height $h_0 = 20$ m is also given in panel (a).

Fig. 4 (a) demonstrates granular profile time series from the initiation to the final deposition at $t = 1.6$ s, and Fig. 5 (a) compares the simulated profile of final deposition with the experimental measurements [90] as well as numerical results from Hungr [92] (based on a Lagrangian framework with the SH assumptions) and Yavari-Ramshe [79] (based on the finite volume discretisation with the Q-scheme of Roe). It can be observed that the predicted maximum thickness of the final deposition from the present model agrees well with the measured data, and the front position is also closer to the experimental one than that of Hungr [92]. The time-series distance from the granular front to the initial position shown in Fig. 5 (b) further demonstrates the agreement with experimental data. In general, our simulated results can reasonably represent the final deposition measured in the experiments, although the predicted trailing flow is relatively slow compared to the measurements. This discrepancy was also reported by Yavari-Ramshe [79]. It is thought to be due to the constant friction angle considered in the simulations, while in practice it may vary depending on the flow dynamics; for example, the tail moves in a more fluidized regime while the front flows with more concentrated granular material [49].

We also set-up a numerical test based on the bed that does not include the curvature around the connection between the slope and horizontal domain, i.e. the inclined slope is connected directly with the horizontal domain without the smooth transition. As illustrated in Fig. 4 (b), the resulting granular profiles at $t = 0.6$ s and $t = 1.6$ s are compared with the results considering bed curvature at corresponding times. It is shown that after the granular flow passes the slope transition, that considering the curvature affects the flow velocity significantly. The curved part can in fact accelerate the granular flow, leading to the final position further away from the initial position. In contrast, in the case with a direct connection it seems to play a role more like an obstacle to hinder the flow. This is further illustrated by the computed curved distances shown in Fig. 5 (b).
Figure 4: Predicted granular profiles at various time for the bed (a): with the bed curvature and (b): without
the bed curvature, i.e. the inclined slope connected directly with the horizontal domain. Their profiles at
\( t = 0.6 \) s and \( t = 1.6 \) s are also compared in panel (b). For better visualisation the flow thickness in the slope
and horizontal domains is exaggerated 2 and 5 times, respectively.

Figure 5: Comparisons of (a) final deposition and (b) time-series curved distance from the granular front
to the initial position between the simulated results and measured data [90]. Our numerical results (red
solid line) are also compared to the results of Hungr [92] (blue dash-dot) and Yavari-Ramshe [79] (dark grey
dash-dot-dot).
4.4. Impulsive wave generation by a 2D subaerial landslide

To validate the ability of the coupled two-layer model involving both the granular and wave motions, the results of a laboratory experiment in a 11 m long, 0.5 m wide and 1 m deep wave channel [93] are employed to investigate subaerial landslide impulsive wave generation. [94] presented the laboratory experiment setup in detail. The subaerial landslide made up of granular material initially contained in a box is accelerated under gravity with a pneumatically generated initial velocity.

In the experiments, the still water depth $d$ is 0.3 m, and a series of inner slide box lengths (0.6, 0.3 or 0.15 m) and heights (0.236, 0.118 or 0.059 m) were studied; in the current work only the 0.6 m long and 0.118 m high slide box as shown in Fig. 6 is considered. The landslide made up of the granular material (with a grain diameter $d_g = 4$ mm and a grain density $\rho_s = 2745 \text{ kg/m}^3$) has a bulk density $\rho = 1678 \text{ kg/m}^3$. The internal friction angle is $\phi_i = 34^\circ$ and the dynamic bed friction angle is $\phi_b = 24^\circ$. The initial velocity of the landslide is 3.25 m/s when leaving the slide box. The locations of gauges from the experiment used to record the time evolution of slide profiles and free-surface elevations are also demonstrated in Fig. 6.

The computational domain has the same length of 11 m as that of the wave channel, which is discretised using a split-quad mesh of 440 triangles ($\Delta x = \Delta y = 0.05$ m). Three layers are used in the vertical in order to allow for the representation of dispersion in the generated impulsive waves. The total time of simulation is 7 s, and the time step size for landslide and wave models is taken as 0.0005 s and 0.005 s, respectively. The earth pressure coefficient $k_a/p$ is calculated by (28). As the granular slide is considered to be dry before entering water, we set the parameter $\lambda_1 = \lambda_2 = 0$ and zero fluid pressure in the subaerial environment. After water entry, however, $\lambda_1$ and $\lambda_2$ in the submarine part of the slide are taken to be 1.0 and 0.5, respectively, and $P_fh$ is determined through (51).
The wetting and drying depth thresholds for the granular and free-surface flows are $10^{-5}$ m and $10^{-2}$ m, respectively.

Since the landslide height and velocity at impact play an important role in accurately simulating the wave generation processes, the simulated slide profiles are first compared with two LDS records in Fig. 7 which also shows numerical profile results from another two-layer model [20] within the numerical framework of NHWAVE [87]. This model uses the same Savage–Hutter theory [48] to treat the slide as a granular flow based on a finite volume method. Below for brevity ‘NHWAVE’ is used to refer to the two-layer model [20]. Time $t = 0$ s corresponds to the slide’s entry into the water. As indicated by Fig. 7, the landslide profile evolution is predicted reasonably well, although the steep tails appearing in the measured profiles are not captured by either our model or NHWAVE. In terms of the slide height good agreement is found, particularly as compared to the over-estimation given by NHWAVE. In addition, the landslide frontal speed can be calculated based on the time lag between the two profiles; the well-predicted slide front location implies that the speed of the slide front is also represented accurately.

![Landslide profile time series](image)

Figure 7: Landslide profile time series at upper panel (a) LDS$_{-1}$ and lower panel (b) LDS$_{0}$. Measurements (black dashed lines) are used to compare against simulated results from our granular model (red solid) and from NHWAVE (blue dash-dot) [20] using the same theoretical framework of granular flow [48].

Fig. 8 compares the simulated landslide-generated wave elevations with the recorded data at gauge 2–7. The observed good agreement indicates that the presented model implements the mechanism of wave generation reasonably and represents the subsequent impulsive wave motions correctly. Compared against the over-estimation of the leading wave amplitude and the significant water level drawdown in the numerical results of NHWAVE [20], our model captures the main peaks and overall phase structure with less discrepancy. It may also be noted that after the normalised time $t\sqrt{g/d} > 30$ the surface elevations at gauges 5–7 are affected by reflected waves. Although a numerical sponge layer is used near the right-hand side boundary to diminish the reflection, due to the close distance between the gauges and the boundary the reflected waves are not totally absorbed. In addition, the simulated results from the present model with only considering the hydrostatic pressure (depending only on the water height) at the landslide-water interface are also given in Fig. 8. The comparisons demonstrate that the non-hydrostatic pressure imposed at the landslide-water interface can play an important role in the slide motion and its shape evolution, and thus the resulting slide deformation in turn affects...
the free-surface wave fluctuation. In this case, the upper-layer water pressure seems to push back against the granular landslide to prevent its sliding movement.

Fig. 9 displays raw PIV images recorded in the experiment [94] showing the simultaneous granular landslide and generated wave dynamics, which are also compared against the simulation results. As shown by panels (b)–(e) in the figure, after reaching the horizontal flat domain, the simulated slide motion is faster than that in the experiment, and the resulting predicted location is significantly overestimated by the present model. One of the possible reasons could be that the basal friction angle in practice may increase after the slide passes the slope transition to the horizontal domain, while in this study we only consider constant values for both the internal and basal friction angles. Moreover, the complicated landslide-water interaction is simplified in our model such that the landslide and water remain in contact without the entrainment of large air cavities. For this case with such a large initial velocity (3.25 m/s) compared to its length scale, the impact effects should be important and the resulting resistance cannot be ignored. However, the present model does not account for this possible velocity reduction from the significant landslide-water interaction during water entry. With the gravitational driving force vanishing, the slide will come to rest on the plane bed due to the basal friction. In the simulation, the slide is almost at rest at the normalised time $t\sqrt{g/d} = 5.72$, and its predicted slide height of final deposition is very close to that in the experiment, although the centroid location (around $x/d = 4.7$) is obviously over-estimated. A similar overestimation of the final position was also reported by [20], and it should be noticed that the predicted slide length (around 3.7 m) at the deposition by the present model is very close to that by NHWAVE [20]. Fig. 9 also shows the time-series slide profiles and water levels from the simulation with only hydrostatic pressure of the water waves considered, and the discrepancy further indicates the importance of the non-hydrostatic pressure effects for an accurate assessment of impulsive wave generation by deformable landslides in certain parameter regimes.

4.5. Impulsive wave generation by a 3D subaerial landslide

In this section, impulsive wave generation by a 3D granular landslide is further studied based on the laboratory experiments of [38] in a wave basin of 48.8 m in length and 26.5 m in width. Varying still water depths of $d = 0.3, 0.6, 0.9$ and 1.2 m are considered in the experiments; in the case chosen for comparison here, however, only a still water depth of 0.6 m is adopted. The subaerial landslide is initially contained in a slide box (1.05 m long, 1.2 m wide and 0.3 m high) and is accelerated on a slope with an incline of 27.1°, as demonstrated in Fig. 10. The slide comprises of river gravel with sizes 6.35 mm $\sim$ 19.05 mm, a grain density $\rho_g = 2600$ kg/m$^3$, a landslide bulk density $\rho = 1760$ kg/m$^3$, an internal friction angle $\phi_i = 41^\circ$ and bed friction angle $\phi_b = 23^\circ$ [20, 95].

Due to symmetry about the $y = 0$ plane in this case, the computational domain only includes half of the physical domain in $y$. The 13.25 m wide half-domain has been extended to 17 m with a sponge layer to diminish reflected waves; it is discretised using 240 and 85 elements in the $x$– and $y$– directions, respectively, yielding the resulting mesh with an edge length of 0.2 m. To simulate the dispersive wave flow, three layers in the vertical are used. The entire simulation period is 20 s, and the time step size for granular and wave models is 0.05 s and 0.005 s, respectively. During the simulation, wetting and drying processes occur around the shoreline. The wetting and drying parameters for the granular and wave motions are $\epsilon = 10^{-4}$ and $\delta = 5 \times 10^{-2}$ m, respectively. The subaerial landslide is initially located in the middle of the slope, and the simulation adopts the same granular parameters as those in the experiment, except that the range of grain sizes is approximated with the inter-granular stresses using a Coulomb friction approach. Before the slide enters water, the parameter $\lambda_1$ and $\lambda_2$ are both expected as zero, whereas for the submarine part of the slide $\lambda_1$ an $\lambda_2$ are adjusted to 1.0 and 0.5,
Figure 8: Free-surface elevation time series at gauges 2–7 for the impulsive wave generation by a 2D sub-aerial landslide [93]. Simulated results from the present model (red solid lines) are compared with both the recorded data (black dashed) and NHWAVE’s results (blue dash-dot) [20]. The numerical results from the present model without considering the non-hydrostatic pressure at the landslide-water interface are shown by the grey dotted lines.
Figure 9: Comparisons between measured [from 94] (left) and simulated (right) slide profiles and water levels at normalised times \( t \sqrt{g/d} = \) (a) 1.14, (b) 2.29, (c) 3.43, (d) 4.57 and (e) 5.72. The time \( t \sqrt{g/d} = 0 \) corresponds to the slide impacting the water. The simulated slide profiles and water levels are represented by the red dashed and blue solid lines, respectively. The black solid lines show the bottom geometry, and the grey dotted lines represents the results from the simulation that does not account for the non-hydrostatic pressure at the slide interface.

Figure 10: Sketch of the experimental set-up for the [38] case. The grey dots show the positions of the wave gauge array: (a) \( \theta = 0^\circ, r/d = 9.0, 14.2, 23.3, 40.2 \), (b) \( \theta = 30^\circ, r/d = 7.7, 10.3, 16.4 \) and (c) \( \theta = 60^\circ, r/d = 13.3, 17.3 \), where \( \theta \) refers to the angular direction and \( r \) denotes the radial propagation distance. The still water depth \( d \) considered here is 0.6 m and the slope angle \( \alpha \) is 27.1°.
respectively, based on where the unmodified water depth is positive (the wet part of the
domain).

Fig. 11 compares the simulated surface elevations (for our model as well as that of
[20]) with experimental measurements at nine wave gauges. In general, good agreement
can be observed especially in terms of the leading waves, indicating that the dynamics
of the impulsive waves are represented reasonably well by the proposed model. Com-
pared to measured data, the numerical results of NHWAVE [20] demonstrate significant
over-estimation of leading wave elevations, which further indicates that our model is
capturing the overall wave structure reasonably well.

Fig. 12 displays the numerical results based on the wave model using the hydrostatic
assumption, i.e. not solving the Poisson equation for the non-hydrostatic pressure, and
compares them with the non-hydrostatic ones. Compared to the non-hydrostatic results
that consist of a series of waves due to dispersion, the hydrostatic ones do not represent
wave dispersion correctly and the larger wave with steep wave front indicates that the
wave energy is concentrated mostly in this leading wave. This is further shown by the
snapshots of the wave patterns in Fig. 14, where the left panel corresponding to the
hydrostatic simulation illustrates the absence of a generated wave train. These results
demonstrate that non-hydrostatic pressure can play a key role in the accurate represen-
tation of landslide-induced dispersive waves.

Fig. 12 also evaluates the sensitivity of the simulated wave elevations to the param-
eter $\lambda_2$, with results obtained using $\lambda_2 = 0.2$ and $\lambda_2 = 0.5$ compared. The parameter
$\lambda_2$ controls what percent of the normal pressure comes from the fluid phase through
the lower layer, and hence determines the pore pressure at the bed. Specifically, $\lambda_2 = 0$
represents constant fluid pressure inside the landslide layer from the landslide-water in-
terface to the bed. It is noted that the parameter $\lambda$ used in NHWAVE [20] is similar to the
combination of parameters $r$ and $\lambda_2$ considered in the present model, where $r = \frac{\rho_f}{\rho}$ rep-
resents the ratio between the water density and the mixture density and $r\lambda_2$ can together
influence the magnitude of Coulomb friction. Fig. 12 shows that based on the same value
of $r$ a smaller value of $\lambda_2$, i.e. larger Coulomb friction retarding the granular slide
motion, leads to decreased peak wave heights and slower wave propagation. Compared to
the leading wave, the wave train appearing after the leading wave is more affected by the
value of $\lambda_2$, since before water entry the slide is considered as fully dry (i.e. $\lambda_2 = 0$) and
hence the variation of this parameter starts to make a difference after water entry and
has a larger influences on the subsequent wave generation. Furthermore, the parameter
$\lambda_2$ more strongly affects the impulsive waves near the wave generating zone, as demon-
strated by the decreasing discrepancy of wave elevations from panel (a) to panel (d) in
Fig. 12. Similar results were given by [20].

The simulated landslide motion is demonstrated by the snapshots in Fig 13. Com-
pared to the 2D vertical-slice subaerial-landslide case illustrated above, the 3D slide mo-
tion with lateral spreading is more complex. During the slide motion, its width grows
significantly owing to the retarding effects of the dry slope bed and the water after im-
 pact. It is clear to observe that the slide starts to pile up after reaching the plane bed
(e.g. compare frames at $t = 3s$ and $t = 4s$). Although the slide deposits around the slope
transition, the radial waves as seen in the right panel of Fig. 14 develop due to the initial
wave crests generated by the slide impact and the subsequent water displacement from
the wave run-up and run-down along the adjacent slope. The simulated final deposition
of the granular material is compared with measurement in Fig. 15. Consistent with what
can be observed in Fig. 13, the final deposition is found around the bed slope transition.
Compared to the measured deposition, the simulated one is located further offshore, and
has a much reduced slide height. The significant discrepancy is expected due to the fact
that in the experiments the lateral spread is confined before water entry (see their figure
Figure 11: Time-series of free-surface elevations at (a) $\theta = 0^\circ$, $r/d = 9.0, 14.2, 23.3, 40.2$, (b) $\theta = 30^\circ$, $r/d = 7.7, 10.3, 16.4$ and (c) $\theta = 60^\circ$, $r/d = 13.3, 17.3$, for impulsive wave generation by a 3D subaerial landslide [38]. Laboratory measurements (black dashed lines) are compared with simulated results from the present model (red solid) and from NHWAVE (blue dash-dot) [20].
Figure 12: Free-surface elevation time series at $\theta = 0^\circ$, $r/d = (a) 9.0$, (b) 14.2, (c) 23.3 and (d) 40.2 for the 3D subaerial landslide generated waves. The hydrostatic numerical results (red dash-dot lines) are compared with non-hydrostatic results with $\lambda_2 = 0.5$ (black solid) and $\lambda_2 = 0.2$ (blue dash).

3 and 4 in [38)], but in the present numerical simulation the slide moves freely after initiation and has spread more laterally. Assuming volume conservation, it can to a certain degree be explained why there is such a big difference between the high level of the experimental slide and the low level of predicted slide along the symmetry axis ($y = 0$). In terms of the discrepancy of final deposition with the lab results, a further possible explanation is the constant representation of Coulomb friction angles at the slope transition and the simplification of the landslide-water interaction. It is noted that compared with the results of NHWAVE [20], the present model produces similar results.

5. Conclusions

In this paper a new two-layer granular landslide wave generation model is developed based on a discontinuous Galerkin finite element discretisation. The lower layer describes landslide deformation which is treated as a granular debris flow and is solved using a depth-averaged granular model with inter-granular stresses considered. Coupled with this granular lower layer, the upper layer is formulated as a vertically resolved free-surface flow using a previously developed non-hydrostatic coastal ocean model with a $\sigma$-coordinate transformation used in the vertical [47].

Compared to the prior models of [21, 87], which are based on a flat local coordinate system, the present granular flow model introduces bed curvature to enable a varying bed slope angle. The resulting model equations are first derived in a local coordinate system and then transferred to a global Cartesian coordinate system. In this way both the granular landslide and impulsive waves are represented in the Cartesian coordinate system, and hence the exchange of variable values in the coupling between the landslide and wave flow equations are more straightforward compared to if they are formulated in different coordinate systems.
Figure 13: Granular landslide motions in a plan view ((x, y)-coordinate) along the slope at \( t = 0 \) (initial), 1, 2, 3, 4 and 14 s (almost completely deposited). The white lines at \( x = 0 \) indicate the slope transition. The colour scale for the landslide thickness ranges between 0 to 0.1 m based on a blue-green-orange colour variation for all frames.

Figure 14: Wave patterns in a plan view ((x, y)-coordinate) at \( t = 14 \) s generated by a 3D subaerial landslide. Left and right panels denote results from the hydrostatic and non-hydrostatic simulations, respectively. The colour scale for the surface wave elevation ranges between -0.006 m to 0.008 m based on a blue-red colour variation.

Figure 15: Final deposition along the symmetry axis (\( y = 0 \)) for the 3D granular landslide. Our numerical results (red solid line) are compared to NHWAVE’s results (blue dash-dot) [20] as well as measured data (black dash) [38].
The presented two-layer model uses a coupled time integration scheme and a novel wetting and drying scheme to avoid an artificial pressure gradient. A series of test cases have been used to validate the model. The first stationary case was used to ensure that the model is capable of preserving the stationary solution, followed by two cases only involving granular flows to validate the model’s accuracy in treating the wetting and drying discontinuity through the implementation of a HLLC Riemann solver. Subsequent validation against laboratory experiments demonstrated that the model can efficiently represent landslide-water interaction. Although the developed model and its numerical techniques were demonstrated to successfully predict granular landslide motion from initiation to deposition as well as impulsive wave generation by 2D and 3D landslides, limitations of the current study and model should also be acknowledged.

In addition to the long wave approximation, the fluid normal stress in the granular layer is assumed to be linearly dependent on the landslide depth, and the fluid shear stresses at the landslide-water interface are neglected. The interaction between the lower landslide and upper water layer is simplified by assuming that they remain in contact, and hence complicated processes such as the entrainment of large air cavities cannot be represented. In addition, the local slope angle introduced in the present work to take the effects of bottom curvature into account assumes small variations in curvature, and for relatively large slope curvatures the current model may not be as accurate. Thus, the assumptions and simplifications exploited in deriving the mathematical formulation may limit the applicability of the present model and affect the accuracy in studying some cases with significant landslide-water interaction. Furthermore, the current study only introduces along-slope bed curvature and arbitrary bed curvature is not considered, which further limits the model’s application to realistic cases. In future work further extension of the present model could focus on permitting landslide motion over more irregular bathymetry, i.e., accounting for lateral variations. Other potential areas for future study include comparing wave generation by landslides with various rheologies, as well as benchmarking against real subaerial and submarine landslide cases.
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