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Abstract—Existing autonomous driving systems of an intelligent vehicle such as advanced driver assistant systems (ADAS) assess and quantify the level of potential threat surrounding the ego-vehicle. However, they may not be able to plan the best response to unexpected dangerous situations and do not have the ability to cope with uncertainties since not all vehicles can always keep a safe gap from preceding vehicles and drive at a desired velocity. Previous research has not taken such uncertainties into account, it is, therefore, necessary to develop models which are not restricted by the predefined movement patterns of a vehicle. In fact, existing systems are based on a model that estimates the threat level based only on one factor: Time-To-Collision (TTC). This approach is limited since it cannot handle all scenarios and ignores all uncertainties. To overcome these limitations, this paper utilised deep learning to develop a range of models that rely on a group of factors to reliably estimate the threat level and predict conflicts under uncertainty using ‘looming’. Comparative analyses were undertaken by incorporating new varying input factors to each model (e.g., surrogate safety measures, vehicle kinematics, macroscopic traffic data). Real-world experiments demonstrated that adding new factors increases the sensitivity of the models. Results also indicated that the models that consider looming provide low false alarm rate extending their application for a wider spectrum of traffic scenarios. This is paramount for ADAS as uncertainties are inherent in the deployment of Connected and Autonomous Vehicles (CAVs) in a mixed traffic stream. 
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I. INTRODUCTION
O
ver the next decade our economy and society will truly be revolutionized by autonomous, connected, intelligent systems and services, which can learn, adapt, take decisions and act independently of human interventions.  Many innovations in vehicular technology are being developed with the aim of reducing the human from the driving loop as much as possible such as the rapidly growing safety applications - Advanced Driver Assistant Systems (ADAS). Developing on-board robust ADAS is crucial since they are the main building blocks for the development and deployment of Connected and Autonomous Vehicles (CAVs). An example of a safety ADAS is to estimate the threat level surrounding the ego-vehicle and predict vehicular conflicts in real-time. Nevertheless, if the alerts are poorly designed, they might result in creating more distractions to drivers, delay their responses, and reduce road safety [1], [2].
Developing ADAS is not a trivial task, as state-of-the-art technologies are required to handle a number of uncertainties such as the immediate future behavior of other traffic participants, the measurements of the ego-vehicle performing the computations and the estimates of the environment (e.g., static obstacle, other traffic participants, lane boundaries). These uncertainties cannot always be described from known physical or mathematical laws, so they are inferred from collected measurements. Pervasive sensors collect significant amounts of data, drawing large streams of raw data. Nowadays, non-intrusive detection sensors are implemented on vehicles such as video, radar, and laser sensors. These sensors are paramount for an effective automotive safety system since they process all the information in real-time to follow the most current vehicle-to-vehicle kinematic conditions [3]. 
Based on the information collected from the sensors and the models implemented within the safety system, the threat level can be estimated. The main challenge lies in identifying an optimal method to quantify and assess this threat. Significant efforts have been put and various assessment measures have been developed in the literature [4]. Surrogate Safety Measures (SSMs) are considered as an appropriate assessment criterion to describe the safety status of the road network and evaluate risk critical events. They make use of microscopic traffic parameters such as vehicle speed, speed differential, lateral and longitudinal accelerations, time headway and space headway [5]. A pre-defined threshold is set for each SSM and if this measurement value is exceeded, an alert of a possible traffic conflict, e.g., a near miss is issued to the driver [5], [6].
Although a range of SSMs can be employed, many existing ADAS use a single factor as a cue for decision-making [7], e.g. the ﻿Mobileye® C2-270 safety system, uses only Time-To-Collision (TTC) [8]. Using only a single factor for every traffic situation can be limiting due to its limitations and the estimates are only relative to the vehicles ahead of an ego-vehicle driving in the same lane [9], [10] resulting in inconsistencies in the decision process [6]. However, to ensure a high level of ADAS safety, it is desirable that the model is robust in measuring uncertainty and is not limited by the vehicle’s predefined movement patterns [11], [12]. ‘Looming’ is one method to estimate whether any surrounding objects are in a conflict course with any point of the ego-vehicle [9], [13]. This method allows the prediction models to be robust by introducing a way to include uncertainty while deciding whether there is a significant threat to the ego-vehicle. It extends the algorithm’s ability to work for a wider spectrum of traffic scenarios [9]. However, conclusions are still drawn dependent on the pre-defined SSM threshold value and therefore, the selection of a value is crucial. Another problem is that this value varies significantly across existing studies [6], [14], [15] and the reasons for this are not entirely well documented.
Nevertheless, existing ADAS implemented in vehicles detect objects only in their close proximity, due to the limited range and the field of view of the sensor used [16]. In fact, a missed alert can take place if a safety threat is initiated outside the range of the sensor. One way to overcome this limitation is by adopting a more accurate in-vehicle sensing system. However, this results in a significant increase in the overall cost while it is still not able to provide any information about the dynamic surroundings of the ego-vehicle and traffic states (e.g., macroscopic traffic data). Consequently, the conflict risk may still not be estimated correctly. Therefore, ﻿the utilisation of highly disaggregated traffic data should be taken into consideration [17], [18]. 
In existing ADAS, there is no consensus on which factors contribute towards increasing the systems’ sensitivity in predicting vehicle threats. The overarching complexity in building such a model lies in the management, integration and use of off-line and real-time data which are large, disaggregate and heterodox in many ways such as uncertainty, sampling frequency, completeness, structure, consistency, and accuracy. This data necessitates a modelling technique, which is capable to handle large, highly disaggregated, and complex data [19]. While earlier modelling techniques have focused on non-parametric methods (e.g. [20]–[22]), recently, machine learning has gained its popularity in traffic safety. However, these techniques still cannot perform the analysis required for big data with complex characteristics and have not addressed the issues emerging when the data is highly imbalanced. Therefore, the results are inclined to be influenced by the large classes (e.g., ‘safe’ traffic dynamics) while neglecting the smaller ones (e.g., vehicle threats). Deep learning has gained its popularity in traffic safety, particularly due to the success of Deep Neural Network (DNN)  [17]. They are also able to elicit complex and non-linear patterns to classify and predict while catering for big data [23]. This has catalysed the motivation to investigate the application of DNN to develop a new modelling approach to predict vehicle-based traffic conflicts. 
Multiple traffic conflict prediction models were developed by varying their input factors obtained from vehicle-based sensor data (which is microscopic) and infrastructure-based sensor data (which is macroscopic). Comparative analyses amongst the models were undertaken to determine which factors contribute towards increasing the systems’ sensitivity in predicting traffic conflicts. The primary contributions of the paper are as follows: 
· Developing a new modelling approach to predict vehicle-based safety threats under uncertainties. 
· Conducting a sensitivity analysis to examine how a combination of factors relating to surrogate safety measures, vehicle kinematics and macroscopic traffic data influences the models and their uncertainties.
· Performing real-world experiments to demonstrate that incorporating ‘looming’ provides low false alarm rates. 
Therefore, the factors adopted not only increase sensitivity, but also consider all the interactions between the surrounding vehicles and uncertainties in vehicle states that are inherent in any real-world deployment. This enhances the model’s robustness and applicability to a wider spectrum of scenarios. These novel additions can be implemented in ADAS to predict vehicle-based safety threats and provide a great potential to increase driver compliance to ADAS as it lowers both the false alarms and missed alerts. ﻿ 
The rest of the paper is organised as follows: firstly, state-of-the-art literature on how the threat level is assessed in existing safety models is presented.  The methodology of how the traffic conflict prediction models were developed to estimate the safety threat and how looming is incorporated is then presented. This is then followed by the presentation of the data used. Results from each model is presented and discussed. Finally, the last section summarises the main conclusions of the study.
II. Literature Review
Existing quantification of potential traffic conflicts can be separated based on how the threat level is assessed in vehicle-based safety models [10] either by using physical model-based methods (learning from physical insight and models) or data-driven based methods (e.g. neural networks) [24], [25]. To foster proactive vehicle-based safety, a traffic conflict is utilised as a measure of crash nearness [26]. Traffic conflicts are characterised by a set of indicators; a spatio-temporal proximity indicator and an evasive action response that takes place so as to avoid a potential accident [27], [28]. 
A. Physical model-based methods
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Physical methods can be further divided into four categories based on their decision-making process. In some cases, the decision-making process is dependent on SSMs while in other cases the threat level can be estimated using a probabilistic approach or by optimising a problem. There are also situations where all possible occupancies of ego-vehicle as well as other traffic co-participants are known (e.g., lane change) and so the existence of a potential threat is known beforehand. In these cases, formal methods are applied. 
Safety Surrogate Measures (SSMs)
SSMs are the most widely used method to provide insight on the identification of safety problems in real-world traffic environments. ﻿Existing SSMs assess whether risky interactions are present by detecting critical actions, such as severe braking manoeuvres and jerking before a dangerous interaction. These dangerous interactions are identified when the threshold value of a SSM is exceeded. SSMs are typically perception- or kinematic-based [4], [8], [16]. Perceptual algorithms are generally made up of time-based threat metrics. They are defined as the remaining time between a preceding and the ego-vehicle before an impact takes place. The most used metric for judging risk situations is TTC [29], [30]. TTC is computed as:
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where  and  are the distance and the velocity difference between preceding and ego-vehicle respectively. However, TTC is based on several assumptions. To overcome some assumptions, the Modified-TTC (MTTC) [31] was introduced. MTTC is calculated based on a combination of relative velocities and accelerations in various car-following scenarios. When considering intersections, the Post Encroachment Time (PET) metric is the most suitable as there is no need to measure distance and velocity [32], [33]. A kinematic-based approach estimates the threats by calculating the difference between the required stopping distances of two consecutive vehicles, with full deceleration rate [16]. The calculated minimum distance is then compared to the current space headway e.g. Proportion of Stopping Distance (PSD) [34], [35], Deceleration Rate to Avoid the Crash (DRAC) [34]–[36] and Criticality Index Function (CIF) [37].  Literature reveals that kinematic metrics are more sensitive than time because of the deceleration rate, road conditions, speed and spacing headway [38]. 
Optimisation Methods
Dynamic optimisation is becoming a standard for decision-making processes. Model Predictive Control (MPC) is a prevalent optimisation framework in the literature [39]. It comprises an optimisation problem aiming to minimise an objective cost function while satisfying constraints [40]. An MPC-based model obtains the threat level by planning vehicle trajectories, estimating the threat introduced by this path and regulates the inputs to keep the threat below a given threshold. Anderson et. al. [41] used an optimal control framework to avoid collisions by relying on the required minimum front wheel angle. ﻿ However, ﻿their study did not adopt a driver model and failed to capture the predicted driver’s behaviors. Nevertheless, when using optimisation methods computational complications can occur when dealing with multi-vehicle collisions [24].
Probabilistic Methods
The underpinning idea behind probabilistic methods is the ability to determine with a certain level of confidence whether a situation can evolve into being a threat while coping with uncertainties. When applied to automation, the major uncertainty is the unknown future behaviors of traffic participants. Eidehall et al. [42] linked particular actions to a set of high-level manoeuvres (e.g. lane change). A probability distribution is assigned to a set of manoeuvres and each object is simulated to estimate the probability ﻿of a collision. Another probabilistic method is the Dynamic Bayesian Network (DBN). An estimate of the risk when approaching an intersection was obtained via DBN by Armand et al. [43]. Katrakazas et. al [44] also used DBN to identify risky situations but combined network with vehicle-level data. One disadvantage of probabilistic methods is that they cannot mathematically prove whether a planned manoeuvre is collision-free [45].
Formal Methods
The idea behind formal methods is that mathematical analysis can add to the reliability and robustness of a model and can be divided into logic-based and set-based. Logic-based focus mainly on the design of the model. These approaches formalise a requirement by converting it into logical sentences. A cooperative ADAS was designed based purely on logic by Damm et al. [46] to complete a collision-free driving task, while Rizaldi et al. [47] formalised traffic rules. In set-based methods, a class of acceptable performance are formalised to verify safety of vehicles. A hybrid collision avoidance system is designed for intersections made up of a scheduler assigning time slots to vehicles was developed by Kowshik et al. [48]. However, to determine whether the presence of a conflict can evolve to a safety threat using these methods is challenging to design, mainly due to the complicated requirements such as safety, sequential tasks and restrictiveness arguments [24]. ﻿
B. Data-driven methods
Data-driven methods have the unique capability to learn from examples without being programmed to do so. ﻿Generally, prediction methods for threat assessment can be divided into two major categories: statistical techniques and Artificial Intelligence (AI) [19]. However in this study, AI techniques are the necessary choice over statistics because of their effectiveness to handle complex, nonlinear, highly imbalanced dataset [19]. Several studies have employed various techniques and this section considers mainly ﻿neural network models that have led to the development of Deep Learning [17], [49]. 
The main idea behind AI algorithms involves the analysis of rare patterns from several factors (e.g., speed, acceleration, distance) to predict whether the future state is safe. These can map nonlinear functions with no predefined assumptions and have demonstrated to produce human-competitive results [50]. Studies identified in the literature have made use of case-control designs when developing crash prediction models by using logistic regression models [51]–[53]. Support vector machines were also introduced to formulise the real-time crash risk prediction model [21]. However, when analysing complex real-time datasets, deep learning models are more appropriate than conventional machine learning models. DNNs were adopted by Formosa et al. [17] to classify and predict traffic conflicts. However, the main focus of [17] was to present a centralised digital architecture to unify the data and the vehicle’s movements were limited to one-dimension. Moreover, the input factors adopted for the DNN model to predict traffic conflicts were not explored to determine which factor majorly contributes to conflict predictions. 
In conclusion, several methods are introduced in the literature to develop an algorithm to enhance safety by predicting traffic conflicts. Yet, there is still potential for further improvements as each method has different capabilities and weaknesses. In this paper data-driven methods using a deep learning approach are adopted for predicting vehicle-based safety threats because they capture complex nonlinear behaviors. It would otherwise be difficult to capture when using classical engineering principles [24]. Moreover, no consensus is reached as to what is needed as input factors to achieve optimal results. Therefore, this study develops multiple models with varying input factors to compare and analyse their sensitivity. Since SSMs are computationally cheap to design [24], input factors include perceptual- and/or kinematic-based SSMs. In other models, SSMs are incorporated with traffic variables within a hybrid model [17]. 
Methodology
This section explains the modelling approach for predicting vehicle-based safety threats by incorporating new factors under uncertainty. A set of equations are developed to identify whether any surrounding objects are on a conflict course with any point of the ego-vehicle. Factors influencing traffic conflicts are presented together along with their estimation procedure to develop and train a prediction model. This section continues by presenting the performance metrics adopted for comparison purposes between the different models based on the optimal thresholds.
C. Uncertainty Modelling
Generally, when estimating the conflict risk from a vehicle-based safety system, the estimates are usually computed for a specific path [54] such that the movement of vehicles are considered as one-dimensional and the kinematic variables are considered as scalars [55]. However, vehicle movements may not always follow the lanes of the road because they might be in the process of changing lanes (either discretionary or mandatory) or in some locations such as merging and diverging areas and a car park or an industrial area where lanes are not present [9], [13]. In these situations, conflict estimation still needs to be carried out and the driver needs to be aware of non-standard driving and additional vehicles other than the leading vehicle can pose a threat to the ego-vehicle. Therefore, estimating the safety threat in a 2D space based on the relative motion between vehicles is crucial for safety models.
Looming
The looming process adopted in this study allows the developed models to be robust in measuring uncertainty, especially  for vehicles that travel in a non-standard pattern [9], [13]. This process determines whether an object (e.g., a stationary object or a vehicle) is on a conflict course with any points of the vehicle’s 2D footprint. In fact, there can exist situations where the object is on a conflict course with certain points of the vehicle’s 2D footprint but not with other points. Therefore, four loom points (i.e., the front right and left extremes of ego-vehicle’s 2D footprint and the furthest left and right points on the detected object) must be considered when determining if a conflict course exists. The looming process is introduced briefly in this section but the readers are referred to [9], [13] for a comprehensive review of this process. 
The algorithm identifies surrounding vehicles irrespective of their size. A buffer area surrounding each detected vehicle (presented in Fig. 1) is introduced to include the vehicle’s footprint and a recovery space surrounding it. The addition of the buffer stems from the fact that the drivers tend to keep a certain safety distance from other objects [54]. If omitted, drivers may perceive it as an invasion from other objects [54]. By adding this extra space in the algorithm, it makes drivers more compliant to ADAS as any decisions stemming from the models are consistent with driver perceptions. 
The algorithm works by estimating which vehicle might cause a conflict risk to the ego-vehicle based on a loom angle, bearing angle, and yaw rate. Loom angle  is the angle between the furthest left and right points (of target vehicle plus buffer) from the loom points on the ego-vehicle. The bearing angle () is defined as the azimuth angle of the line that connects the velocity vector at the ego-vehicle's loom point and the closest point of the target vehicle including the buffer area. The yaw rate () is the change of the heading angle of the ego-vehicle to determine its direction.
To determine if a conflict course exists with the ego-vehicle, the measurements of the buffer area and the estimation of specific measurements for every object detected are required as presented in Fig.  1. These include loom angle  (obtained from  and  which refer to the angle between the velocity vector of the ego-vehicle and the furthest left and right of the preceding vehicle respectively), bearing angle, and distance . 
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Description automatically generated with medium confidence]Fig.  1. Illustration of angles ,  and  to estimate the conflict risk.
Additional parameters such as length and width of the object detected, lateral and longitudinal displacements, relative lateral and longitudinal speeds and relative longitudinal acceleration between an object and the ego-vehicle are also required for the conflict course estimation. From Fig. 1., the side of the ego-vehicle where the conflicting object is detected is essential. This is because the equations for each angle changes if a conflicting object is present on the left- or right-hand side. Considering that the preceding vehicle is on the left-hand side of the ego-vehicle the following equations are derived using trigonometry:
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where n refers to vehicle ID, t refers to specific timestamp,  and  are the widths of the ego-vehicle and the preceding vehicle respectively,  is the length of the preceding vehicle,  and  represent the longitudinal and lateral displacement between both vehicles respectively and and represent the buffer area surrounding the preceding vehicle which depends on the ego-vehicle's speed. The loom angle  is estimated by subtracting  from :
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If the vehicle is on the right-hand side of the ego-vehicle, is the same as and is the same as . A total of 18 conflict combination course are considered to determine whether a conflict course exists. A systematic approach in which a combination of loom angle (), bearing angle (), and yaw rate () were increased, decreased, or kept constant was employed. From the different combinations, a traffic conflict can occur if the distance between the preceding vehicle and the ego-vehicle decreases. This is because as the distance decreases, the loom angle also increases. Therefore, no safety threat is present if the loom angle decreases or does not change. Nevertheless, there is still no guarantee for a conflict if the loom angle increases. This highlights the importance of considering the combination of different angles. All combinations[footnoteRef:2]1 are presented in the footnote. However, only four conflict courses (combinations of the  , and ) show that a conflict course takes place, and these are presented in Fig.  2. Fig.  2 also clearly visualises and explains the cases on the straight and curved roads and how these are estimated.  [2: 1 1: loom angle () constant, bearing angle () constant, yaw rate () , 2:  constant,  constant,  = 0, 3:  ,   constant, , 4:  ,  constant,  , 5:  ,  constant,  , 6:  ,  constant,  , 7:  constant,  ,  , 8:  constant,  ,  = 0, 9:  ,  , , 10:  ,  ,  , 11:  ,   ,  , 12:  ,  ,  , 13:  constant,   ,  , 14:  constant,  ,  = 0, 15:  ,  , , 16:  ,  ,  , 17:  ,  ,  , 18:  ,  ,  , where implies it is increasing and  means that it is decreasing.] 


D. Input factors to DNN models
The development of the DNN requires both the output (i.e., traffic conflicts) and the input (influencing factors). Studies were conducted to determine which influencing factors best represent traffic conflicts [26], [27], [56], each providing different conclusions about their effectiveness. Therefore, this study develops 12 models with varying input factors to compare their prediction ability and determine which factors are beneficial for traffic conflict predictions. These include the traditional safety models using TTC only, perceptual-based, kinematic-based, all SSMs, macroscopic traffic data, vehicle’s dynamic state data and hybrid approach. These models are also compared when using traditional estimation and using looming.
(i) Safety Surrogate Measures
SSMs are good indicators to assess the conflict risk and suitable tools to identify and predict unsafe circumstances [33], [36], [57], [58]. They can show the states between safety and a conflict and therefore, can show the potential conflict causality and mechanism. In this study, a total of six SSMs are considered as input factors, three are perception-based (TTC, MTTC, PET) and three kinematic-based are employed (PSD, DRAC, CIF).
(ii) Macroscopic Traffic Data
Although the association between macroscopic information from infrastructure sensors (e.g. Inductive Loop Detectors (ILD)) and conflict risk has been explored in some studies, it is rarely incorporated in safety models [5]. Traffic variables can act as a proxy for the traffic condition indicating any hazardous traffic conditions which can result in conflicts. The traffic variables include speed, flow, density, occupancy and headway [59]. The  speed  variance  between  lanes  can  also be estimated 
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Fig.  2. Summary of potential traffic conflict courses based on the loom angle, bearing angle and the ego-vehicle yaw rate showing loom points on vehicle.
from this data. All these six input factors together with their means and standard deviation (SD) across all lanes are adopted. These were estimated either specific by lane or averaged over a road section.
Recent literature shows that traffic variables from ILD do influence the performance of traffic conflict predictions [17]. Nevertheless, literature shows that using macroscopic data only in conflict prediction, is not beneficial since the conflict-risk is estimated at the aggregated level for each road section and the variability of each driver on the road is not captured. 
(iii) Vehicle’s Dynamic State
Vehicle’s dynamic state data can be used to estimate collision risk. The vehicle's speed and the yaw rate are collected from the vehicle speed sensor, and the gyroscope respectively by scanning the controller area network bus of the vehicle. These two input factors and the rate of change of speed are also employed in this study. However, using only this data results in limiting the conflict prediction accuracy and applicability [5].
E. DNN Development 
The input factors are fed into the DNN in the form of a vector at 15Hz. Using an optimisation algorithm (e.g., Adam), the DNN is trained to learn and adjust the weights within the network to predict and identify patterns from the data which result in a traffic conflict. Every DNN model is finely tuned by adjusting the hyperparameters. The hyperparameters govern how the model fits the data to maximise the model’s predictive accuracy and sensitivity [60], [61].
Several DNN models were trained using Adam as an optimiser, by varying number of hidden layers, nodes, initial learning rate value, epoch number and activation functions. A total of 360 DNN models (3 x 3 x 2 x 5 x 4 = 360) for each varying input factor model were tested and shown in Table I.
TABLE I
Hyperparameters tuning for DNN
	Hyperparameter
	Range

	Hidden Layers 
	2, 3, 4, 5, 10

	No. of nodes
	5, 10, 50, 100

	Learning Rate
	0.0001, 0.001, 0.01

	Epoch Number
	50, 75, 100

	Activation Functions
	tanh, ReLU 


   To evaluate and determine which factors generated the best model, the area under curve (AUC) value is used. This value is used to assess the predictive performance of the model. Each model generates a confusion matrix which provides four values: true positive, false negative, false positive, and true negative  [62]. From these values, sensitivity (accuracy of traffic conflict predictions out of all traffic conflict events), accuracy (﻿if both ‘safe traffic dynamics’ and ‘traffic conflict’ cases are predicted correctly) and False Alarm Rates (FAR) (the fraction of safe conditions predicted as threats) can be calculated. To validate the performance of the model, K-fold cross-validation is used.
Nevertheless, selecting an optimal threshold is an essential step. This step selects the cut-off point of the posterior probability to identify a traffic conflict against safe traffic dynamics. The optimal threshold value is obtained using the maximum between-class variance method and based on this threshold value, each model with different input factors is tested to determine which influencing factors obtain the highest sensitivity. This was carried out to avoid crude and subjective judgements in threshold tuning [63].
Data
The microscopic data was collected using an instrumented vehicle in real-time equipped with (i) PointGrey Grasshopper3 Near InfraRed Camera (ii) ARS 308-21 Continental automotive radar (iii) U-blox NEO M8-L GNSS and an Arduino microcontroller. The Arduino microcontroller was used to collect (a) the vehicle speed and its yaw rate via the bus of the vehicle and (b) the weather data from a temperature, pressure, humidity, precipitation, and anemometer sensors.
These sensors can detect vehicles on a straight and a curved road and provide detailed information of individual vehicles on the road such as speed, acceleration, distance between vehicles, length and widths of vehicles, position, weather conditions at 15 Hz. Real-world data was collected with approximately 19 hours of data comprising around 910,000 observations (850,353 safe traffic dynamics and 59,657 traffic conflicts) from junction 17-23 of the M1 motorway in the UK. A total of 15 trips were conducted at different times from multiple drivers in various traffic conditions to reflect events in the real-world. 
Cost-sensitive learning was used to account for data imbalance in which weights based on the imbalance ratio were assigned for misclassifying safe from safety threats [64]. Despite the cost setting based on ratios might be crude, [65] backed the use of such to tackle cost sensitive problems.
The weather data and vehicle dynamic state were collected directly from sensors within the instrumented vehicle. The macroscopic data were collected from ILD along the testbed. Using equations developed in Section III, the edges, and parameters of the vehicles in a conflict course with the ego-vehicle are estimated using data collected from the radar. Based on these values, the SSMs presented in section III were estimated with looming (handling the uncertainties in the data) and the traditional way. It is important to note that looming is incorporated within the model only when estimating SSMs. This is because the estimation of other factors is not affected if another object poses a threat to any point on the ego-vehicle.
A challenge arising from the development of a traffic conflict prediction algorithm was that traffic conflicts data was not readily available. Therefore, a new method had to be developed to automatically extract traffic conflicts using video data collected from an instrumented vehicle. This method had to be independent of the data used as input, otherwise the correlation values would be high, and the results would be biased. This method aimed to identify vehicle-level conflicts (used as an output variable) using image processing techniques and a Faster R-CNN network where vehicles were detected, tracked, and classified accordingly. The lane geometry data was also detected from an in-vehicle perspective. ﻿Traffic conflicts were identified through response to an evasive action, and the temporal and/or spatial proximity [56] and the determining criteria were based on time, distance, speed, braking, acceleration, and deceleration. These conflicts were manually validated and further validated by developed equations. The readers are referred to Formosa et al. [17], [28] for a more thorough description of the traffic conflict extraction.
The relevant input factors for each model were selected via Extra Tree classifiers and Extreme Gradient Boosting. Correlation was also carried out. If a feature is highly correlated with another feature (the Pearson correlation value greater than 0.6), the relative importance between the correlated pairs is evaluated and the less important variable was eliminated. From a series of 32 features, 20 features were included in the final dataset in descending order of importance: PET, PSD, TTC, SpeedVariance, SpeedCar, AccelerationCar, DRAC, MTTC, CIF, Lane, SDFlow, SDSpeed, SDOccupancy, SDDensity, Headway, Yaw, Precipitation, Temperature, WindDirection, WindSpeed. Each variable was standardised over the whole dataset as this speeds up the learning process and leads to a faster convergence [25]. The dataset was then randomly partitioned into 70%-30% for training and testing data respectively as it provides the best trade-off.
Results
A total of 12 conflict prediction models with varying input factors were developed. The input factors for each model include (1) Vehicle’s Dynamic States  - SpeedCar, AccelerationCar, Yaw, (2)  Macroscopic traffic data  -  Speed, Flow, Density, Occupancy, Headway, Speed Variance and their average and standard deviation parameters, (3) TTC only,  (4) Perceptual SSMs – TTC, MTTC, PET, (5) Kinematic SSMs – PSD, DRAC, CIF, (6) All SSMs – TTC, MTTC, PET, PSD, DRAC, CIF and (7) Hybrid – All SSMs, Vehicle’s Dynamic states, Macroscopic Data and Weather data. Models (3) to (7) were traditionally estimated as well as using looming resulting in 12 models. The hyperparameters for each model were set prior to the learning process and tuned to optimise the learning process. A grid search was conducted and the optimal hyperparameters for each model are presented in Table II
TABLE II
Optimal hyperparameters for each prediction model
	Input factors
	Layers
	No. of nodes
	Learning 
Rate
	Epoch 
No.
	Activation
Function

	Vehicle’s dynamic states
	3
	10
	0.01
	50
	tanh

	Macroscopic
	4
	10
	0.001
	50
	tanh

	TTC only
	2
	5
	0.001
	50
	tanh

	Perceptual SSMs
	3
	25
	0.001
	75
	tanh

	Kinematic SSMs
	3
	25
	0.001
	75
	tanh

	All SSMs
	4
	50
	0.001
	75
	tanh

	Hybrid
	4
	100
	0.0001
	100
	tanh


From Table II it is interesting to note that as the input factors increase, almost all the hyperparameter values increase accordingly while the learning rate decreases. The AUC values from the training data using a 5-fold cross validation, and from the test data for each model are presented in Table III. Comparative analyses between each prediction model were carried out. The factors included in each of the models were varied to determine which ones are the most suitable in providing a high predictive performance. 
TABLE III
AUC values for each DNN model with varying input factors
	
	AUC values

	Input Factors
	Training Data
	Test Data

	Vehicle’s dynamic states
	0.629 s.d. (0.011)
	0.623

	Macroscopic data 
	0.736 s.d. (0.075)
	0.734

	Traditional estimation

	TTC only
	0.617 s.d. (0.009)
	0.615

	Perceptual SSMs
	0.637 s.d. (0.012)
	0.636

	Kinematic SSMs
	0.705 s.d. (0.007)
	0.702

	All SSMs 
	0.738 s.d. (0.011)
	0.736

	Hybrid 
	0.902 s.d. (0.007)
	0.897

	Estimation of factors with looming

	TTC only
	0.656 s.d. (0.006)
	0.648

	Perceptual SSMs
	0.701 s.d. (0.003)
	0.707

	Kinematic SSMs
	0.750 s.d. (0.012)
	0.749

	All SSMs 
	0.805 s.d. (0.012)
	0.792

	Hybrid 
	0.947 s.d. (0.001)
	0.941


Table III shows how the performance of the models increased with the addition of new factors and introducing looming into a model. It can be observed that the hybrid algorithm provided the highest AUC values. More specifically, integrating the looming into the model resulted in a further 5% increase in the AUC value relative to an equivalent traditional hybrid model.  As expected, the model with TTC only provided the lowest overall AUC value. It is also noteworthy to state that the kinematic-based SSMs offered a higher AUC value than the perceptual SSMs as expected from the literature [38]. Two other models were developed using the vehicle’s dynamic states and macroscopic traffic data as factors respectively. These models also offered a higher AUC value than when using TTC only.  In summary, it can be concluded that the performance of the hybrid model was increased by around 45% relative to the model with TTC only (with or without looming).  	
To compare models with different input factors optimal threshold selection for each model was carried out using minimum between-class variance method. The results from each model are presented in Table IV.
TABLE IV
Sensitivity, FAR and accuracy values for each model with varying input factors using traditional estimation and looming
	Input factors
	Optimal threshold 
	Sensitivity
	FAR
	Accuracy

	Vehicle’s dynamic state
	0.620
	0.758
	0.449
	0.483

	Macroscopic
	0.605
	0.792
	0.229
	0.758

	Traditional estimation

	TTC only
	0.578
	0.289
	0.096
	0.857

	Perceptual SSMs
	0.640
	0.262
	0.034
	0.913

	Kinematic SSMs
	0.543
	0.392
	0.044
	0.926

	All SSMs
	0.595
	0.475
	0.093
	0.887

	Hybrid
	0.402
	0.816
	0.098
	0.876

	Estimation of factors with looming

	TTC only
	0.590
	0.331
	0.064
	0.869

	Perceptual SSMs
	0.639
	0.383
	0.047
	0.905

	Kinematic SSMs
	0.462
	0.498
	0.048
	0.932

	All SSMs
	0.545
	0.547
	0.069
	0.915

	Hybrid
	0.389
	0.868
	0.106
	0.897


It can also be observed that when incorporating the looming method, each model obtains consistently higher sensitivity values for a slight increase in FAR. Sensitivity is arguably more important as missing a conflict identification could be more severe. Overall, the hybrid model obtained the best results as the sensitivity is the highest for a FAR acceptable by industry [66]. When considering the sensitivities of the other models, they are relatively low for similar FAR. Nevertheless, the model using macroscopic traffic data compared obtained a higher sensitivity for a 20% FAR. This highlights the importance of adding macroscopic data to the model as it adds information about the dynamic surroundings and consider contextual risk factors. Following this, the vehicle’s dynamic state factors also show their influence on the conflict prediction. 
Discussion
In this research, multiple models with varying input factors were developed using deep learning to predict traffic conflicts from real-time data. Deep learning allows the prediction models to be robust to small inaccuracies and particularities of the network such that they can learn the concept on multiple layers or dimensions of data inputs thereby increasing complexity and intricacy of the networks via a web of interconnected relationships. This approach is more beneficial rather than a model based on assumptions and conservative criteria and is essential for real-world deployment of such systems. 
The best traffic conflict prediction results were obtained when the model consists of a hybrid of input factors. While most factors can easily be estimated (i.e., vehicle’s dynamic states) or are readily available (i.e., macroscopic traffic data) to compute SSMs using looming, a high installation sensor cost is required. A cost-effective solution is to use a radar-vision framework which obtains precise measurements and is a cheaper option. Moreover, as the penetration rate of intelligent vehicles increases, this would not incur a large additional cost. 
It is also important that models used to predict conflicts do not to rely on one factor as this can be estimated from one sensor, and it is known that sensors are prone to failure. Therefore, it is essential to have multifarious factors from multiple sensors to gather essential dynamic information. This results in a more trustworthy and safe system due to redundancy, an increase in integrity, reliable data outcomes, robustness of the system, sensor failure detection while decreasing the errors related to the sensor systems [67]. Moreover, in particular instances, some factors cannot always offer the optimal timing for conflict warning due to assumptions and the nature of their equation. For example, the TTC equation can result in a missed alert if the gap between vehicles is small and the change in velocity is even smaller. In these instances, the conflict prediction model using TTC only as the input factor does not have full knowledge of the dynamic surroundings. When considering the macroscopic data from the inductive loop detectors as model inputs, this data may be of low quality with missing data and noise. Moreover, the frequency of the data collection from ILD is below 1s. For real-time application, this could be improved even further. A model considering vehicle’s dynamic states only as factors, calculates the risk based only on the vehicle ahead. As a result, to improve safety and accuracy, the hybrid of factors provides more advantages.
Some studies in the literature consider only the vehicles ahead within the same lane of the ego-vehicle [13]. However, not all situations are car-following and not all vehicles obey the traffic rules [9]. Other studies account for lane change events from macroscopic data. This is problematic as conflict-risk is estimated at the aggregated level for each road section and the variability of each driver is ignored. In this study, lane change events are captured by models when incorporating looming. From the developed equations if any point of the ego-vehicle is affected by a lane change event, the model estimates the safety threat even if the threat is not yet in the same lane. Consequently, this novel addition also includes  the variability of each driver which is pivotal to improve the accuracy of conflict prediction [5]. 
When considering the optimal threshold for each model, it can be observed that when using less factors as input, the sensitivity of the systems is relatively low compared to the hybrid model. This is not ideal for a real-time application as the FAR should be kept ‘low’ as much as possible otherwise the drivers would ignore the warning systems. However, an improvement is observed for each model using looming. Moreover, by incorporating looming, the application of the system is extended for a wider spectrum of traffic scenarios.
It is well known that predictability drops with the increase in prediction time horizon. Predicting short-term conflicts with considerable accuracy and reliability is critically important. For CAVs, modern intelligent transportation systems and vehicular communication it is essential that conflict prediction models utilise disaggregated data and aim to reduce the prediction horizon to less than 1 second [68]. The average human reaction time is 0.8 seconds [69], therefore, to further enhance safety, the prediction horizon in this work aims to predict conflicts within the next 0.2 seconds in the future. In the case of a conflict, the vehicle receives this information and modifies its trajectories and maneuvers accordingly with the latest updated information gathered by sensors.
One particular limitation of this research is the tuning of the hyperparameters because these are selected based on a specific dataset. As a result, if a new dataset is applied to the trained models, the hyperparameters may need to be re-calibrated. However, spatial transferability to similar roads such as motorways is viable. It is also important to note that the developed prediction models rely on the data quality employed, i.e., poor data quality leads to low data utilisation efficiency and serious decision-making mistakes [70]. This paper ensures excellent quality by making use of high capability sensors to collect data and thorough pre-processing and analysis of data to draw valid and applicable conclusions. Another limitation of these models is that deep learning methods can be considered as ‘black-box’ methods. Nevertheless, pre-processing of the data can identify the important input factors and the correlations would help in this regard. 
Additionally, while the proposed DNN models provided an improvement in the prediction accuracy, ﻿they can be further enhanced by (i) further adjusting the combination of the number of nodes in the layers where the DNN model is expected to achieve a better performance and (ii) increasing the size of the ﻿dataset the predictability of these models is expected to increase. By increasing the size of the dataset, the chance of overfitting and generalisation error decreases as the models are trained with more examples [23]. By adding more input features the probability of overfitting increases because some features may be redundant or irrelevant, but this can be mitigated by applying feature selection. Further input factors which can be considered include Time-To-React [71], road design (e.g., road inclination) and driver information. 
Conclusion
This paper developed deep learning models that integrate new factors and the uncertainties associated with the estimates of vehicle states using the concept of ‘looming’ to detect the level of safety threat associated with an autonomous driving system. The models took the full advantage of the joint benefits offered by microscopic and macroscopic variables in predicting safety threats in an organically changing operational environment. Conflict detection was based on the measurements in a two-dimensional space that include loom angle, bearing angle and yaw rate of an ego-vehicle with respect to a preceding vehicle irrespective of their size.  Real-world experiments confirmed that adding multiple factors improved the performance of the model by about 45% in relation to the model consisting of TTC only. The inclusion of looming into the model further enhanced the performance by 5%. This finding is significant to vehicle manufacturers as most autonomous driving safety systems (e.g., ADAS) rely on only one factor which is TTC. Consequently, the FAR from existing systems is relatively high exposing their deficiencies in system integrity.   
From the comparative analysis, the hybrid models developed in this paper show a significant potential to incorporate in existing autonomous driving systems. This is because the model becomes more proactive and reliable with a high sensitivity value (e.g., 87%) for a low FAR (e.g., 10%) at the optimal threshold derived systematically. In the CAV era, the developed hybrid model can be combined with the cloud to provide more accurate traffic conflict predictions using vehicle-to-vehicle and vehicle-to-infrastructure (V2X) communications. 
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