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ABSTRACT

Motivation: Many people die every year from leukaemia. Some
of them respond to treatment, and some of them not. This study
investigates whether there is any relationship between response to
treatment and features drawn from the measured methylation profiles
of a set of patients. Such features could potentially be used to predict
the outcome of a putative treatment regime.

Results: Using AdaBoost with decision trees as weak classifiers,
we managed to identify two pathways that affect classification of
response and progression in blood cancer with 0.988 accuracy. We
also identified a gene whose presence or absence from the dataset
can drop classification accuracy from 0.988 to random.

Conclusion: We identified one gene that with 99% accuracy can
predict response to treatment. We were also able to identify a list
of genes from the same dataset that can predict response with 0.94%
accuracy.

Contact: zena.hira09@imperial.ac.uk

1 INTRODUCTION

The latest worldwide cancer statistics, provided by GLOBOCAN
2012, have shown that approximately 14.1 million people suffer
from cancer in 2012. The number is expected to rise to 24 million in
20 years time. Leukaemia is the 11th most common cancer for both
sexes and it accounts for 2.5% of all cancers with = 352,000 new
cases worldwide every year!. The exact cause of leukaemia is not
yet known but it is believed that is related to both environmental
and inherited factors. This type of cancer originates in the bone
marrow and results in a high number of leukaemia cells (abnormal
white blood cells which are not fully developed) (National Cancer
Institute, 2013). Approximately 63% ~ 64% patients survive for
one year. This rate however drops to 44% after five years and 32%
~ 33% after ten years. There are four major types of leukaemia:
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1. Acute Lymphoblastic Leukaemia (ALL): Starts in abnormal
lymphoid stem cells and progresses very quickly. (Weinblatt,
2014)

2. Acute Myelogenous Leukaemia (AML):Starts in abnormal
myeloid stem cells and develops quickly. (Seiter, 2014)

3. Chronic Lymphocytic Leukaemia (CLL): Starts in abnormal
lymphoid stem cells and take months or even years to develop.
(Shen er al., 2007)

4. Chronic Myelogenous Leukaemia (CML): CML starts in
abnormal myeloid stem cells and develops slowly. (Besa, 2014)

AML, CLL and CML are mainly adult cancers. They are very
rarely encountered in children. ALL however is a cancer that is very
common in children. Acute leukaemia usually develops quickly and
worsens in some weeks unless treated, in contrast to chronic forms
of leukaemia that progress very slowly and can be left untreated for
months or years.

In this paper we are concerned with the methylation profiles of
91 samples of Chronic Myelogenous Leukaemia (CML), some of
which respond to treatment and some not. Even though a lot of
progress has been made over the years for the treatment of CML
leukaemia, 30% to 35% of patients do not responding to treatment
(Carella er al., 2013). A drug called Imatinib, a tyrosine-kinase
inhibitor, is the first line of treatment for CML and was introduced
in 1988 (Carroll et al., 1997; Smith and Shah, 2011).

Due to the high dimensionality of the dataset we had to find a
way of selecting which features to analyse otherwise the analysis
would not be possible. We used pathway information from the
ConsensusPath database (Kamburov et al., 2013, 2011, 2009;
Pentchev et al., 2010) in order to perform a feature selection
method for which we initially split the dataset in pathways and
then analyse each pathway individually in order to see which
pathway gives us more accurate classification. The ConsensusPath
database integrates different types of information including: protein
interactions, genetic interactions signalling, metabolism, gene
regulation and drug target interactions in humans. These are
taken from a number of databases including Reactome, KEGG,
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HumanCyc, PID, BioCarta. This way we were able to separate the
dataset in different groups using prior knowledge.

We used two different methods for linear and non-linear
dimensionality reduction methods: PCA and Manifold - Isomap, in
order to remove redundant features from the pathway datasets. Then
we used AdaBoost with decision trees as weak classifiers as a way
of classifying our results since boosting techniques can help with
reducing the bias in supervised learning by being less susceptible
to the overfitting problem than other learning algorithms (Kearns,
1998).

2 RELATED WORK

Recent improvement in molecular biology technology allowed the
analysis of DNA methylation sites and profiling of cells in the whole
genome (Schumacher et al., 2006). Methylation is believed to be
closely related to gene expression (Aran et al., 2013) and DNA
methylation sites have been increasingly found to be involved in
processes such as cancer (Laura, 2008; Levenson and Melnikov,
2012). Methylation biomarkers have often been associated with
treatment to cancer and response as shown in some clinical studies
(Maier et al., 2005; Baylin, 2005). Machine learning has been
widely used on biological data with increasing success (Wang et al.,
2005; Osareh and Shadgar, 2010; Liu et al., 2009). Methylation data
have only recently started being analysed using machine learning
(Ruan et al., 2012a,b; Wilhelm, 2014) so there is still a lot to be
discovered.

Our aim was to combine methylation data with prior knowledge in
our new feature selection approach. Prior knowledge has been used
before in classification of microarray expression using information
about the genes (Brown et al., 2000; Guan et al., 2009), pathway
information (Hira et al., 2014) or GO terms (Chen and Xu, 2004;
Kustra and Zagdanski, 2010; Cheng er al., 2004; Chen and Wang,
2009). Little has been done in terms of predicting response to cancer
treatment using methylation data and prior knowledge.

3 METHODS
3.1 Dataset

DNA methylation is an epigenetic mark that potentially has a regulatory role
in gene expression (Bock, 2012). It can be used to identify biomarkers for a
number of diseases, including cancer, since it can provide information about
environmental exposures (Walker and Ho, 2012). Methylation occurs at CpG
islands and it means that a methyl group is added to a cytosine residue to
convert it to S-methylcytosine. A CpQG site is a place on the linear sequence of
the bases of the DNA that has a cytosine and guanine separated by only one
phosphate. Methylation of these sites that are in the promoters of genes can
affect their expression and lead to their silencing, a feature found in a number
of human cancers (Jones and Laird, 1999). In our methylation dataset there
were 429 231 probes with 91 samples, 60 of them were responsive to blood
cancer treatment while 31 were not.

3.2 Approach

Given its large number of probes, the dataset is very difficult to analyse as it
is. In order to proceed with the analysis, we decided to split the dataset based
on the pathways found in the ConsensusPath database (Kamburov ez al.,
2013, 2011, 2009; Pentchev et al., 2010). Genes that belong in the same
pathway were put in the same gene set. Therefore the dataset was divided

in 2072 smaller sets between approximately 100 and 2000 genes each, as
shown in figure 1. Our method works as follows:

o Split the dataset into pathways
o Apply dimensienality reduction

o Classify progression and response to treatment
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Fig. 1. The original methylation dataset, split into smaller sets based
pathway information

The methods used for dimensionality reduction were Principal
Components Analysis (PCA) and Manifold projection (ISOMAP).

3.3 Theoretical Background

3.3.1 Principal Components Analysis (PCA) Principal Components
Analysis (Bishop, 2006) can be used to reduce the dimensionality of the data.
It finds the principal variations among the data and ignores the smaller ones.
Simply put, it compares data in terms of similarities and differences. The
simplification of data should be done in a way where the important features
are not lost. There are a number of steps to be done in order to apply PCA.

1. Subtract the mean for each data dimension of the data (to get the mean-
adjusted data). Mean is given by:

N
il =1/N > X[i,n] M
n=1

2. Calculate the Covariance matrix.
N
cov(X,Y) = (@i —2)(y; —9)/(N — 1) @
i=1

3. Calculate the eigenvectors and eigenvalues of the covariance matrix .

4. Order the eigenvectors from highest to lowest and chose the ones with
the highest values i.e. the most significant ones. The number of vectors




selected will represent the number of dimensions the new dataset will
have.

5. Construct a feature vector which is a matrix of vectors

Diversity means that they make different errors in the newly classified data
(Dietterich, 2000). The AdaBoost classifier structure is shown in figure 2.
Boosting works by having a number of weak classifiers i.e. classifiers whose
performance is marginally better than random and combining them in a way

featureVector = (eigenVectory, eigenVectors, ..., eigenVectory) that creates a strong classifier. AdaBoost starts with one classifier fitted to

&)
6. Derive the new dataset by transposing and multiplying the feature
vector and the mean adjusted data.

finalDataset = featureVectorT * AleanAdjustedDataT
@)
This will return the dataset in the axis system defined by the
eigenvectors

3.3.2 Manifold - Isomap The manifold learmning algorithm is used
for non-linear dimensionality reduction (Cayton, 2005). Manifold learning
generally works by taking inputs from a higher dimensional space and
embeds them to a lower one while preserving their characteristics. It assumes
that all data points are lying close to or on a manifold and it can be thought
as a generalised principal components analysis (PCA) that can capture
non-linear relations. Isomap, (Tenenbaum et al., 2000) short for Isometric
Mapping, was one of the first approaches to manifold construction and is an
extension to Kernel PCA. The Isomap algorithm works as follows:

1. Determine the neighbours of each data point: For all points in a fixed
radius, find the k nearest points (k - Isomap) or the closest points based
on distance (e-Isomap)

2. Construct the neighbourhood graph: Points are connected to each of
their k nearest points with the edge length set to their Euclidean
distance.

3. Find the shortest path between all the nodes on the graph using a
graph algorithm (Dijkstra or Floyd-Warshall) to construct the matrix
of pairwise geodesic distances between different points.

4. Construct the lower dimensionality mapping. This is the same
procedure as classical MDS. Generally another matrix © is constructed
using:

1
o= —EHAZH 5)

where A is the matrix of geodesic distances;
and H is the centering matrix:

1
H:In—NUN (6)

where Up is an IV X N matrix of 1°s;
and I, is the identity matrix of size n

5. Calculate the eigenvalues of ©O: Let Ay, be the k'" eigenvalue and v,
be the k" eigenvector. The k** component of the embedding IT is
constructed by setting it to v/ Apvg.

VA1l
VAgvz
m= | VAsv3

vV )\dvd

3.3.3 AdaBoost with Decision Trees as the weak classifiers We
used AdaBoost for the classification of progression or non - progression.
Adaboost is an ensemble method for classifying that can improve the
quality of the output. Instead of using only one machine learning method,
ensemble methods use a combination of weak classifiers. Each classifier is
an individual hypothesis about the data. A set of classifiers is constructed
and new data is classified by taking a vote on the classifiers’ predictions. For
ensemble methods to work as accurately as possible they need to be diverse.

the dataset and then it creates more copies of it, that are again applied on
the data. The classifier’s weights are adjusted according to the accuracy
of the result and normally on subsequent runs of the program they are
modified so that they can accommodate the most difficult cases (Freund and
Schapire, 1997). We use the AdaBoost-SAMME algorithm (Hastie et al.,
2009), a multiclass version of the original algorithm. Decision trees were
used as the weak classifiers. A decision trees takes input tuples of the form
(X,Y) = (21,22, ..., 2k, Y) and it creates rules based on (z1, 2, ..., T)
so that the target Y can be classified correctly. The tree is constructed by
splitting the inputs recursively (recursive partitioning) and it ends when the
subset at a node has items with the same label or when the accuracy can no
longer be improved using the Gini Impurity shown in equation 7. The Gini
Impurity measures how often a random element can be labelled incorrectly
if a random label was assigned to it based on the distribution of labels on the
set.

m m m m m
Ic(H) =>_fHQ-f)=> _(fi~f2)=D_fi->_fi>=1->_f°
i=1 i=1 i=1 i=1 i=1
)]
The decision tree algorithm we used is the Classification And Regression
Tree (CART) (Breiman ef al., 1984) which works with both categorical and
numerical target variables. It creates the tree with the features that give the
biggest information gain at each node. In figure 2 hy(z), hi(x), hy(z)
denote the weak classifiers. AdaBoost, PCA and Isomap were implemented
in the sklearn (Pedregosa et al., 2011) package for Python.

o1 (@) \

hi ()| — sgn(Brhi(z) + ... + Brhi(x))

hi(z)|

Fig. 2. AdaBoost Classifier with decision trees as the weak classifiers

4 RESULTS
4.1 Pathways

We performed classification on all pathway sets in order to see
how well each of them could classify blood cancer progression.
We established that in most cases using dimensionality reduction
worsens the results. This is because the datasets are already small
enough and performing dimensionality reduction loses most of the
information the sets have. We isolated 2 pathways that were giving
us accuracy of 0.9888. To get the accuracy we used 10 fold stratified
cross validation.

We focused more on the most accurate pathways since their
accuracy is significantly higher. We plotted the Receiver operating
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Table 1. Pathways with the highest scores

Pathway Name Accuracy
Regulation of KIT signaling 0.9888 0.0011
Signaling events mediated by Stem cell factor receptor (c-Kit) 0.9888 0.0011
Superpathway of D-myo-inositol (1,4,5)-trisphosphate metabolism ~ 0.8244 00176
D-myo-inositol (1.4,5)-trisphosphate metabolism 0.813 0.0098
0.79 0.0136

3-phosphoinositide degradation
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Fig. 3. Regulation of KIT signalling pathway set, comparison of the
pathway set, with and without dimensionality reduction (PCA and Isomap).

characteristic (ROC) curves for those two pathways. We compared
the accuracy of the Regulation of KIT signalling pathway set using
two different methods of dimensionality reduction and without
any dimensionality reduction. The linear algorithm for finding the
significant features is PCA and the non-linear Manifold - Isomap.
The graph is shown in figure 3. For Signalling events mediated
by Stem cell factor receptor (c-Kit) pathway set the ROC curve is
shown in 4
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Fig. 4. Signalling events mediated by Stem cell factor receptor (c-Kit)
pathway set, comparison of the pathway set, with and without dimensionality
reduction (PCA and Isomap).

We show the ROC curves for two other pathways that do not
perform so well (figures 5, 6 and 7).

We used the two higher-scoring pathways to create sets that only
have a percentage of the genes in, to check if this will affect the
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Fig. 5. Comparison between Regulation of KIT signalling and Arrestins in
gper desensitization pathway sets

Receiver Operating Characteristic

0.8]

b
@

o
=

True Positive Rate

w T [-- NF-kappa B signaling pathway (area = 0.39)
- - Regulation of KIT signaling (area = 0.98)

0.0]

a0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

Fig. 6. Comparison between Regulation of KIT signalling and NF-kappa B
signalling pathway - Homo sapiens

Receiver Operating Characteristic
- —

0.8

©
kS

True Positive Rate

o
&

v
v
: - - Acetylcholine Synthesis (area = 0.50)
'

0.0 - - Regulation of KIT signaling (area = 0.98)

9.0 0.2 0.8 1.0

0.4 0.6
False Positive Rate

Fig. 7. Comparison between Regulation of KIT signalling and
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accuracy. We concluded that most of the time removing genes from
the pathway sets does affect the classification accuracy. There are
occasions were the accuracy was not affected. That is because
accuracy depends on which genes we removed. This is shown
in supplementary information. In addition random gene sets were
created to verify the effectiveness of pathways. We constructed the
graphs for the highest-scored pathways against random gene sets. It
is shown that random gene sets have far less accuracy. These results
are included in the supplementary information.




4.2 Gene SH2B3

Investigating further, we studied how the AdaBoost was
constructing the classifier models for the data. We found out that
the CpG Island ¢g00056489, which translates to gene SH2B3 or
SH2B adaptor protein 3, was the gene that most of the modelling
was based on. In fact removing this gene only out of the pathway
set reduced the classification accuracy to random (=2 0.5) from the
initial 0.99 that was before.

4.3 Gene Set

We searched for other genes in the whole dataset that had an
important impact on the classification. We managed to identify
another set of genes that can classify response to treatment
with accuracy of 0.94. To obtain this set we went through the
pathways applying AdaBoost. We picked the pathways that could
get an accuracy of more than a threshold. Having a closer look
at how AdaBoost builds the decision classifiers we could see
which features (genes) were the most important when building
the tree. We filtered out the features that were more important
in constructing the classifier. We constructed classifiers for each
of those combinations of values and we picked the ones where
the most features were taken into consideration when building the
classifier. The algorithm is shown in figure 8. AccuracyT hreshold
had values between 0.7 — 0.9 and ImportanceT hreshold had
different values ranging from 0.003 to 0.5 We found the list of genes
shown in table 2.

Data: Methylation Data
for p € PathwaySet do
if accuracy(p) > AccuracyThreshold then
for feature € DecisionTree(p) do
if émportance(feature) > ImportanceThreshold then
| GeneSet + feature;
end
end
end

end

Fig. 8. Gene Selection Algorithm

When removing gene SH2B adaptor protein 3 which is the one
that we identified before, the accuracy drops to 0.94. SH2B adaptor
protein 3 seems to be a direct way of classifying the response to
treatment. This gene set seems to be equally important in terms of
accuracy. Removing any other gene from this dataset while SH2B3
is not present reduces the accuracy as shown in table 3.

5 DISCUSSION

We identified gene SH2B3 to be controlling the response to CML
leukaemia treatment. SH2B adapter protein 3 is a protein that
in humans is encoded by the SH2B3 gene (Motto et al., 1996;
Hendricks-Taylor et al., 1997). Its role is to be involved in a range of
signalling activities by growth factor and cytokine receptors. It is a
member of the family of tyrosine kinase adapter proteins (Ahmed

Table 2. Gene Set

Gene Name  Cg Island Functional Annotation

INPPSA cg11930406  inositol polyphosphate-5-phosphatase, 40kDa
INPPSA cgl0762214  inositol polyphosphate-5-phosphatase, 40kDa
INPPSA cg07876930  inositol polyphosphate-5-phosphatase, 40kDa
INPP5SA cg23714705  inositol polyphosphate-5-phosphatase, 40kDa
INPP5SA ¢gl17859552  inositol polyphosphate-S-phosphatase, 40kDa
INPPSA cgl12507869  inositol polyphosphate-S-phosphatase, 40kDa
INPP5SA cg03149567  inositol polyphosphate-5-phosphatase, 40kDa
INPP5SA ¢g24608475  inositol polyphosphate-5-phosphatase, 40kDa
INPP5SA cg23009449  inositol polyphosphate-5-phosphatase, 40kDa
INPP5SA cgl10509185  inositol polyphosphate-5-phosphatase, 40kDa
INPPSB cg03523189  inositol polyphosphate-5-phosphatase, 75kDa
INPPSF cgll613559  inositol polyphosphate-5-phosphatase F
INPPSF cg20365618  inositol polyphosphate-5-phosphatase F
INPP5F cg07679322  inositol polyphosphate-5-phosphatase F
INPP5F cg02857557  inositol polyphosphate-5-phosphatase F
INPPSF cg02722214  inositol polyphosphatc-5-phosphatasc F
IMPAD1 cg03732295  inositol monophosphatasc domain containing 1
INPP1 cgl7516156  inositol polyphosphatc-5-phosphatasc J
INPP5J ¢g27324619  inositol polyphosphate-5-phosphatase J
ITPKB ¢g04242667  inositol 1,4,5-trisphosphate 3-kinase B
ITPKB cgl4711690  inositol 1,4,5-trisphosphate 3-kinase B
SH2B3 cg00056489  SH2B adaptor protein 3

SYNJ2 cg02118886  synaptojanin 2

SYNJ2 ¢g22242614  synaplojanin 2

- cg01195672  —

- cg07655693 —

- cgl6687447 —

- cgl6832975  —

Table 3. Removing Genes from
Set

Gene Name  Cg Island Accuracy

INPP5SA cgl11930406 0.9678
INPP5SA cgl0762214 09333
INPPSA cg07876930  0.9456
INPPSA cg23714705  0.9556
INPPSA cgl17859552  0.9344
INPPSA cgl12507869 0.9344
INPPSA cg03149567  0.9556
INPPSA cg24608475  0.9667
INPPSA cg23009449  0.9456
INPPSA cgl0509185  0.9456
INPPSB cg3523189  0.9678
INPPSF cgll613559  0.9344
INPPSF cg20365618 09444
INPPSF cg07679322  0.9678
INPPSF cg02857557  0.9678
INPPSF cg02722214  0.9678
IMPADI cg03732295  0.9567
INPP1 cgl7516156  0.9456
INPPSJ cg27324619 09122
ITPKB cgl4242667  0.9567
ITPKB cgld711690 09567
SYNIJ2 cg02118886 0.9244
SYNIJ2 cg22242614  0.9567

- cg01195672  0.9456
- cg07655693  0.9556
- cgl6687447 09244
- cgl6832975 09556

et al., 1999), the high-affinity cell surface receptors for many
polypeptide growth factors, cytokines, and hormones (Robinson
et al., 2000), which are shown to be involved with the progression
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of many types of cancer. The possibility of manipulating receptor
tyrosine kinase signalling in order to prevent cancer or enhance
cancer therapy was explored previously in (Zwick et al., 2001). It
is a key protein for the negative regulator of cytokine signalling
and plays a critical role in hematopoiesis. This kind of cells are
very much related with leukaemia (Sachs, 1996; National Cancer
Institute, 2013). More over SH2B3 has already been identified as
a predisposition gene to Acute Lymphoblastic Leukaemia (ALL)
(Willman, 2013).

From the set of genes that can also predict response very
accurately (0.94), inositol polyphosphate-5-phosphatase has already
been associated with leukaemia in (Mengubas et al., 1994). In
addition it is associated with SH2 since it encodes a protein in
that domain. The protein is related to hematopoietic cells and its
movement from the cytosol to the plasma membrane is mediated by
tyrosine phosphorylation (Liu et al., 1998).

Synaptojanin was also found in the set which belongs to the
inositol-polyphosphate 5-phosphatase family that has previously
been associated with hairy cell leukaemia, a chronic mature B-cell
leukemia characterized by malignant B cells that have typical hairy
protrusions (Spaenij-Dekking et al., 2003).

6 CONCLUSION

We present a way of analysing big datasets by segmenting them
based on prior pathway information. Analysing the pathways
separately can give us an idea as to how a disease is related to a
pathway and which biological mechanisms are involved. We used
AdaBoost for classification since it can remove bias in supervised
learning. It also reduces computational time and complexity. Indeed
analysing the whole dataset it would not be possible.

We identified gene SH2B3 that belongs in the family of tyrosine
kinase adapter proteins that has previously been associated with
leukaemia. SH2B3 was also shown to be related to predisposition to
ALL. We also identified a set of genes that can be almost as accurate
as SH2B3. Most of the genes in that list belong to the family
of inositol polyphosphate-5-phosphatase which are associated with
SH2. Further experimentation and analysis must be performed to
determine whether these results can be used to define an effective
biomarker in a clinical setting in the battle against leukaemia.
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1 Supplementary Information

1.1 Partial Pathway Sets

Pathway accuracy depends on which genes were removed from the set as
shown in figure 1 and figure 2. Sometimes the accuracy is not affected as
shown in figure 3 and figure 4.

Receiver Operating Characteristic
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Figure 1: 50% of the pathways is removed
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Figure 2: 60% of the pathways is removed

1.2 Random Sets

In addition to prove that pathways are effective in classification we created
random sets which have the same size as the pathways and compared the
classification results between them and the two pathways that perform best.
The results are shown in figure 5, figure 6 and figure 7.

Comparing the accuracy of all the random sets, after 10 different runs we
saw that the accuracies vary between 0.4 and 0.7. Their variance is either
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Figure 5: Comparison between Regulation of KIT signalling and a random
pathway set of 1170 genes

equal or much greater than the variance of the pathway sets. The variance
of the two pathways is 0.001111111 while for the random sets variance is
between 0.016474074 and 0.025955556. This proves that the pathways are not
random collections of genes and they do play an important role in classifying
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Figure 6: Comparison between Regulation of KIT signalling and a random
pathway set of 644 genes
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Figure 7: Comparison between Regulation of KIT signalling and a random
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cancer.



