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Foreword

With the use of artificial intelligence (AI) and machine learning for healthcare delivery increasing, there are numerous examples of more accurate, tailored, and personalised opportunities for the management of patients across healthcare systems in the UK. However, the use of AI and machine learning is not without challenges, particularly in striving towards safe and high-quality healthcare for all. The NHS has relied on digital technologies, including data driven technologies to facilitate care throughout the pandemic and has seen significant and tangible benefits from being able to access and analyse vast amounts of health care data. The COVID-19 pandemic has highlighted that there are widespread healthcare inequities, with poorer access, treatment, and health progression for some minority ethnic groups. Several recently published reports have highlighted various aspects of these inequities. It is vital to ensure that developments in AI and machine learning do not exacerbate or create further challenges to equity in healthcare.

There are a range of challenges to enabling data-driven health technologies and AI for minority ethnic groups. Funding disparities, bias in data and datasets, under-theorised or un-justified use of ethnicity data, biased decision-making, and unfair or harmful deployment, amongst other challenges, can all result in negative outcomes for minority ethnic groups. Although AI and data-driven technology may have the potential to improve the health of minority ethnic groups, it is clear that further understanding is required to address these risks to ensure they can be mitigated across the innovation pipeline.

Despite a growing number of cases demonstrating racial and ethnic bias in AI and data-driven technologies, the research and evidence base on this topic remains nascent. The aim of this review is to help synthesize the current evidence in academia and policy and help to identify high-priority areas of inquiry that need to be addressed, both in the UK and globally.

The report highlights core considerations to improve equity through the development and deployment of AI and machine learning technology, offering key research and practice priorities to be considered at each step. However, we acknowledge that there are a significant range of nuances and complexities that we may not fully address in this report and that there are many questions that need further study. We hope that this paper acts as a catalyst and framework for a much-needed national conversation on how the UK’s health data infrastructure and advances in data-driven technologies, including AI, can be best used to improve healthcare for all.

Dr Saira Ghafur - Lead for Digital Health at the Institute of Global Health Innovation, Imperial College London and Honorary Consultant at the Imperial College Healthcare NHS Trust

Lord James O’Shaughnessy - Visiting Professor and Chair of the Data, Health and Wealth Programme at the Institute of Global Health Innovation

Lord Ara Darzi - Co-Director of the Institute of Global Health Innovation and Chair of the Accelerated Access Collaborative
Introduction

Inequity in healthcare has been well documented in the UK. The COVID-19 pandemic has starkly highlighted the disproportionate impact that the disease is having on some population groups, with the risk of dying among those diagnosed with COVID-19 significantly higher in Black and Asian groups than in White ethnic groups. The reasons for health disparities are complex and highlight existing issues around unequal access to healthcare, worse experiences of healthcare, and wider inequities in society. Despite strong legal and constitutional backing, and national policy guidance and frameworks, limited progress has been made on this critical agenda.

Data-driven technologies offer great potential for the delivery of health and care in general and may have a specific part to play in helping to reduce disparities in health. The UK holds some of the best health data sets globally and has the ability to bring together comprehensive and longitudinal data for over 65 million people. It is imperative that the benefits of this data are maximised for public benefit. The Government has invested capital and driven initiatives to improve these data sets. However, at the same time, there has been little exploration of whether and how AI and data-driven technologies could be utilised to help improve the health of minority ethnic groups and as such, a better evidence base is required for this. The World Health Organization published ethical principles for AI in health in June 2021, highlighting the need to ensure inclusiveness and equity. As these digital technologies become integrated into almost every aspect of healthcare in the UK, it is crucial that they do not create or perpetuate any existing inequities for minority ethnic groups.
Race and ethnicity: terminology and use in health policy and research

Ethnicity has been described as “a form of collective identity that draws on notions of shared ancestry, cultural commonality, geographical origins and shared biological features”. According to the Office of National Statistics (ONS) Annual Population Survey 2018, 85.6% of the total population of the UK was White. People from Asian or Asian British ethnic groups made up the second largest percentage of the population (7.5%), followed by Black, African, Caribbean or Black British ethnic groups (3.4%), Mixed/Multiple ethnic groups (1.7%) and Other ethnic groups (incl. Arab ethnic groups) (1.8%). England represents the most diverse of the four nations, with minority groups accounting for 16.1% of the population, while Northern Ireland is the least diverse with minority groups representing 2.2% of the population.

Despite significant differences between the terms race and ethnicity, they are often used interchangeably and synonymously when it comes to health and social care research and policy. A review of the definition and operationalisation of race or ethnicity in biomedical research found widespread under-theorisation and unspecified use of the two concepts and concluded that such inconsistency compromises an adequate understanding of the causes for differential health outcomes. In medicine and biomedical research, race has historically (and often problematically) been used to refer to groups defined by shared ancestry and/or physical attributes and understood to play a genetical role in driving health outcomes. More recent research challenges the extent to which observed differences in outcomes relate to genetic or biological factors, providing evidence that a range of factors such as unequal treatment or access to health, socio-economic conditions, and environmental factors play a significant role.

Minority ethnic groups are also often inappropriately grouped together when there are significant differences between them in terms of their health outcomes. This is reflected in the common use of the term ‘BAME’ in the UK, which stands for Black, Asian and Minority Ethnic. Although this term was born out of the need to discuss the shared racialisation of minority ethnic groups relative to the majority White population, it obscures significant heterogeneity in lived experiences that exists both within and between minority ethnic groups and negates the variation in the unequal power structures in which different groups are situated. The term also excludes White ethnic minorities such as Gypsy, Roma and Traveller of Irish Heritage groups, which are some of the most marginalised and disadvantaged communities. In the recent years, the term has been widely criticised, including in the 2021 Commission on Race and Ethnic Disparities report. This has important wider lessons in terms of thinking about the classification or labelling of diverse ethnic minorities under single categories, and their representation in health data sets used to train AI – as discussed in the findings of the report.

When considering whether and how to include ethnicity in a given model, it is further critical to consider differences based on interactions with wider social and demographic factors (e.g. age, class, gender). The increased recognition that social categories intersect poses both a significant opportunity and challenge for population health and data science research. Historically, such
approaches have tended to use either unitary or multiple approaches to factor social positioning\(^9\). An intersectional approach acknowledges that using single or additive categories to model socio-demographic variation risks obscuring the unique variance that stems from different interactions of such categories. As health outcomes are themselves a result of the interaction between social and individual circumstances, biological factors, and structural disparities in health policy and delivery\(^4\), the potential benefits of considering these intersections in data science research are increasingly recognised for their enormous potential to support more tailored, patient-centric models of healthcare and policy\(^7\)–\(^10\). We hope that some of the insights in this report will aid this effort. As such, when diversity is discussed in this report, we do not speak exclusively of ethnicity, but across a wide range of social categories such as age, class, gender, ability status, and sexual orientation.

Health disparities, the social determinants of health, and inequity in healthcare in the UK

Ethnicity-based disparities exist widely within health and healthcare in the UK, as seen most recently in the disproportionate toll of COVID-19 among minority ethnic individuals and groups\(^21\)–\(^22\). Black women are four times more likely to die of COVID-19 than white women, with drivers of inequity extending beyond disparity in clinical predisposition\(^23\). The risk of psychosis in Black Caribbean groups is estimated to be significantly higher (almost seven times) than in the White population\(^24\). In children, there are higher levels of obesity among those aged 10-11 than the average population and will focus on the following five areas: maternity care, mental illness, respiratory disease, chronic obstructive pulmonary disease\(^8\); and asthma (65% vs 40%)\(^26\). They also have an average life expectancy 10 years lower than the UK national average\(^27\).

In many cases, the causes for these disparities include non-biological factors, and (at least partly) result from unequal healthcare access and treatment. The 2014 Adult Psychiatric Morbidity Survey showed that Black men had the highest mean score for severity of mental health symptoms but were the least likely to receive treatment for their illness\(^28\).

In 2019-20 the rate of detentions under the Mental Health Act in England among Black people was four times higher than for White people\(^29\), prompting the development of reforms to the Mental Health Act in 2021\(^30\). Surveys of maternity care experiences in the NHS indicate that minority ethnic women, and in particular Black women, more often feel that they are not treated with dignity and respect, with common reports of staff dismissing their pain or concerns\(^31\)–\(^33\). These findings have been echoed in the recent report by the NHS Race and Health Observatory\(^33\).

Other research has indicated minority ethnic groups may be less likely to receive appropriate preventative care (e.g., screening, vaccinations); are more likely to have undiagnosed comorbidities (e.g., heart disease, chronic obstructive pulmonary disease)\(^6\); and are more at risk of patient safety incidents\(^34\). Similarly, inequities can exist in the functionality of medical devices. For example, a 2020 study on pulse oximetry showed the technology’s racial bias, with hypoxaemia (low blood oxygen) identified less readily in Black patients than White patients risking inaccurate measurements\(^35\). More generally, a 2017 survey found that respondents who identified as Black reported lower levels of satisfaction with the NHS (44%) than respondents who identified as White (58%)\(^31\).

At national level, more is being done to tackle some of these inequities in healthcare. In February 2022, the Government launched landmark reviews to tackle health disparities, including a review into the health impact of potential bias in medical devices\(^36\). NHS England and NHS Improvement announced the launch of the Core20PLUS programme in December 2021. This programme will focus on the most deprived 20% of the population and will focus on the following five areas: maternity care, mental illness, respiratory diseases, cancer, and cardiovascular disease\(^37\). The programme also provides the opportunity for local areas to focus on their population’s needs, through the role of integrated care systems (ICSS)\(^38\).

In addition to unequal access and treatment, factors explaining disparities include wider inequities in society, often referred to as ‘social determinants’. Public Health England describes the social determinants of health as “the broad social and economic circumstances that together influence health throughout the life course” and similarly recognises the role of these circumstances as contributors to health outcomes\(^39\). For example, access to education reduces the likelihood of suffering from long-term diseases and mental health
issues such as depression and anxiety\(^{40}\). The 2010 Fair Society, Healthy Lives: The Marmot Review found that the lower one’s social and economic status, itself shaped by education, occupation, income, gender, ethnicity and race, the poorer one’s health is likely to be\(^{41}\). Although this report initially fell short of highlighting ethnicity as a factor relating to inequity and disadvantage\(^{42}\), Marmot has since been vocal in advancing the association between ethnicity and inequity, both in Health Equity in England: The Marmot Review 10 Years On\(^{44}\) and Build Back Fairer: The COVID-19 Marmot Review\(^{45}\), noting that structural racism is a fundamental driver for social determinants, and should be considered in any efforts to tackle social determinants behind disparities in health.

Despite clear evidence of the health inequities affecting minority ethnic groups, the report of the Commission on Race and Ethnic Disparities\(^{13}\) published in March 2021 (the CRED report), rejected “the common view that ethnic minorities have universally worse health outcomes compared with White people”, arguing that inequities in healthcare are driven by “deprivation, geography and differential exposure to key risk factors” without acknowledging the role of institutional racism in driving some of these inequities. The conclusions of the report have faced criticism from a range of groups and organisations across the UK\(^{46}\). Among the medical community, the report has been criticised for its failure to adequately consider the evidence of racial disparities in health, nor the relationship between structural racism and health.

The Royal College of Psychiatrists responded by saying:

“It is deeply disappointing that the report failed to take notice of the compelling evidence that racial disparities in health, and particularly in mental health, are driven in large part by social factors which are structurally determined.” \(^{47}\)

The British Medical Association questioned the value of continuing to seek evidence of ethnic disparities in health and across the UK, which is already widely documented, encouraging a greater focus on supporting and monitoring action to address inequity:

“It is essential that poverty is recognised as a key driver of racial and ethnic inequalities in the UK. The fact that Black and Asian populations experience poverty at higher rates, and also have worse health, is no coincidence. There is a wealth of evidence to support this, and alleviating poverty must be an objective of any strategy to reduce race and ethnic disparities and health inequalities.” \(^{48}(p.1)\)

With regards to data-driven technologies, although the report acknowledges some technical aspects of AI bias, such as those resulting from missing data on ethnicity, it has been criticised for failing to acknowledge the wider social and historical context in which data is created, managed, and applied in practice. Drawing from their recent report on the ‘data divide’\(^{49}\), The Ada Lovelace Institute noted:

“Unless we acknowledge that structural racism is a fundamental driver and cause of the data divide – which affects who can benefit equitably and fairly from AI and algorithmic systems – we cannot evidence and understand inequalities caused by data.” \(^{50}\)

Notwithstanding the limitations identified above, the CRED report usefully highlighted the breadth of factors beyond ethnicity that contribute to health outcomes including age, gender, disability, poverty, housing, rurality\(^{13}\). These can directly drive outcomes and are also interlinked with ethnicity in complex ways, and all need to be considered within any approach to reducing inequity in health and care.

**The COVID-19 pandemic**

The COVID-19 pandemic has exacerbated and emphasised the widespread disparities in healthcare within the minority ethnic groups in the UK. Despite making up 13% of the population, data up to January 2021 in England and Wales shows that 22% of patients requiring intensive care support were of Black or Asian background\(^{51}\). The latest ONS release
shows that the rate of deaths involving COVID-19 between December 2020 and June 2021 was 5 times higher for Bangladeshi men than White men, and 4.5 times higher for Bangladeshi women compared to White women. Similarly, all Census-defined minority ethnic groups other than Chinese had a higher rate of deaths involving COVID-19 than the White ethnic population for both men and women. The initial COVID-19 data response was slow to detect these issues, with estimates based on simple aggregates of the overall population (e.g. based on age and comorbidity), thereby masking disproportionately poor outcomes for minority subsets in the data. Other issues rest with poor data quality and comprehensiveness more generally. A Nuffield Trust report published in June 2021 found that mis-coding in hospital data challenges the reliability of assessing infection rates, hospitalisations and deaths by ethnicity, and the ability to fully understand the role of ethnic inequities through the pandemic and in healthcare more widely.

The COVID-19 vaccine roll-out further highlighted incomplete data generation and collection, particularly for minority ethnic populations. Prior to the pandemic, anecdotal evidence suggests ethnicity was only thought to be recorded in 60-70% of GP records. Since the COVID-19 vaccine drive started, there was significant concern with the lack of data collection on patient ethnicity at the point of vaccination, thereby obstructing efforts to ensure good uptake in different minority ethnic groups, and perpetuating misconceptions about poor uptake. NHS England now collects routine data on ethnicity at the point of vaccination, which has helped identify communities with poorer vaccine uptake.

**Levelling Up**

The UK Government has affirmed its commitment to the “levelling up” agenda and through the recently published a white paper has outlined a 12 key missions to help reduce regional inequalities by 2030. These include health, housing, education and digital connectivity and emphasise the government’s commitment to address disparities in key services and improve outcomes and metrics such as healthy life expectancy which are critical to addressing the underlying issues discussed above. Although welcome, there is criticism that tackling health inequalities will require billions of pounds more in funding than is currently available to meet these ambitious targets.

---

**What are data-driven technologies in health and care?**

In the context of healthcare, the term “data-driven technology” describes technologies that work by collecting, using and analysing data, including patient health and care data, to support the care of individuals and patients, the functioning and improvement of health services and public health, and the development of medical research and innovation. Artificial intelligence (AI) is one type of data-driven technology that is increasingly being used in healthcare. Unlike traditional use of information communication technology (ICT) where a computer performs a task based on the decisions of its user, AI performs tasks by learning rules from the data it has access to. Used together with big data, AI in healthcare can produce powerful models to automate prevention, detection, diagnosis and treatment, enabling more accurate, tailored and effective management of patients. Machine learning describes the application of AI, which gives systems the ability to automatically learn and improve from experience without being explicitly programmed.

The UK Government published a National AI Strategy in September 2021 as part of efforts to ensure the UK keeps pace with innovation and can unlock the power of AI and data-driven technology. Within the document, the Government re-affirmed its commitment to taking a sector-led approach to regulating AI. An early manifestation of that goal is to produce a Draft National Strategy for AI-driven technologies in Health and Social Care and a further White Paper on governing and regulating AI is also expected in 2022.

In healthcare, a broad range of techniques are used to create data-driven technologies and AI that can carry out or assist in medical tasks traditionally done by professional healthcare practitioners. Figure 1 outlines the high-level areas in which such technologies can be applied in the healthcare context.
The application of AI in clinical settings is in its infancy, and where applied is often limited to medical image analysis, whether in radiology, histopathology, dermatology or ophthalmology\(^{66,65-67}\). In each case, structured image data are readily available and are relatively consistent between patients. Similarly, many of the models so far developed aim to classify within a small number of diagnostic classes, for example the diagnosis of retinal pathology\(^{66}\). Clinical decision support tools are already being used in healthcare provision, assisting clinicians in their decision-making and planning. Similarly, automated efficiency tools are increasingly used to support back-office tasks in healthcare such as scheduling, including scheduling staff time, predicting patient no-shows, and optimising slots within clinics to reduce patients’ waiting times\(^{66}\).

As with any technology, potential risks and harms need to be addressed, particularly in the application of data-driven technology in healthcare. Common issues related to AI and machine learning include values and biases reflected in AI systems, the explainability of AI systems, the potential for bias across the development and deployment process, transferability, concerns regarding data, legal, moral and professional responsibility, and critically, patient/end user experience and outcomes\(^{68}\). Despite the growing number of ethical guidelines and standards for AI and machine learning, including the development of QUADAS-AI, a specific framework to aid researchers and policymakers in evaluating the risk of bias and applicability when conducting reviews that evaluate AI diagnostic test accuracy\(^{69}\), there is a notable absence of insights specifically related to the risks and challenges with regards to ethnicity-based inequities.

This is critical given the wide acknowledgement of racial bias in AI, including in academic literature and mainstream media. For example, facial-recognition systems from companies like IBM have been shown to be less accurate in recognising darker-skinned individuals: 11-19% less accurate in recognising images of Black men and women, increasing to 34% less accurate when shown images of Black women only\(^{70}\). Another well-known example is skin cancer melanoma, where AI algorithms have been predominantly developed based on data from White patients, resulting in fewer data points to develop a full picture of melanoma in ethnic minorities\(^{71}\).

The purpose of this report is to identify key areas of inquiry in addressing risks and challenges with applying data-driven technologies to help improve the health of minority ethnic groups in the UK. The report highlights core considerations to improve equity through the development and deployment of AI and machine learning technology, offering key research and practice priorities to be considered at each step.

In this report we have reviewed existing literature and we have augmented this with a range of examples and case studies. Given the paucity of UK research, and subsequent examples in this area, we present a range of international examples and case studies, as well as examples from both health and social care. We have had the benefit of the involvement of experts from varying academic disciplines and professional practices and provide a series of high-level recommendations for future research to address key risks and challenges in developing and deploying data-driven technologies in health and care for minority ethnic groups.
Fig. 1: Areas of care in which such automated tasks could make a difference described in NHS X, Artificial Intelligence: How to get it right (2019) 60

| **Diagnostics**          | • Image recognition  
|                          | • System checkers and decision support  
|                          | • Risk stratification  |
| **Knowledge Generation** | • Drug discovery  
|                          | • Pattern recognition  
|                          | • Greater knowledge of rare diseases  
|                          | • Greater understanding of causality  |
| **Public Health**        | • Digital epidemiology  
|                          | • National screening programmes  |
| **System Efficiency**    | • Optimisation of care pathways  
|                          | • Prediction of Do Not Attends  
|                          | • Identification of staffing requirements  |
| **P4 Medicine**          | • Prediction of deterioration  
|                          | • Personalised treatments  
|                          | • Preventative advice  |
The aim of this report is to map existing evidence on current risks and challenges with using AI and data-driven technologies for minority ethnic groups in the UK and to identify high-priority questions that need to be addressed in future research and practice. The findings in this report are based on a review and synthesis of existing academic literature, policy evidence, and expert involvement. Involving experts, both national and international and across the spectrum from academia to patient-facing organisations, has allowed us to better understand knowledge gaps in this nascent field of research and identify future priorities.

A series of informant interviews (n = 20) were conducted on a one-to-one basis with experts identified as having a strong expertise in this topic (i.e., race equality, health policy and machine learning experts). Interviewees were representatives from industry (technology and life sciences), NHS policy and practice, legal and regulatory bodies, academic institutions, patient groups and charities. A combination of convenience and snowball sampling was used to identify the participants. The spread of expertise ensured that we covered the challenges and opportunities when exploring this topic at a research, practice, and policy-level. A semi-structured topic guide was developed based on a review of academic and policy literature and piloted with a digital health expert (not included in the final interviews). Interview findings formed the basis of a roundtable discussion (n = 14) where potential gaps and contested issues were discussed to try and reach consensus on research priorities where possible for the final framework and findings. This event included experts who were not interviewed prior.

Interviews and the roundtable discussion were transcribed verbatim and analysed using the framework analysis method. The analysis was conducted in an iterative manner using a combination of theory-deductive and data-inductive analysis. Expert insights were mapped onto each stage outlined in Chen et al’s ethical pipeline for health care model development and used to complement to and contextualise existing knowledge. The following sections present a synthesis of the literature review and interview and roundtable analysis, offering key research priorities at each stage.

Limitations

This report is intended to be a scoping review to understand the gaps in knowledge that we have when understanding this topic specifically in the NHS context. Although this includes existing evidence, this is not intended to be an exhaustive review of the literature or existing research. Due to the COVID-19 pandemic the expert roundtable was hosted online and to ensure maximum utility of the remote session we limited the number of participants.
The development and deployment of data-driven health technologies

There are several areas that need to be explored and addressed as the health, technology and academic sectors work towards ensuring AI and machine learning offer health and healthcare benefits across society. Inherent bias exists within AI and machine learning technologies themselves, due to such bias being prevalent within UK society and the digital technology industry more widely. As such, understanding inequity and bias at each stage of development and deployment is an essential starting point ahead of developing future research and priority setting.

A seminal paper in this field by Chen et al. (2021) outlines five steps in what they call an “ethical pipeline for healthcare model development” (Figure 2). The paper offers a clear and concise outline of where challenges may arise through the process of development and deployment, and as such we use an adapted version of this pipeline as a framework to guide the structuring of our research findings and review of literature. Based on findings from the expert interviews (most of whom did not explicitly discuss “outcome definition”) we map our findings to the main stages represented in Chen’s pipeline (excluding the ‘outcome definition’, e.g. mapping the end-goal, stage which has been incorporated under the broad umbrella of ‘algorithm development’).

**Fig. 2:** Chen et al’s five steps in the ethical pipeline for healthcare model development. Republished with permission of Annual Review of Biomedical Data Science, from Ethical Machine Learning in Healthcare, Chen et al., 2021; permission conveyed through Copyright Clearance Centre, Inc. 73
Inequities in AI development and deployment start with which problems are prioritised in the first place, as reflected in research funding and policy priorities. A recently published paper outlining racism in the UK health research landscape provides an overview of the challenges across academia, funding bodies, and peer reviewed journals in the UK; according to a 2019 report by AdvanceHE, there were 19,285 professors in UK universities in total, including 12,795 White men, 4,560 White women, 90 Black men, and 35 Black women. Similarly, there is also evidence of limited diversity at a strategic level within the NHS. The 2020 NHS Workforce Race Equality Standard reported that 10% of board members from NHS Trusts were from ethnic minority backgrounds. While this figure is an increase on previous years, it still falls short of being representative of the 21% of NHS staff from identifying as being from a minority ethnic group. One expert interviewee noted:

“There is some real research needed and some action around the kind of the representation at the very top of the NHS. It is sorely lacking. Quite a lot of people who are from Black, Asian and Minority Ethnic backgrounds, who aspire to senior positions, will leave the NHS after they get to a certain point because there is a perception that you are bouncing your head against the wall for so long and then think, ‘Well, why don’t I go to the private sector and it pays me a lot more?’. The problem with that is that actually it’s those very voices that we need to kind of change the way we deliver and design services.”

- NHS healthcare leader

Beyond funding disparities in the NHS, the experts expressed concern with a lack of diversity within research teams, and more generally in terms of the types of research institutions that receive funding. This is not a problem unique to the UK, but as a result, essential minority ethnic voices may not be heard in discussions of what research must be prioritised within academic departments, or what subsequent innovations can be developed from existing research. The experts we interviewed also noted a lack of diversity, particularly in terms of ethnicity and class, at a strategic level (e.g., in the NHS and in government), within research teams, and more generally in terms of the types of research institutions that receive funding.
Considering the impacts of funding disparities in healthcare

Chen et al. focus on the commonly used example to highlight disparities in research funding demonstrated by the funding allocated to sickle cell disease (predominantly affecting Black children) and cystic fibrosis (predominantly affecting White children) research, where cystic fibrosis receives 3.5 times more National Institutes of Health funding than SCD, despite significantly more children being affected by SCD. Such funding disparities ultimately challenge the treatment of conditions. However, potential solutions have also been noted: the development of a research community determined to ensure health research avoids reinforcing and exacerbating inequities. Working towards this must in part involve improved representation of minority ethnic groups in research commissioning leadership roles, key committees and panels, and in patient and public communities involved in research.

We found that there were concerns among experts that the prioritisation of healthcare challenges in the UK is based on commercial opportunity as opposed to societal need. Some industry experts we interviewed highlighted the greater need for government and public funding bodies such as the National Institute for Health Research (NIHR), Wellcome Trust, and Medical and Research Council (MRC) to fund needs-based innovation focused on improving health for minority ethnic groups.

“There is a good reason why governments drive research programmes, because I guess if you leave it to the private sector, they will only focus on what’s profitable for them. So, at the end of the day, research companies are a business, they will go for diseases they feel they can be successful in, regardless of the population. But the role that institutions like the NIHR play is very important, because they fund research regardless of whether there is a commercial revenue stream down the line or not. It’s really about the population and how are we serving them.”

- AI and healthcare expert

Disparities in light of the COVID-19 pandemic

The COVID-19 pandemic has shed light on the importance of investing in research projects that reflect health healthcare priorities in minority ethnic groups. A promising start was made by NIHR and UK Research and Innovation (UKRI) who launched funding calls worth £4.3 million for further research to understand the disproportionate death rate from COVID-19 in minority ethnic groups since evidence of these disparities emerged. A paper published in April 2021, reporting research findings from the recipients of a portion of the funding at the University of Leicester, found that the risk of testing positive for COVID-19, developing severe disease, and mortality from COVID-19 in South Asian and black communities in the UK could all be substantially reduced with population level policies targeting deprivation. Similarly, the Health Foundation and NHS AI Lab have launched a much-needed funding call for research into data-driven technologies and AI that aims to meet the health needs of minority ethnic groups in the UK. They have recently awarded £1.4m to four projects to better understand these issues.

The importance of bottom-up initiatives

In terms of addressing disparities in prioritisation in the research agenda and funding, experts across disciplines commented on the importance of bottom-up approaches, for example through qualitative research or patient and public involvement initiatives, to help challenge or complement priorities set at higher level. Two experts (AI and health policy) we interviewed provided the example of involving the target population in project development and grant reviews, such as through patient panels and citizens’ juries, to help estimate whether proposed solutions are in fact beneficial to clinicians (e.g., in terms of providing better care to minority patient populations) or patients (e.g., in terms of using or receiving data-driven health solutions). Yet several...
Future considerations

As minority ethnic groups are less likely to receive appropriate preventative care, are more likely to have undiagnosed comorbidities\(^8\), and are more at risk of patient safety incidents\(^34\), there are several high-opportunity research areas that could be impactful:

- **Identifying high-opportunity areas for data-driven diagnostic or therapeutic solutions** (e.g., using existing cardiovascular data sets)
- **Determining high-opportunity areas for data-driven operational applications and service use in the NHS** (e.g., attendances to emergency departments)

of the AI experts we interviewed were hesitant about such solutions, raising concerns that they may not sufficiently represent the breadth and scale of the large data sets used in AI. This concern about homogenous representation is supported by literature that suggests that while involvement of patients and members of the public in the planning, implementation analysis and evaluation of academic research has increased in recent years, minority ethnic populations have been underrepresented\(^75\). Further, involvement is often restricted to the planning of research, with contributions from patients rarely occurring during the analysis or dissemination phases of research. Therefore, crucial opportunities for minority ethnic patients and members of the public to guide the evolution of innovation are often missed.
Sources of bias in data generation and collection: AI systems are only as good as the data they are built upon

Summary of our research findings

- There are a variety of ways that a lack, or imbalance in the collection, of diverse data occurs within research and healthcare datasets in the UK (e.g., the Hospital Episode Statistics (HES) and Clinical Research Practice Datalink (CRPD) databases).

- Three common types of data generation and collection problems may result in bias were highlighted by experts we interviewed:
  - use of data that is itself unrepresentative or developed based on representative data but subsequently applied to an unrepresentative population;
  - use of data that includes socio-historical bias in how it was entered and collected;
  - and use of data that does not account for or misrepresents social categories and determinants of the intended outcome.

- Efforts should be made to ensure the data on which algorithms are based is representative of the populations that they will be deployed in and with sufficient breadth and depth to capture the multitude of clinically important associations between ethnicity, demographic, social and clinical features that may exist.

- The appropriateness and implications of including race or ethnicity as features in AI models must be critically appraised.

As noted previously, the use of data-driven technology and AI to enable healthcare delivery has expanded in recent years, backed by the availability of large quantities of data and advancements in machine learning models, as well as increased funding for AI development. This has been evidenced in the creation of NHSX and the NHSX AI lab in 2019 to ensure the NHS and social care system can benefit from the advances in AI. NHSX has now integrated with the Transformation Directorate at NHS England as of February 2022, with the existing work programmes expected to continue. In October 2021, the UK Chancellor further announced a £6 billion package of funding for the NHS, including £2.1 billion over the SR21 period for “innovative use of digital technology so hospitals and other care organisations are as connected and efficient as possible, freeing up valuable NHS staff time and ensuring the best care for patients wherever they are.”

In the NHS, where the combination of routine data collection, longitudinal data collection, a unique patient identifier and universal coverage has resulted in large-scale data being collected and stored across the health system. However, AI systems are only able to make decisions based on the data with which they are trained, and that data may be lacking in critical information or imbalanced in the proportion of minority ethnic data points available. A recent study found discordance between self-reported ethnicity and NHS’ routine hospital data, the Hospital Episode Statistics (HES) database, for 20-30% of minority ethnic patients (compared to only 2.2% for White British patients). Similarly, a study that compared ethnicity data coding in HES to the Clinical Research Practice Datalink (CRPD) found discordance in ethnicity coding between the datasets for over 50% of ethnic minority patients, with a significant proportion of missing data (in particular in the HES database).

The AI experts (academic; industry) we interviewed commented on three common types of data generation and collection problems that may result in bias. First, use of data that is either itself unrepresentative or developed based on representative data but subsequently applied to an unrepresentative implementation population (e.g., the First Derm example outlined in Table 1). Second, use of data that includes socio-historical bias in terms of how it was entered and collected (e.g., the use of racialised labels in the London Metropolitan...
Police’s Gangs Matrix, which resulted in Black people being disproportionally represented and retained in the database (93). The challenge of socio-historic bias in datasets used for AI development was explained by an AI researcher we interviewed:

“For some conditions, you really do not want to incorporate variables like ethnicity or socioeconomic status in your model because you may take on a historical bias. And if you train a model and use such a variable, then you may be integrating that bias into the solutions that you are creating. In these cases, maybe you want to take the extra step of not just leaving the variable out of the model that you are creating, but actually making sure that the model predictions are statistically independent of that variable.”

- AI researcher

The third problem highlighted by the experts we interviewed is the use of data that does not account for or misrepresents social categories and determinants of the intended outcome. For instance, when data on social determinants is not collected or is misrepresented, predictions may be less accurate and underestimate risk for populations who, for example, do not have access to healthcare, do not have financial resources to seek health support, or are employed in high-risk industries. Examples of this are commonplace in everyday clinical practice, including in predictive models that predate AI (94). A race equality expert we interviewed noted:

“The kind of data that is being collected is dependent on the kinds of questions that you have asked. I think one of my biggest concerns is that, like in a lot of the COVID-19 measures of vulnerability among black and ethnic minorities, AI applications in health are very biologically driven as opposed to taking into account the context of which people live their lives. So the social and economic circumstances, the housing circumstances, the types of jobs that they do, I think that is the sort of information that I would want to see into any data-driven technology that measures health access, health risk, health services, and so on.”

- Race equality expert

Our literature review and expert interviews highlighted that, in addition to improving the representativeness of minority ethnic groups in health data sets, the appropriateness and implications of including race or ethnicity as features in AI models must be critically appraised. The use of race or ethnicity in clinical risk prediction models is both widespread and a major source of bias in clinical practice. Some clinical risk prediction tools in use today incorporate race as an input variable and in doing so may perpetuate pre-existing healthcare discrimination (94). For example, a controversial race-based correction factor is still widely used to estimate glomerular filtration rate (eGFR), a test to assess kidney function in patients with chronic kidney disease, despite evidence indicating that using the factor may lead to underdiagnosis and delayed access to treatment for Black populations (95).

The finding of significant association between race and clinical outcomes in a data set may not itself be sufficient justification for the inclusion of race as an input variable into predictive models that influence clinical practice. In a recent editorial in the New England Journal of Medicine, the prevalence and harms of predictive models based on race were clearly elucidated (94):

“...the racial differences found in large data sets most likely often reflect effects of racism... In such cases, race adjustment would do nothing
to address the cause of the disparity. Instead, if adjustments deter clinicians from offering clinical services to certain patients, they risk baking inequity into the system” 94 (p.289)

The developers of AI models must therefore carefully appraise the inclusion or exclusion of race or ethnicity as features in the data on which their models are produced. Where included, appropriate justification should be given and measures taken to ensure such inclusion. Vyas et al. (2020)94 propose three questions that should be asked of clinicians and algorithm developers:

1. Is the need for race correction based on robust evidence and statistical analyses?
2. Is there a plausible causal mechanism for the racial difference that justifies the race correction?
3. Would implementing this race correction relieve or exacerbate health inequities?

Matching training data to the implementation population

To develop data-driven technology and AI without inherent bias arising from the data it has access to, it is crucial that efforts are made to ensure the data on which algorithms are based are representative of the population in which they will be deployed. There are a variety of ways that a lack or imbalance in the collection of diverse data occurs within research and healthcare (see Table 1 which outlines examples from health systems around the world). While it may not always be possible to match training data to the implementation population, additional measures may be applied to resample available data in such a way as to better match the patient population in which an algorithm may be applied96.

It is crucial therefore to draw a distinction between better data generation and collection of race or ethnicity itself within healthcare data sets, and better collection of data pertaining to a wide range of social and clinically relevant factors across the entire population. Recognising the ubiquity of biases in predictive models in healthcare today, many of which have been in use for decades, is an important step to ensuring AI models in healthcare do not replicate these same mistakes100.

Alternative data sources and methods

Many machine learning methods rely upon a relatively even distribution of the number of cases falling into each class within a classification. In medical data sets, imbalance in the distribution of cases is common, particularly when attempting to classify rare events. In such cases, models may fail to adequately predict rare outcomes effectively while providing good overall performance, largely driven by accurately predicting the common outcome. A range of techniques exist to address these issues of imbalance in source data. In its simplest form, over-sampling involves duplication of less common outcomes within a data set, while under-sampling involves removal of more common outcomes to improve balance in the number of cases across classes. A range of more complex methods exist including the widely used Synthetic Minority Oversampling Technique (SMOTE) to over-sample less common outcomes by generating synthetic data based on existing data. In doing so, these methods are only able to work with information already contained within the dataset, which may fail to encompass variation arising as a result of intersections based on age, gender, deprivation or health status that may not adequately be featured in the initial data101. As noted by one of the academic experts we interviewed, synthetic data is often generated based on the underlying data set and would not necessarily correct for original bias within that data set. Considering this in a real-world example, elderly minority ethnic patients in the UK are known to have substantially worse self-reported health status than White people of a similar age, yet 2004 was the last year that the Health Survey for England specifically oversampled minority ethnic patients to establish these findings102. According to a recent editorial in the British Medical Journal:

“The exclusion of older ethnic minority people from population-based studies is a form of institutional racism and leads to a worrying and socially unjust dearth of knowledge about the health and social conditions of an
already disadvantaged part of the UK population.”

For AI to effectively benefit minority ethnic groups, it is crucial that not only are data collected from across ethnic groups but collected with sufficient breadth and depth to capture the multitude of clinically important associations between ethnicity and demographic, social and clinical features that may exist.

Methods to improve impartiality

Similarly, bias in the process of data generation and collection may impair the effectiveness of algorithms for minority populations in the UK. A few options to mitigate this bias have already been proposed in academic literature from health and social care settings around the world. As AI bias is related to the data-generating process, one of the simpler ways of improving impartiality could be to preferentially use data sources that better represent the population to which a model will be applied, or that extend beyond routinely collected clinical and demographic data alone. There are several examples of routine non-invasive monitoring systems that collect substantial amounts of data on all patients which are relatively unbiased, such as recorded vital signs during surgical operations, and triage data collected from the first hour after presentation at the accident and emergency department, which avoid the potential bias of clinical judgements. While examples of efforts to reduce bias in AI in health and social care do exist, results have been mixed, as indicated in Table 2, and overt efforts to minimise bias with respect to ethnicity are not commonplace.

The House of Lords Committee on Artificial Intelligence report (2017-2019) further outlines various areas where the Government could play a role in addressing bias in AI. One key action could be for the Government to release open data sets representative of the population in order to address the inequities associated with the less demographically diverse privately held datasets. The report also proposed the creation of guidance for the development of new data sets to help to minimise bias. In October 2021, the UK Medicines and Healthcare products Regulatory Agency (MHRA) released the ‘Good Machine Learning Practice for Medical Device Development: Guiding Principles’ alongside the US Food and Drug Administration (FDA) and Health Canada. They have jointly agreed ten guiding principles to inform the development of good machine learning practice to help promote safe, effective, and high-quality medical devices using AI. Principle 3 particularly states that good practice including ensuring “Clinical Study Participants and Data Sets Are Representative of the Intended Patient Population” to manage any bias, promote appropriate and generalizable performance across the intended patient population, and better identify where the model may be underperforming.

Future considerations

As there are several challenges associated with data generation and collection and equitable AI and machine learning technologies there are a number of research areas that could be impactful. Fundamental starting points for improvement in this area include:

- Developing and refining catalogues of publicly available data sets with detailed descriptions of their make-up, data dictionaries, and consideration of whether repurposing may impact on inequity
- Working towards improving the breadth and quality of NHS routine data across the following three areas:

1. Improving front-line entry by clinical staff through staff education, adequate training and simplified data entry systems
2. Identifying factors required to increase data sharing by patients such as through enhanced information and transparency (e.g., on usage, perceived benefits and risks)
3. Enabling wider data linkage of healthcare data sets to more fully understand the clinical interactions of patients
<table>
<thead>
<tr>
<th>What was done?</th>
<th>Whose data was used?</th>
<th>Where was the bias?</th>
<th>What was the impact?</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI-powered dermatological algorithm called Skin Image Search(^{92}), by First Derm was tested on Fitzpatrick 6 skin type (dark skin) and dermatological conditions relevant in the Ugandan setting</td>
<td>Dermatological images selected from a total of 173 images from the electronic database of The Medical Concierge Group, a Ugandan telehealth company</td>
<td>The poor accuracy of the AI app suggests the First Derm application was mainly trained based on predominantly Fitzpatrick 1/2 skin types (Caucasian skin) and less of Fitzpatrick 5/6 skin types (dark coloured skin). Additionally, the poor accuracy reflects that the app was trained on dermatitis data sets rather than fungal images, likely based on the prevalence of dermatitis among North American and European settings</td>
<td>Overall diagnostic accuracy of the AI app was low at 17%, with varying accuracy of predictability levels. The AI app made the correct diagnosis in up to 80% of dermatitis cases but did not make a correct diagnosis for fungal diseases</td>
</tr>
<tr>
<td>The American Heart Association’s Get with the Guidelines–Heart Failure intended to predict in-hospital mortality in patients with acute heart failure(^{97})</td>
<td>Clinical records of a cohort of 39,783 patients admitted to hospital with a diagnosis of heart failure</td>
<td>A risk score was developed in which non-Black patients are assigned higher risk score than Black patients, which therefore regards Black patients as lower risk, thereby raising the threshold for clinical intervention. However, the American Heart Association does not provide a rationale for this adjustment</td>
<td>The algorithm remains in use and readily available as a risk prediction resource for clinicians. Black patients may be less likely to receive cardiac care</td>
</tr>
<tr>
<td>Algorithm developed by Optum(^{98,99}) used to identify patients with complex medical needs to develop a “risk score”</td>
<td>Health records for nearly 50,000 patients of an unnamed US medical centre: 44,000 White patients and 6,000 Black patients</td>
<td>The algorithm was trained to identify patients with higher anticipated future healthcare costs as higher risk. However, the algorithm prioritised patients with higher incomes and health insurance plans that covered more doctor visits and more expensive prescriptions, while ignoring that many low-income patients (disproportionally African American) are more likely to seek medical care once their symptoms are severe</td>
<td>African Americans comprised 18% of the medical centre’s high-risk group but, looking at the actual patient health data, should have represented 47% of the high-risk group. The disparity resulted in White patients being granted access to resources ahead of African American patients in poorer health</td>
</tr>
</tbody>
</table>

Table 1: Examples of bias arising from predictive models in healthcare and the population affected
<table>
<thead>
<tr>
<th>What was done?</th>
<th>Whose data was used?</th>
<th>How was it done/ how does it work?</th>
<th>What was the impact?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine learning models used to predict eight outcomes for individual cases in children’s social care, while determining whether they do this equally well for different groups</td>
<td>Data from between c.700 and c.24,000 children’s social care cases provided by four local authorities in England</td>
<td>The research team completed the analysis for each local authority separately and prepared the data sets for the model, validated the data and created new ways of summarising or categorising the data. They also extracted from the text ‘vulnerabilities’ (e.g., food poverty, parental substance abuse) the child was experiencing to paint a richer picture than the structured data alone could</td>
<td>The models built missed most children at risk of the outcome, which led to the model discouraging a social worker to support a child or young person, potentially resulting in harm to them. The overall transparency of reporting and considerate nature of data curation exposes the weaknesses of using such data for decision-making in social care. Such reporting of negative findings is helpful to inform future research and practice</td>
</tr>
<tr>
<td>AI and machine learning technology used to understand individual health information needs from internet searches</td>
<td>Individuals across Africa with regard to their needs as related to HIV/AIDS, malaria and tuberculosis</td>
<td>An analysis of Bing searches related to HIV/AIDS, malaria, and tuberculosis from 54 African nations automatically derived a set of common topics for each disease, revealing a widespread interest in various types of information, including disease symptoms, drugs, as well as stigma, beliefs in natural cures</td>
<td>The project created a new data set useful for improving the understanding of health needs in Africa and can be further used to improve access to care and allocate resources</td>
</tr>
<tr>
<td>Smartphones and wearable devices used to detect diabetes</td>
<td>Individuals initially enrolled in an online heart study, as well as African Americans and Asian Americans who participated in extra rounds of clinical trials designed for their explicit inclusion</td>
<td>The optical technique photoplethysmography (PPG) is used to allow the algorithm to extract features such as blood pressure and heart rate. Users are required turn on the phone’s light, place their fingertip over the phone’s camera lens to provide data to the algorithm</td>
<td>The project demonstrates that a PPG signal alone can be used in deep learning to detect diabetes. To ensure the algorithm is as effective on darker complexions, extra rounds of clinical trials on African Americans and Asian Americans (both higher risk groups) are being conducted</td>
</tr>
</tbody>
</table>

Table 2: Examples of attempts to reduce AI bias in healthcare and the population affected
Algorithm development: A multidisciplinary approach can improve performance

**Summary of our research findings**

- Defining the end goal is a crucial first step to develop a technology that will benefit minority ethnic groups once deployed that several of the AI experts interviewed felt is often overlooked. This should involve critical reflection on what the algorithm will directly be used for, who it will be affecting, and what this means in terms of data requirements and outcome variables used.

- There is consensus in academic literature that developers should build in sensitivity checks to reduce bias. Such checks may include simulated data sets and running counterfactual simulations, during the design and subsequent phases of AI.

- Several of the experts we interviewed noted that algorithm development should not only draw from mathematical notions but from multi-disciplinary knowledge on disease prevalence and potential causes for differential outcomes.

- There are several statistical methods to prevent lower performance of algorithms for minority ethnic groups, such as data stratification or sub-population weighting, but these are still not standard practice in the development and testing of algorithms.

- A challenging aspect of AI development is the problem of explainability or interpretability – often known as the “black box” problem. In the context of healthcare, it is crucial that training and support for clinicians is provided to clearly explain healthcare AI decisions and reflects the breadth of circumstances in which AI may be applied.

**Outputs versus inputs: who is it for and who will it affect?**

Defining the end goal should involve critical reflection on what the algorithm will directly be used for, who it will be affecting, and what this means in terms of data requirements and outcome variables used. There was consensus among the AI experts (academic; industry) we interviewed that defining the end goal is arguably one of the most essential – but commonly overlooked – steps in the pipeline with regards to ensuring equity for minority ethnic groups.

“A good portion of our research actually focuses less on, what are the inputs to the algorithm, and instead focusing on, what are we trying to predict? And is that what we’re actually trying to predict? And also, particularly in the context of, what does this mean? I do not think there is any one way to automate this. I think it needs to be very context-specific and say, what is this algorithm directly being used for? Who is it affecting?”

- AI researcher

The Obermeyer et al. study (2019) (see Table 1, the model which used predicted future health needs based on prior use of healthcare services) was mentioned by many of the AI experts we interviewed as an example of why it is crucial to understand how and where a model will be...
implemented, who it will be affecting, and what this means in terms of data requirements and outcome variables used. In the Obermayer et al. example, differences in the availability of healthcare services were not considered as a potential influence on the relationship between healthcare needs and healthcare utilisation, meaning that the algorithm systematically underestimated health needs of Black patients who have less access to healthcare due to disparities in US health system spending. It shows how insufficient consideration of potential application outcomes can result in creating new inequities in the wider healthcare system, with Black people being less likely to be referred to health services than White people who were equally sick.

**Developing AI with bias in mind**

Most AI models implemented in clinical practice seek to predict an outcome based on what is known about a patient and their clinical context. In doing so, the objective of models has been to predict outcomes correctly as frequently as possible. In such optimisation, it is likely that the predictive accuracy of a model will vary across patient characteristics including ethnicity, age, gender and health status. Producing the most effective predictive model across the whole population may therefore be at odds with a need to ensure the model works similarly well for all members of that population. The extent to which model accuracy across the whole population should be reduced to ensure similar accuracy across patient groups remains a largely subjective and context dependent question for those developing and implementing AI models in healthcare.

A proposed way forward is to work with developers to build in sensitivity checks, including creating simulated data sets with high numbers of omitted variables to determine whether models would produce similar results if features of the underlying data on which they are trained are added or removed. As described in Obermeyer et al. (2019), without the techniques to readily scrutinise and critique the performance of predictive models, it is possible that bias based on ethnicity “can arise from reasonable choices” and that by using the overall predictive accuracy of a model “cost seemed to be an effective proxy for health yet still produced large biases.”

**Methodological innovations**

In the rapidly evolving arena of AI in healthcare, methodological innovations have generally proceeded ahead of the means by which to ensure these models are equitable. Well-intentioned innovations with high predictive accuracy meeting an important clinical need may unknowingly introduce biases that are only identified in the post-implementation period. To address this, a range of methods have recently been developed to identify the potential for AI models to systematically introduce bias or inequity in their implementation, however their application is not yet widespread.

Instead of seeking to achieve the highest predictive accuracy in the overall population, models may instead seek to minimise the occurrence of a ‘worst case scenario’ of harmful misclassification or incorporate other measures of fairness directly into the objective function of the model. Improving the fairness of such models by as much as 98% was associated with only a 4% reduction in overall predictive accuracy, indicating that in some cases the cost of building fairness into modelling considerations may be small.

**Appropriate modelling of social determinants of health**

Several of the experts we interviewed, across disciplines (academic; industry; healthcare; charities), highlighted that equitable modelling requires a robust understanding of the issue at hand, and the involvement of clinicians and public health experts may be essential to fully understand and reflect the intersection between the relevant biological, social, and genetic factors and how they impact on the outcome variable. As such, algorithm development should not only draw from mathematical notions but draw from intersectionality theory and multi-disciplinary knowledge on disease prevalence and potential causes for differential outcomes.

In line with data generation and collection considerations highlighted above, the appropriateness of including or controlling for social factors should further be considered in the context of how the algorithm will be used in practice. For example, one academic expert we interviewed commented that an algorithm that uses ethnicity as a proxy to predict the prevalence of a medical condition by association might be acceptable when
used for low-risk preventative health interventions but becomes highly unethical when aiming to deny insurance or treatment. Yet, others we interviewed (healthcare; academic) were concerned that the use of race and ethnicity as associative variables risks perpetuating incorrect assumptions about the mechanism of causality in health disparities (e.g., such as assuming a biological foundation where it is in fact explained by social determinants). This point is echoed in articles found through our literature review on the implications of undertheorised operationalisation of ethnicity and race in biomedical research6,116, such as noted in Williams (2002):

“It is always necessary to indicate why race or ethnicity is being utilised, the limitations of racial and ethnic data, and how findings should be interpreted. Given the strong association between racial/ethnic status and socioeconomic status (SES), the presentation of racial differences should routinely stratify them from SES across racial groups. Failure to attend to these issues of presentation and interpretation may mis specify complex health risks and even perpetuate negative racial stereotypes.” 116 (p. 4837)

Tools and resources for equity-sensitive analytics

Performance testing is often measured based on aggregate outcomes of the overall population, thereby obscuring the potentially poorer performance of an algorithm for minority sub-sets. In the context of challenges for equitable practice in the AI development stage, several of the AI experts in academic research and industry we interviewed noted that statistical methods to prevent lower performance of algorithms for minority ethnic groups, such as data stratification or sub-population weighting, are still not standard practice in the development and testing of algorithms.

“We usually focus on the accuracy of an algorithm across the whole population. We assume that the performance is the same for everyone within the test data set. But what people are not doing is picking apart the sub-populations within the test data set and then looking at the performance on each of them separately. And that is just a sub-group analysis, which is often done in other areas of research, but not enough yet in AI.” - AI researcher

The early COVID-19 data response provided a key example of the potential impacts of overly simplistic data science approaches, where insufficient breakdown of data based on gender and ethnicity masked the disproportionate impact of the pandemic on Black and minority ethnic women. Experts we interviewed highlighted that statistical methods to prevent this are not particularly complex and could be promoted through widely accessible tools and resources that guide developers through equity-sensitive development and testing. For example, testing and validating the accuracy of a model on population subgroups can provide an indication of how well the algorithm performs across different groups, but is currently not often conducted prior to wider trialling or implementation. Another important but commonly overlooked step highlighted by the interviewees is out-of-sample testing to validate algorithm performance on data other than the training data used to develop the algorithm. Without such validation, the algorithm risks performing worse on populations with different demographics than the training data.
Explainability/interpretability of problems

Another challenging aspect of AI development is the problem of explainability or interpretability, often known as the “black box” problem. An explainable algorithm is one in which humans can know how the algorithm is doing what it is doing. However, currently, less explainable algorithms seem to be more accurate. As such, future healthcare AI and data-driven technology may recommend healthcare decisions affecting the safety of patients that cannot be straightforwardly explained to patients and clinicians. While resources are emerging to aid the explanation of AI model findings in everyday practice, it is crucial that training and support for clinicians to clearly explain healthcare AI decisions reflects the breadth of circumstances in which AI may be applied.

However, such a relationship between the technology and humans raises both technical and moral concerns. As AI is increasingly integrated into clinical practice, robust quality assurance processes for technologies and systems, in order to ensure understanding, review and maintenance of consistency in results, will be required. Deprived of the ability to explain predictions within models, clinicians and policymakers may be unable through “black box” models alone to understand the relationships that may exist between groups of patients and outcomes. To prevent this, transparency and explainability of AI models is a central component of the Code of Conduct for Data-Driven Health and Care Technology. It is also necessary that clear expectations regarding explainability are developed and understood by clinicians, patients and other relevant stakeholders before, during and after deployment.

Future considerations

There is still substantial work to do to ensure the end goal is well defined, and develop statistical methods to improve algorithm performance in the AI space. Some initial high-opportunity areas that could be impactful include:

- Developing and extending existing research guidelines (e.g., extension of CONSORT AI), including principles for transparent reporting of sub-population performance and characteristics of training data
- Developing and evaluating computational approaches to prevent and identify bias in modelling across the potential scope of implementation of AI in healthcare

Key definitions

Data stratification: The sorting of data into smaller, more defined groups or layers (strata) based on a predetermined set of criteria

Out-of-sample testing: Testing the performance of a model or algorithm using new data on which it was not trained. This may include testing using data provided by entities outside of the team developing the original model

Resampling: Selecting a subsample of a data set in order for a model to better represent its intended implementation population

Sensitivity checks/modelling: A range of processes examining changes in the outcome of a model following removal or modification of different input variables

Sub-population weighting: Altering the proportion of individuals from subpopulations in a data set to enhance representation of subpopulations otherwise underrepresented in the data set

Over-sampling: The duplication of underrepresented outcomes within a data set

Synthetic data: Data that is artificially created rather than being generated organically
Deployment, utilisation and patient and clinical outcomes: Implementation in the NHS

Summary of our research findings

• Efforts to enhance the availability of data for minority ethnic populations are important at the when generating and collecting data, but post-deployment, any underrepresentation may result in the development and roll-out of products that are less likely to support the needs of certain groups or may exacerbate existing inequities.

• The Office for National Statistics (ONS) reported that a significant proportion of the UK population does not have internet access. As evidence suggests a digital divide with regard to access and utilisation of technology across geographic location, age, ethnicity, gender, state of health and socioeconomic status it is important to promote initiatives to bridge this divide.

• Planning and continuous audit after roll-out can illuminate potential unequal impacts of technologies on different population groups, specifically minority ethnic groups, identifying potential bias and other negative outcomes, which can then be addressed in a timely manner.

• Engaging minority ethnic patients on their experience of the technology can provide a nuanced understanding of patient outcomes, such as patient experience or perceived quality of care.

• Clear information for clinicians on the purpose and use of data-driven technologies and AI is a critical tool in guiding best practice, optimising clinical buy in, and aiding precise application of the technology.

The experts we interviewed from NHS practice highlighted that the adoption of AI solutions by digitally mature care providers may leave behind other centres and their patient populations, thereby further widening existing inequities. As discussed by both the charity and industry experts we interviewed, it is often unclear what the intended outcome from a deployed algorithm is or should be. For example, an algorithm may improve economic effectiveness or diagnostic accuracy, but reduce outcomes in terms of healthcare quality or how patients experience care, and this may differ across patient or user groups. As such, there was consensus between those we interviewed, across disciplines, that there is an urgent need to explicate how to define and measure deployment, utilisation and patient and clinical outcomes of AI relating to ethnic equity, including those related to distributional impact in terms of:

1. Disparities in deployment, access, and usage;

2. Unequal patient outcomes, such as systematic differences in clinical impact of an AI intervention but also the impact of innovation on, for example, perceived quality of care or healthcare utilisation;

3. The cultural and socio-technical impact of AI on clinician performance and the wider health infrastructure.

Challenges in equitable deployment, access and utilisation of AI technologies

As previously noted, efforts to enhance the availability of data for minority ethnic populations are important. Post-deployment, such underrepresentation in data may result in the development and roll-out of products that are less likely to support their needs or may exacerbate existing inequities. As such, the collection of data and evidence on the deployment, utilisation, and health and wider social impacts of the technology among minority ethnic groups is also essential in striving towards equity. As noted by one academic expert we interviewed, disparities in tech access and usage can result in “data poverty” becoming a social determinant of health in and of itself.
Acknowledging the digital divide

While we have thus far outlined the challenges associated with technology primarily used by clinicians, a range of technologies and apps are designed for use by patients themselves. Such technologies raise further challenges around data poverty and the digital divide.

Evidence from international literature suggests a digital divide with regard to access and utilisation of technology among the public across geographic location, age, ethnicity, gender, state of health and socioeconomic status119–122, although it remains somewhat unclear if similar patterns exist in the UK. In 2020, the Office for National Statistics (ONS) reported that a significant proportion of the UK population (4%) did not have internet access, and approximately 6% of the UK population did not use the Internet123,124. In healthcare, research conducted by the Ada Lovelace Institute found that individuals from minority ethnic groups were less likely to have used health and wellbeing apps, personal fitness apps, COVID-19 contact tracing apps, and symptom checking apps than individuals from White ethnic groups49.

The diffusion of innovation theory125 argues that novel technologies are more frequently adopted by individuals or countries of higher social or economic status. In some English-speaking countries, it has further been suggested that cultural and language barriers may account for lower use of technology amongst some populations119,126. Like their impact on the wider social determinants of health44, social factors such as lack of housing or geographic location have also impacted patients' accessibility to technology127.

The Government's recent “Levelling up” white paper outlines enhanced digital connectivity as a core mission to ensure there is nationwide 4G coverage with the ambition of 5G coverage for the majority of the population 56. There are some concerns that it may be difficult to achieve this where it is not commercially viable to do so, and the full coverage goal (to be realised by 2030) does not cover the hardest to reach areas, including over 100,000 households128.

In addition to widening internet access, it is important to support health and technology literacy to bridge the digital divide. An example of an initiative designed to bridge the digital gap in healthcare was NHS England’s Widening Digital Participation programme, which by 2016 had trained over 220,000 people to use digital health resources, including those most likely to be socially or digitally excluded129.

The need for patient-driven evaluation and outcomes

As noted, the voices of patients, particularly those from minority groups rarely feature in defining the clinical challenges to which AI is applied. Our interviewees mentioned the need for harder-to-measure outcomes, such as more qualitative insights on patient experiences or the perceived quality of care. For example, one charity expert we interviewed suggested the enhanced use of cross-sectional surveys or qualitative studies to understand the real impacts of these technologies on patients’ lives across different intersections of society. Other experts mentioned the need for patient engagement in their interviews, such as those proposed by the AI Now Institute in New York which developed a framework for local communities to enable them to review algorithms prior to implementation by a public agency. Recommendations for meaningfully involving diverse patients and public members in varying stages of the pipeline can be found in the section “Patient and public involvement and engagement” below.

Cultural and socio-technical impacts of data-driven technologies

Some experts we interviewed (charity; healthcare; academic) discussed the somewhat underexplored issue of the cultural and socio-technical impact of data-driven technologies on health delivery systems and the patient-clinician relationship. This may be particularly relevant to the use of decision support algorithms (e.g., rather than AI used for administrative health purposes) where data-driven systems may directly inform and shape the clinician’s treatment decisions or advice to the patient. One interviewee, an academic expert in AI and behavioural science, suggested the potential of decision support algorithms to limit implicit clinician bias based on race or ethnicity130–131, arguing that this would support enhanced focus on physiological input (i.e., “not filtered through the mindset and assumptions of the clinician”). Yet, other experts we interviewed (charity; healthcare) had concerns about the limited understanding of how decision
Future considerations

Given that the post-deployment phase of the pipeline has a direct impact on patient access, utilisation and outcomes, there are some key areas for consideration such as:

- Design and trialling of toolkits to evaluate distributional impact including 1) sub-population performance; 2) potential disparities in deployment, access and usage; 3) patient outcomes

- Developing participatory design initiatives to support codesign of AI applications with local clinician and patient populations, and the public

- Improving understanding of the socio-technical and cultural impact of AI technologies on the doctor-patient relationship and wider healthcare infrastructure

“When you are looking at the patient-healthcare provider relationship, it is not an equitable relationship, not a fair relationship. And then on top of that you overlay additional complexity which is the notion that a data-driven system is in some ways informing, influencing, or guiding the practitioner’s advice to the patient. So, what effectively is happening is that a relationship that was initially about the medical practitioner’s expertise and the patient’s willingness to understand a little bit more about what is going on and be guided, but make informed choice, is now being additionally complicated by the use of a data-driven technology system.”

- Equality expert

So far, such impacts have not been adequately investigated and require further research.
Overarching considerations

a. Developing appropriate governance systems, legislation and regulation

Summary of our research findings

• As AI becomes more embedded in healthcare systems, data protection guidelines will be increasingly important to protect citizen rights and ensure public trust and transparency

• Recent changes to the legal framework for the use of AI in the EU ushered in a new era of AI regulation, but there is uncertainty about what Brexit will mean for the UK legal framework in the long term.

• An industry developer we interviewed explained that guidance from regulators on translating legal requirements into practice can provide assurance to deployers, end-users, and patients around data, bias, governance, transparency and the intended outcomes. However, others we interviewed noted the challenges of developing regulation in the context of AI as the different aspects of AI development, intended outcome, and use are highly context-dependent

• Alongside legislation, experts we interviewed highlighted the value add of high-level ethical principles expected of AI systems, such as explainability, transparency and accountability, which are now coming into existence across several governmental, non-governmental and international organisations

At present, elements of the AI and machine learning development and deployment pipeline are covered by relevant UK and European Union (EU) legislation. For example, the UK equalities legislation bans discrimination on the basis of nine characteristics including ethnicity, sex and age. Special category data, including health-related data which is subject to additional protection under the EU General Data Protection Regulation (GDPR), partly overlaps with some of the protected characteristics of equalities legislation. Following Brexit, GDPR has been incorporated into UK data protection law (as UK GDPR) with little change to the core data protection principles, rights and obligations. As AI and machine learning technologies become more embedded in our healthcare systems, data protection guidelines will be increasingly important to protect citizen rights and ensure public trust and transparency regarding data use. The risk of not having a clear procedure in place to scrutinise data used by governmental bodies or public services is illustrated in a recent non-health example in the Netherlands, which led to the Dutch government’s resignation in January 2021. In this case, the governmental tax authority incorporated data on (dual) nationality in the development of risk profiles for tax evasion, resulting in a large number of individuals with minority ethnic backgrounds being wrongly accused.

Legal framework

Changes to the legal framework for the use of AI is expected in the EU and will usher in a new era of AI regulation. In 2020, the European Commission published a white paper on AI and an inception impact assessment and opened public consultations on an overall AI regulatory framework, seeking to position the EU as an ecosystem of ‘excellence’ and ‘trust’ for AI. As such, the Commission released its proposal for AI regulation in May 2021. There is
After a great deal of uncertainty on what legal framework and subsequent regulation will look like in the UK following Brexit, the Medicines and Medical Devices Act 2021, which received Royal Assent in Spring 2021, seeks to address safety, the pace of innovation and the regulation of medical devices and medicines for the future in post-Brexit UK. The bill is aimed at extending the UK’s global position in personalised medicine and AI in health by allowing regulators to develop regulation in this space.

The need for improved regulation

As noted, the UK government published a National AI Strategy in September 2021 as part of efforts to signal the UK’s intention to build a world-leading pro-innovation regulatory environment, with a further White Paper on governing and regulating AI expected in 2022.

AI experts in both academia and industry noted the need for improved scrutiny from external regulators, such as the Medicines and Healthcare products Regulatory Agency (MHRA) in the case of the UK. Although ethnic equity of new developments may be scrutinised through academic “gatekeeping”, such as through peer reviewers, journal editors, and ethical review boards, and supported by research reporting guidelines such as CONSORT AI (a reporting guideline for randomised trials evaluating interventions with an AI component), or potentially also quality assessment tools for AI such as QUADAS AI, non-academic AI innovation does not necessarily undergo the same level of scrutiny. While MHRA requires all manufacturers show their device (regardless of class) be evidenced by data that is “representative of the entire intended purpose with all patient populations and all claims foreseen for the device under evaluation”, where ‘representative’ includes (where relevant) ethnicity, race, country of origin, etc., such requirements are not expressly defined for AI/machine learning. However, the release of the Good Machine Learning Practice for Medical Device Development: Guiding Principles in October 2021 highlight the MHRA’s commitment to encouraging good practice, including the reduction of bias, in medical device development using AI. One industry developer we interviewed noted the importance of regulation in encouraging best practice among developers:

“It comes back to regulation. If the FDA says to me, ‘you are about to go build an algorithm that you are going to want to test to predict sepsis, I am going to want to see the validity of your algorithm across these ethnic groups’, then as a developer I would probably start thinking about that day one because I know that is already a regulatory requirement.”

- Industry developer

Hence, there was consensus among interviewed experts that additional review is required at the regulatory approval stage by MHRA, approved (notified) bodies, and standard setting organisations, such as the British Standards Institute, particularly around scrutiny of the technical elements of AI, where regulation is still “catching up” with rapidly growing knowledge and innovation. For example, one industry expert we interviewed emphasised the combined role of regulatory bodies in government and industry bodies like Google and felt that it was concerning that UK and EU regulation in some circumstances are less stringent than what Google itself produces.

Robust guidance from regulators, specifically in relation to AI and machine learning technologies, on translating legal requirements into practice can provide assurance to deployers, end-users, and patients around data, bias, governance, transparency and the intended outcomes. That said, experts we interviewed noted the challenges of developing regulation in the context of AI, given they are highly context-dependent and will vary significantly depending on the intended outcome and use of the algorithm. Across the expert interviews we conducted, the following considerations were highlighted as requiring scrutiny through external regulators and public bodies (i.e., the MHRA and/or The National Institute for Health and Care Excellence (NICE) in the case of the UK):

- A description of the data set and its representativeness of different minority ethnic populations
- What measures were taken to prevent and...
address bias across different minority groups in:

1. data used,
2. defined outcome, and
3. modelling

- Whether the performance of the algorithm has been tested and validated on different minority ethnic subgroups
- Ethical considerations regarding how the algorithm will be used once deployed and whether there are risks of this creating or perpetuating ethnic disparities in health and healthcare

Several experts in AI we interviewed, including in academia and industry, believed that the presence of such regulation would motivate developers to increasingly consider equity (i.e., overall performance) as an essential output of a project, and thereby support critical awareness of data requirements, sensitivity modelling, and pre-deployment validation in the data generation and collection and algorithm development stages of the pipeline. Experts we interviewed from legal and healthcare practice felt that such regulation would be an enabler, rather than a barrier, to innovation, clarifying risks, liability and potential outcomes of deployment.

**Establishing ethical principles**

Alongside legislation, high-level ethical principles expected of AI systems, such as explainability, transparency and accountability, are now coming into existence across several governmental, non-governmental and international organisations. For example, the UK Information Commissioner’s Office (ICO) and the Alan Turing Institute have collaborated on detailed guidance to help organisations explain processes, services and decisions delivered by AI systems and data protection. Similarly, NHS X developed ‘Artificial Intelligence: How to get it right’, a document which offers an entry point to understand and navigate regulation to put policy into practice, and the NHS AI Lab was established in part to respond to some of the regulatory challenges identified in that report. The Lab released guidelines, such as ‘A Buyer’s Guide to AI in Health and Care’ to support buyers making purchasing decisions for is working with key regulators and public bodies to improve regulatory assurance for AI. As an example, the AI Lab’s regulatory programme will fund a joined up regulatory advice and approval service and enhancements to the MHRA’s Yellow Card Scheme to strengthen post-market surveillance.

**Safeguarding effectiveness in the clinical context**

Furthermore, in the UK clinical context, the National Institute for Health and Care Excellence (NICE) is in the process of setting up a pilot digital health technologies (DHT) evaluation programme to establish a robust process for the national evaluation of AI and machine learning technologies. NICE is a public body with a longstanding role in developing guidance, advice, quality standards and information services for health, public health and social care. The establishment of the DHT programme will enable NICE to issue recommendations to the NHS and care system about which technologies should be deployed at scale. Largely, the NICE evaluation will be based on the established medical technologies guidance development process and methods, but in its pilot, it was also supplemented with a technical assessment, including examining the extent of the use of AI. A key aspect of the pilot focused on the role of NICE in clearly specifying the data that is required to address uncertainties in the evidence as early as possible, and to include this information in the NICE standards framework as it is further developed. Following the completion of the pilot, NICE announced in January 2021 that the organisation is committed to working with NHS X (now as part of NHS England) and the MHRA on developing a streamlined regulatory to access pathway in England for digital health technologies. One academic expert in AI quality assurance we interviewed added that, alongside NICE’s role, individual NHS trusts which procure AI technologies could be better supported to review questions around ensuring safety, fairness, and equity when considering how to implement new AI technologies, such as through guidance akin to the NHS AI Lab’s ‘Buyer’s Guide’.
Future considerations from interview findings

Governance systems, legislation and regulation, if correctly developed and implemented offer assurances that will encourage greater innovation in the AI space. As such, some key research areas for consideration include:

- Development of an overarching framework to scrutinise equity-sensitivity which should include as a minimum:
  - A description of the data set and its representativeness of different minority ethnic populations
  - What measures were taken to prevent and address bias across different minority groups in 1) data used, 2) defined outcome, and 3) modelling
  - Whether the performance of the algorithm has been tested and validated on different minority ethnic subgroups

Ethical considerations of how the algorithm will be used once deployed and whether there are risks of this creating or perpetuating ethnic disparities in health and healthcare

- Development of a guide for NHS deployment settings to support informed decision-making and audit with regard to inequity risks of AI
b. Improving the product and its impact through diversity in IT, tech and healthcare

Summary of our research findings

- The precise role of developers in producing biased algorithms is contested, but several prominent researchers working in the AI industry note that AI bias is not only a result of biased data.
- The experts we interviewed highlighted that a more diverse workforce may be better equipped to predict, identify, and mitigate “blind spot” problems with bias throughout development and deployment that stem from an overly homogeneous workforce.
- Several experts stressed that a diverse workforce does not end at recruitment. Diversity hiring needs to be matched with the promotion of a culture of diversity and inclusion that enables equal participation in review and feedback processes and provides equal opportunities for upward progression. The unequal treatment of staff within the NHS is an example of where a culture of diversity and inclusion can be improved.
- Improving diversity in the workforce should start early; tackled at the primary and secondary school level, as well as at the graduate and postgraduate level.

The conscious or unconscious preferences of individual programmers, the lack of diversity within the AI developer workforce, the AI and tech industry culture, as well as the culture within individual organisations, pose a crucial challenge to the equity of the AI and machine learning technologies they develop. While the precise role of developers in producing biased algorithms is contested, several prominent researchers working in the AI industry, such as Dr Timnit Gebru and Emily Denton, as well as Kate Crawford and colleagues at the AI Now Institute at New York University, note that AI bias is not solely a result of biased data, but rather a product of unequal workforce and societies.

When considering prioritisation in the research agenda/deployment, the experts we interviewed as part of this project questioned what issues developers are designing solutions for and how these are impacted by teams that are insufficiently diverse in terms of socio-cultural background, gender, or education. The experts we interviewed noted that a lack of diversity in developer teams can lead to solutions that may not be representative of or appropriate for the intended end-users, or perpetuate stereotypes (e.g., default use of female-gendered voice assistants such as Alexa and Siri). Further, as outlined in this report, the data generation and collection, defining the end goal, and AI development stages require a significant degree of human decision-making, which will to some extent be influenced by developers’ wider assumptions about the world, and thus differ depending on developers’ educational background/discipline, socio-cultural background, and personal experiences. When development teams are too homogenous in terms of such factors, problems with bias during these processes may be more easily overlooked. For example, this was exemplified in the algorithm that misidentified two African-American women as “gorillas”, following which the respective Google developer admitted his lack of anticipation of potential faulty performance of the algorithm for darker-skinned faces.

Impact on clinician performance and wider hierarchies and discrimination in healthcare

Currently, the regular application of AI in healthcare is limited to a small number of clinical contexts including, but not limited to, radiology, ophthalmology and bedside clinical decision making.
support, as well as system efficiency and operations, where predominantly classification-based tasks are performed to assist clinicians and administrative staff. These projects arose in part through the ready availability of appropriate data, and well-defined applications in a collaboration between clinicians, academic institutions and industry. However, it is important to consider the best way to ensure clinical staff are utilising data-driven technologies while prioritising clinical and patient safety.

In the UK healthcare context, hierarchies among healthcare staff magnify discrimination within the NHS workforce, which includes widespread reports of bullying, harassment, abuse of minority ethnic staff by their colleagues and seniors, and inequal access to promotion. In 2022, interim findings of the British Medical Association’s ‘Racism in Medicine’ survey reported that, 75.6% of the doctors who responded, reported that they had experienced racism at least once in the last two years, with 17.4% experiencing incidents on a regular basis. Additionally, the results of the survey found large numbers of minority respondents saw racism as a barrier to career progression as compared to 4.2% of White British respondents. A recent example of ethnicity-based discrimination, is the first successful prosecution of a race discrimination case against the General Medical Council (GMC). The GMC themselves commissioned a report in 2019 which showed, minority ethnic physicians are twice as likely as their White counterparts to be referred to local disciplinary bodies. Given the substantial challenges faced by some minority ethnic staff within the NHS, it is important to recognise the complex relationship between ethnicity and hierarchies within the NHS and develop policies to encourage staff to speak up if they are concerned with an aspect of the technology or its application, without fear of repercussions.

**Diversity in the NHS**

Given the implications of a complex relationship between ethnicity, hierarchies, and unequal treatment of staff within the NHS, with potential impact on the equity and success of AI at the post deployment stage, it is an imperative that greater attention is paid to improving diversity within the NHS. Data from 18 NHS acute trusts in London in 2020-21 showed that White doctors were six times more likely to be offered jobs in London compared with Black doctors. One example from Kingston Hospital NHS Foundation showed that despite 418 Black candidates (as compared to 317 White candidates) applying for medical positions in 2020-21, no Black doctor was offered a position during that period. As such, much more must be done at all levels to ensure diversity at all levels of the NHS, as well as fairness, inclusion, and respect towards staff.

**Promoting a culture of diversity in tech**

CognitionX, a global network of AI experts, previously explained “one of the reliable ways we know we can mitigate [the problem of bias and discrimination] is to have more diverse development teams in terms of specialisms, identities and experience”, yet such a statement simplifies the challenges associated with minority ethnic representation in the workforce. Even when people with minority backgrounds are employed, subsequent workplace engagement and participation can be restricted by a non-inclusive workplace culture that penalises employees for raising problems with diversity and bias. The Chief Executive of Google’s parent company, Alphabet, was forced to apologise for the departure of a prominent minority ethnic AI researcher, whose exit raised questions of Google’s commitment to diversity and the responsible development of AI technology. Dr Timnit Gebru was allegedly fired in December 2020, after sending an email criticising the company’s lack of progress in hiring women and minorities. This example highlights the importance of a culture of diversity and inclusion within the workforce. Such culture should avoid tokenistic inclusion of diversity policies but rather strive for meaningful and open discussion of the challenges among staff and executives.

The House of Lords Committee on Artificial Intelligence rightly recognised work towards improving diversity should start at a much earlier stage: tackled at the primary and secondary school level, as well as at the graduate and postgraduate level. One key recommendation of the report was that the Alan Turing Institute should establish mechanisms to encourage AI PhD applications from female and minority ethnic candidates to help address diversity challenges within the sector. However, engagement with minority ethnic groups to identify intersecting challenges is a fundamental starting point to facilitate greater access into the technology workforce. As noted above, open and meaningful discussion within the technology industry...
and within individual organisations must also be facilitated in a non-tokenistic way to improve the experiences for minority ethnic individuals in the workplace, where clear challenges are set at all levels of organisations to remove some of these barriers.

**Addressing bias in the workforce**

Researchers and developers working on healthcare technologies at each of the pre-deployment stages need a more developed understanding of health inequities and the issue of bias within the technology industry, and within technology itself. Without a clear understanding, researchers and developers may not be able to understand, or be aware of the need to consider biases embedded in the algorithms themselves. The UK House of Lords Committee report explained this idea succinctly:

“Human developers set the parameters for machine learning algorithms, and the choices they make will intrinsically reflect the developers’ beliefs, assumptions and prejudices. The main ways to address these kinds of biases are to ensure that developers are drawn from diverse gender, ethnic and socio-economic backgrounds, and are aware of, and adhere to, ethical codes of conduct.” 108
c. Patient and public involvement and engagement throughout the development and deployment of data-driven health technologies

Summary of our research findings

Experts we interviewed stressed that the needs of patients should be incorporated into the design, funding, implementation and evaluation of new AI interventions to ensure innovation does not exacerbate existing inequities. Such inclusion can dispel misconceptions and instil trust with regards to the use of AI and machine learning.

- Approaches for recruiting and involving patients should be tailored to the problem being addressed and should consider multiple socio-cultural factors including ethnicity, age, geographical location, sexual orientation, ability status, etc. NIHR offers published practical guidelines on how to ensure patient and public voices are heard within research.

- One expert noted the value of integrating lay partners as part of the team to help achieve meaningful contributions, but added that this should be combined with wider outreach initiatives to not lose the diversity of perspectives.

- The use of participatory design or “co-design” methods including those focused on lived experience may offer a more integrative approach to collaboration.

Developing algorithms which are the most immediately achievable or marketable may limit the opportunity for AI to reduce rather than exacerbate healthcare inequities and meet the priorities of patients. It is crucial therefore that the needs of patients are incorporated into the design, funding, implementation and evaluation of new AI interventions so they are in part designed with input from patients. It is particularly important to involve patients whose experience with digital technology and healthcare is relatively immature. Engaging patients and the public would also be useful in dispelling misconceptions and instilling trust regarding the use of AI and machine learning.

Ensuring patient and public involvement and engagement in research

The NIHR defines patient and public involvement and engagement (PPIE) in research as research being carried out “with” or “by” members of the public rather than “to”, “about” or “for” them. PPIE initiatives were identified as an essential component of AI development by many experts across disciplines. In general, providing the means to engage the wider public as well as underrepresented groups in research and innovation were considered as an opportunity to educate the public in data science, unpack ‘good’ and ‘bad’ examples of AI, and increase the diversity of perspective in working groups who are defining, developing and implementing AI solutions. Examples of PPIE in AI research discussed by our interviewees included patient and public panels in data access applications (e.g., for the Whole Systems Integrated Care data set), grant panels and ethical review boards. However, it was repeatedly noted that such involvement initiatives do not often move beyond tokenism, do not tend to include a sufficiently diverse sample of representatives, and are difficult to do in a meaningful way due to the complexity and scale of AI.

Achieving meaningful contribution

Ensuring appropriate representation will depend on the make-up of the intended implementation population and should consider factors beyond ethnicity, such as age, geographical status (e.g., rural vs. urban), sexual orientation, ability status, and socio-economic status. Approaches for recruiting and involving patients should be tailored to the problem being addressed. One patient and public involvement expert we interviewed highlighted that integrating lay partners as part of the team can be particularly
Future considerations

As PPIE is an overarching consideration closely linked with the development and deployment process, key areas for future work related to this topic were previously listed in earlier sections of the report:

• Identifying high-opportunity areas for data-driven solutions to respond to health needs of different minority ethnic groups (see Prioritisation in the research agenda section)

• Participatory design initiatives to support co-design of AI applications with local clinician and patient populations, and the public (see Deployment, utilisation and patient and clinical outcomes section)

Moving towards participatory methods

Beyond PPIE, the use of participatory design or “co-design” methods, including those focused on lived experience (e.g., Experience-Based Co-Design) have been proposed as a more integrative approach to collaboration. With a substantial amount of technological innovation in healthcare stemming from the US and Europe, methods such as participatory action research and community-based participatory research have been recommended to empower end-users, as well as enable researchers to gain a cultural understanding of end-users which can feed into the design and implementation of novel solutions. As noted by the experts in AI and healthcare we interviewed, such participatory methods may be particularly important for the following stages of the AI development process:

1. Shaping research questions: to identify neglected problem areas that need to be addressed and understand the nuances and intricacies of the problem being addressed based on lived experience.

2. Optimising implementation and useability: to consider how to design the front-end or user interface to ensure solutions are usable, accessible, and perceived as beneficial to local clinician and patient populations at the deployment setting.

Although good examples of PPIE and co-design in AI may still be somewhat limited, efforts to involve patients in health research are growing at a fast pace and offer critical learning lessons towards designing more inclusive and meaningful methods for integrating patient and public perspectives in AI. Organisations such as the NIHR have published practical guidelines on how to ensure patient and public voices are heard within research, not just in the context of AI but all healthcare-related research and innovation. Additionally, the Ada Lovelace Institute has recently published a framework for involving patients and public in the collection, analysis, and storage of data.
Addressing key knowledge and practice gaps

There is no one silver bullet to address bias and utilise AI and machine learning technology to reduce health inequities faced by minority ethnic groups. The level of dynamism required for such an undertaking requires awareness and willingness to act at several levels. Meaningful impact can only be achieved by addressing several of the factors that have been identified as part of this review. Working across government, healthcare and the technology sectors is critical to encourage positive results. While the research priorities highlighted in this report are by no means exhaustive, they offer insight into the some of the most urgent areas in each stage of developing data-driven health technologies.

To develop AI and data-driven technologies that do not create or exacerbate inequities and healthcare for minority ethnic groups, it is vital that potential risks and challenges are considered at each step. This report has provided an overview of critical considerations that need to be scrutinised by AI developers, researchers, policymakers, healthcare providers and tech companies when developing, reviewing, or deploying a novel AI or machine learning approach in health and care. The report includes recommendations for addressing a wide range of issues across the development and deployment of data-driven health technologies, including but not limited to: funding disparities, bias in data and datasets, under-theorised or un-justified use of ethnicity data, biased decision-making, and unsafe or harmful deployment. As AI and data science will continue to develop at a rapid pace, it is likely that new challenges will come to light. We hope that this report will function as an initial catalyst to collectively recognise, address, and prioritise initiatives to enable data-driven technologies in health and care for the benefit of all.
Addressing key knowledge and practice gaps
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