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Abstract
We present an in-depth analysis of a Marshak radiation wave moving through an iron-oxide ($Fe_2O_3$) foam using a 1D multigroup diffusive radiation transport model, MDART (Multigroup Diffusion Algorithm for Radiation Transport). We consider the consequences of under-resolving the group structure and address how this could lead to incorrect conclusions in the analysis of general supersonic radiation wave experiments. We also provide an analysis of the types of experimental outcome one may incorrectly link to physical effects but are in fact due to poor simulation practice.
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1. Introduction

Over the past two decades, many experiments have been performed to both observe and analyse supersonic radiation wave phenomena in the laboratory ([1] - [4]), particularly through low-density foams which ensures the radiation wave is not ablative and can maintain supersonic speeds [5].

Such experiments have implications for the modelling of laser-hohlraum interactions in indirect-drive Inertial Confinement Fusion (ICF) and, more recently, in modelling radiative opacities in high energy density (HED) regimes [6]. Owing to their supersonic speed, these types of radiation waves provide a more idealised platform for probing theory since the plasma can be considered static. To model such experiments, the role of radiation must be well understood; indeed, in the case of supersonic waves, the evolution of radiation energy density (governed by the radiation transfer equation) coupled to the material heat equation determines the evolution of the entire system.

Generally, to solve radiation transport fully, one can use discrete ordinates or implicit Monte-Carlo (IMC) methods [7] which provide accurate solutions across all regimes of optical depth. However, where the opacity is sufficiently high, the transport is diffusive and can be well modelled using multigroup flux limited diffusion (FLD), a technique which is common in modelling HED plasmas [8] - [16]. We assume this to be the case in the experiment used as a surrogate for this study, which launched a radiation wave through an iron oxide ($Fe_2O_3$) foam. Importantly, although there is a non-negligible deviation between exact transport behaviour and FLD [17], the results shown in this paper remain relevant to modelling radiation wave experiments.

The experiment used in this study has implications across HED physics and in particular solar modelling, as discussed in [6] and [18]. To ensure that the computational modelling of this experiment, and all radiation wave experiments modelled using FLD, is as accurate as possible, it is necessary to explore all avenues of error, both physical and computational. With this in mind, this work provides an extensive and thorough consideration of potential computational errors which can jeopardise experimental analysis when FLD methods are used, and provide ways to minimise such errors. To do this, computational input parameters are altered in the 1D Multigroup Diffusion Algorithm for Radiation Transport (MDART) - introduced and benchmarked in section 3 - and the resultant experimental diagnostic signature monitored. A further motivation for this work is that, compared with full transport solutions, FLD algorithms run much quicker and use less memory. Therefore FLD may be more suitable for full statistical modelling of supersonic radiation wave experiments, where experi-
mental uncertainties are very important [6] [3] [19], as discussed in section 5. Thus, a deeper understanding of FLD algorithms will aid experimental campaigns that utilise statistical analysis.

2. Theory

The radiative transfer equation (RTE) [20], is given by

\[
\frac{1}{c} \frac{dI_v}{dt} + \mathbf{\Omega} \cdot \nabla I_v = \rho \kappa_v(T_e)[B_v - I_v]
\] (1)

where \( I_v \) is the specific intensity, \( \mathbf{\Omega} \) is a unit vector along the direction of radiation propagation and \( B_v \) is the blackbody intensity given by

\[
B_v = \frac{2h
}{c^2} \left( \frac{1}{\exp\left(\frac{h
}{kT_v} \right)} - 1 \right)
\] (2)

Note that the form of the RTE given in equation 1 assumes that scattering contributions are negligible. This assumption is reasonable at the temperatures considered but can become important at higher temperatures.

Taking the first solid angle moment of equation 1 gives the radiation energy equation (REE), given by

\[
\frac{dE_v}{dt} + \nabla \cdot \mathbf{F}_v = \rho \kappa_v(T_e) c[E_v^0(T_e) - E_v]
\] (3)

This equation, together with the material energy equation:

\[
\rho c_v \frac{dT_e}{dt} = \rho \int_0^\infty \kappa_v(T_e) c[E_v - E_v^0(T_e)]dv
\] (4)

are the two equations underpinning this numerical study. The energy density, \( E_v \), and flux, \( \mathbf{F}_v \), are defined by

\[
E_v = \frac{c}{3} \int d\mathbf{\Omega} I_v
\] (5)

\[
\mathbf{F}_v = \int \mathbf{\Omega} I_v d\mathbf{\Omega}
\] (6)

In addition to this, we note that \( E_v^0(T_e) \) is the Planckian energy density at the electron temperature, \( T_e \), \( \rho \) is the mass density and \( c_v \) is the specific heat capacity at constant volume.

To model how the radiation and material energies change as photons and electrons interact, one must solve equation 3 and 4 simultaneously. To obtain a numerical solution, the entire photon frequency (or energy) space is discretised into \( N \) groups, with each group containing a subsection of the total energy content, and bounded between two frequencies \( v_a \) and \( v_b \). In discretising the frequency space, equation 3 is transformed into \( N \) discrete equations with each describing how the radiation contained within group \( g \) moves through the material. Splitting equations 3 into \( N \) frequency groups (equation 4 is strictly defined as frequency-integrated), each equation takes the form

\[
\frac{dE_g}{dt} + \nabla \cdot \mathbf{F}_g = \rho \bar{\kappa}_g c[E_g^0(T_e) - E_g]
\] (7)

where \( \bar{\kappa}_g \) is a Planckian weighted opacity within group \( g \), which is bounded by frequencies \( a \) and \( b \), and defined by

\[
\kappa_g = \int_a^b \kappa(T_e)dv
\] (8)

In the diffusion regime, which is discussed in [21] - [23], the flux is related to the energy density via Fick’s law [24]

\[
\mathbf{F}_v = -D_v \nabla E_v
\] (9)

where \( D_v \) is a diffusion coefficient. Generally, \( D_v \) can be artifically altered to ensure that the radiative flux obeys

\[
F_v \leq cE_v
\] (10)

which is known as flux limiting [25].

In the non-flux limited regime, where one allows radiation to flow at any arbitrary speed, \( D_v \) takes the form

\[
D_v = \frac{c}{3\kappa_R}
\] (11)

where \( \kappa_R \) is the Rosseland mean opacity [26] and is defined as

\[
\kappa_R^{-1} = \int_a^b \kappa^{-1}(T_e)dv
\] (12)

In the flux limited regime, here we take \( D_v \) to be

\[
D_v = \frac{c}{\left(3k_v\right)^{n/2} + \left(\frac{\nabla E_v}{E_v}\right)^{n/2}}
\] (13)

which is known as the Larsen flux limiter (order \( n \)) [27]. Note that there exists two special cases of the Larsen limiter: \( n = 1 \), which is known as the Wilson sum limiter and \( n \to \infty \), which is known as the Wilson max limiter [28]. A Wilson max limiter is used throughout this study unless otherwise stated.
Using equations 7 through 13, we derive the set of N discrete REEs which are solved in this work, given by

\[
\frac{dE_g}{dt} - \nabla \cdot D_g \nabla E_g = \rho \frac{\kappa_g}{c} [E_g^p(T_e) - E_g]
\]  
(14)

Generally, the quantities listed in equation 14 are functions of space, \( x \), and time, \( t \).

Throughout the study, we consider four approximations, listed in table 1.

<table>
<thead>
<tr>
<th>Simulation Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1T</td>
<td>( N = 1, T_r = T_e \forall x, t )</td>
</tr>
<tr>
<td>3T [29]</td>
<td>( N = 1, T_r \neq T_e )</td>
</tr>
<tr>
<td>14-Group</td>
<td>( N = 14 ) (Low Resolution)</td>
</tr>
<tr>
<td>Nominal</td>
<td>( N = 293 ) (High Resolution)</td>
</tr>
</tbody>
</table>

Table 1: Description of simulation types used in this work.

Note that the 3T algorithm is so called due to historical use with three separate ion, electron and radiation temperatures denoted \( T_i, T_e \) and \( T_r \), respectively. In this work \( T_e \approx T_i \) but the 3T nomenclature is retained for historical continuity.

We also consider the consequences of using only one of the weighted opacities defined in 8 and 12, when solving equation 14. It is important to distinguish the physical role each opacity has in the equation.

2.0.1. Rosseland mean

The Rosseland mean opacity (\( \kappa_r \)) governs how radiation moves through the material. In the optically thick (high opacity) limit, this is a diffusive process and any local deposition of energy will spread through the material isotropically [22]. The Rosseland mean therefore affects the transport of radiation through the material, which is why it is calculated as a harmonic mean - the regions of lowest opacity is where energy transport is maximised.

2.0.2. Planckian mean

The Planckian mean opacity (\( \kappa_p \)), along with the specific heat capacity (\( C_v \)) of the material, determines the extent to which radiative energy deposition results in an increase in \( T_e \). Planckian opacity is a direct weighted average and is enhanced in regions of energy space where a high number of photons are available for absorption and emission. Photon numbers are governed by the Planckian distribution at the local temperature. The weighting functions using in calculations of \( \kappa_g \) and \( \kappa_p \) are assumed to be calculated at the local electron temperature. However, a more rigorous treatment of the 1T and 3T algorithms would involve weighted opacities calculated at the radiation temperature \( T_r \) [30].

3. Numerical method

The set of multigroup equations shown in 14 are discretised as follows:

\[
\frac{E_{g,j+1}^{t+1} - E_{g,j}^{t}}{\Delta t} = \frac{1}{(\Delta x)^2} [D_{g,j+1}^{t+1} E_{g,j+1}^{t+1} - (D_{g,j}^{t+1} + D_{g,j-1}^{t+1}) E_{g,j}^{t+1} + D_{g,j-1}^{t+1} E_{g,j-1}^{t+1}] - \rho \kappa_{g,j} c [E_{g,j}^{t+1} - E_{g,j}^{t}]
\]  
(15)

where the subscripts and superscripts have the following meanings:

- subscript \( j \) denotes the position, in 1D, of the grid point in physical space
- subscript \( g \) denotes the group, in frequency (or equivalently, photon energy) space
- superscript \( t \) and \( t+1 \) denote the current and forward timesteps respectively
- the quantity \( D_{g,j}^{t+1} \) defines the diffusion coefficient for the transport of energy from cell \( j \) to cell \( j+1 \), D is assumed to take the form of a Larsen flux limiter.
- The temperature, denoted \( T_r \), is the electron temperature. Here we assume that \( T_e = T_i \), the ion temperature.

Equation 4 is discretised as

\[
\rho c v \frac{T_{j}^{t+1} - T_{j}^{t}}{\Delta t} = \sum_{g} \Delta v \rho \kappa_{g,j} (E_{g,j}^{t+1} - E_{g,j}^{t})
\]  
(16)

To calculate the sum in equation 16 correctly, we take the temperature change between groups to be sufficiently small that we can introduce partial temperature changes within a single timestep. Thus, the temperature will incrementally change as each group deposits energy into a particular region of the spectrum. This is expressed as

\[
T_{j}^{t+1} - T_{j}^{t} = \sum_{g} \left[ T_{g,j}^{t+1} - T_{g,j}^{t} \right]
\]  
(17)

Thus, the conditions for calculating the energy transport in group \( g \) are updated after the solution of group...
An approximate expression for $E_g^{t+1}(T_{g}^{t+1})$ is needed in both 15 and 16 because the energy density at the forward temperature is not known. Assuming the change in temperature is small between groups, we expand around the temperature calculated from the previous group solution, $\tau^{t+1}$.

$$E_g^p(T_{g}^{t+1}) \rightarrow E^p(\tau^{t+1})$$

$$= E_g^p(\tau^{t+1}) + (\tau^{t+1} - \tau^{t+1}) \frac{\partial E^p(T)}{\partial T} \bigg|_{T=\tau^{t+1}}$$

and

$$E^p(\tau^{t+1}) = \frac{\rho c_{v}}{\Delta t} \left[ E_{gj}^{t+1} - E_{gj}^{t} - (\tau^{t+1} - \tau^{t+1}) \frac{\partial E^p(T)}{\partial T} \bigg|_{T=\tau^{t+1}} \right]$$

This partial temperature approach is one of many approaches used to overcome the fact that the change in material temperature depends on the radiation density across all frequencies, more approaches are described in [31]. In the limit of infinitely small timesteps, the partial temperature approach tends to the most accurate solution. If the deposition of energy is such that the radiation solution changes by more than 5%, then the algorithm flags this and the timestep is reduced to mitigate errors associated with a large change in plasma conditions between group solutions. Substitution of 18 and 19 into 15 gives

$$\frac{E_{gj}^{t+1} - E_{gj}^{t}}{\Delta t} = \frac{1}{(\Delta x)^2} \left[ D_{j+1,j} E_{gj}^{t+1} + D_{j-1,j} E_{gj}^{t+1} \right] - \left( D_{j+1,j} E_{gj}^{t+1} + D_{j-1,j} E_{gj}^{t+1} \right)$$

$$= \beta_{gj} \left[ E_{gj}^p(T_{j}^{t+1}) - E_{gj}^{t+1} \right]$$

where $T_{j}^{t+1}$ is a tri-diagonal matrix consisting of elements which describe the transport of energy from cell $j$ into the neighboring cells; $j+1$ and $j-1$. The vectors $\hat{a}$ and $\hat{b}$ contain the energy density at the forward and current timestep respectively:

$$\hat{a} = [E_{g1}^{n+1}, E_{g2}^{n+1}, \ldots]$$

$$\hat{b} = [E_{g1}^{n} + \Delta E_{g1}^{n}, \ldots]$$

$$\Delta E_{g1}^{n} \equiv \beta_{gj} \Delta E_{gj}^{p}(T_{j}^{t+1})$$

where $\hat{b}$ includes the deposition of radiative energy into group $g$ due to emission at the local electron temperature, $T$. The extent of coupling between the radiation energy density, material energy density and electron temperature is contained within the parameter $\beta_{gj}$. A LUPP algorithm is used to solve this system [32].

### 3.1. Boundary conditions

To solve the set of equations given by 20, we specify a right hand boundary which radiates freely into the vacuum and a constant incoming flux at the left hand boundary, which has been shown to give an accurate representation of the material temperature behaviour at the interface [33]. To implement these conditions we follow methods used in [34], which are generalisations of formulas given in [21] and [12].

Defining an outward pointing normal vector at the surface (this is applicable to both left and right boundaries) as $\hat{\Omega}$, then the geometric product representing the mean is calculated as a cell boundary temperature $T_{j,j+1}$, defined by

$$T_{j,j+1} = (T_{j}^{t} + T_{j+1}^{t+1})^\frac{1}{2}$$

The inclusion of a flux limiter makes the diffusion equation non-linear in $E$, and here the flux limiter lags in time, meaning that any energy terms defined within the limiter are defined at the current timestep, but used in the calculation of the forward timestep, as shown in equations 20 and 22 [31]. This is reasonable if timesteps are small enough that energy densities don’t significantly change across one timestep. All results presented have been tested to convergence in timestep to ensure that flux limiter lagging is numerically accurate.

To solve the system of multigroup equations, 20, and the material equation, 19, a tridiagonal system of linear equations must be solved. The form taken by this system is

$$\tilde{T}\hat{a} = \hat{b}$$

where $\tilde{T}$ is a tri-diagonal matrix consisting of elements which describe the transport of energy from cell $j$ into the neighboring cells; $j+1$ and $j-1$. The vectors $\hat{a}$ and $\hat{b}$ contain the energy density at the forward and current timestep respectively:

$$\hat{a} = [E_{g1}^{n+1}, E_{g2}^{n+1}, \ldots]$$

$$\hat{b} = [E_{g1}^{n} + \Delta E_{g1}^{n}, \ldots]$$

$$\Delta E_{g1}^{n} \equiv \beta_{gj} \Delta E_{gj}^{p}(T_{j}^{t+1})$$

where $\hat{b}$ includes the deposition of radiative energy into group $g$ due to emission at the local electron temperature, $T$. The extent of coupling between the radiation energy density, material energy density and electron temperature is contained within the parameter $\beta_{gj}$. A LUPP algorithm is used to solve this system [32].
inward going specific intensity will satisfy \( \hat{\Omega} \cdot \hat{\Omega}_B < 0 \). The outward going specific intensity is taken to satisfy the condition [21]

\[
\frac{\int_{\Omega_{\Omega_B < 0}} d\Omega \hat{\Omega} \cdot \hat{\Omega}_B I(\Omega)}{\int_{\Omega_{\Omega_B > 0}} d\Omega I(\Omega)} = \langle \mu \rangle
\]

where \( I \) denotes the specific intensity from any external sources. Using equations 5 and 6, we can rewrite 28 as

\[
\hat{\Omega}_B \cdot \hat{F} - \frac{1}{cE} \int_{\Omega_{\Omega_B < 0}} d\Omega I(\Omega) = \langle \mu \rangle
\]

In deriving equation 29, the integral limits are altered using the fact that the \( \hat{\Omega} \cdot \hat{\Omega}_B > 0 \) and \( \hat{\Omega} \cdot \hat{\Omega}_B < 0 \) must each span half of the solid angle space, \( 4\pi \). For the left hand boundary, the value of \( I \) will take that of the blackbody intensity - originating from the source which is given as temperature \( T_D \), this results in a boundary condition governed by

\[
\frac{1}{2} \langle \mu \rangle c E_L + \frac{1}{2} F_{\text{out}} = \frac{c a T_D^4}{4}
\]

where \( E_L \) is the energy density at the left hand boundary. To derive this expression, the incoming flux has been written in terms of temperature, using the relation

\[
F_{\text{inc}} = \frac{c a T_D^4}{4}
\]

The right hand side of the material slab is prescribed to radiate freely into the vacuum. Thus, from equation 29 with \( I(\Omega) = 0 \), we recover the simple right hand boundary condition as

\[
\hat{\Omega}_B \cdot \hat{F}_{\text{r}} = \langle \mu \rangle c E_R
\]

where \( \hat{F}_{\text{r}} \) and \( E_R \) are the flux and energy density at the right hand boundary. In this work, both boundaries are set to \( \langle \mu \rangle = \frac{1}{2} \), known as the Marshak Boundary condition [35]. Generally, the value of \( \langle \mu \rangle \) must always satisfy 0 < \( \langle \mu \rangle \) < 1.

4. Benchmarking

We provide separate comparisons with the benchmark problems of Su & Olson [34], where we consider a 3T problem, and Fleck & Cummings [7], which tests the accuracy of the multigroup algorithm in MDART. Each work considers a radiation drive impinging on a semi-infinite slab of material, calculating the spatially resolved electron temperature as a function of time. Su & Olson consider the special case of a constant opacity and a specific heat capacity that varies with the cube of temperature, which allows an analytical solution to be obtained. Fleck & Cummings solve the system numerically using an Implicit Monte Carlo algorithm where the opacity varies in both photon frequency and temperature, simulating a more physically realistic scenario.

4.1. Su & Olson

To solve the energy equation analytically, Su & Olson follow work by Pomraning [35] where the material opacity is assumed to be constant and the specific heat capacity is given by

\[
C_v = \alpha T^3
\]

where \( \alpha \) is an arbitrary proportionality constant. In doing this, equation 14 becomes linear in both \( E \) and \( T^4 \) which, after normalisation, can be solved numerically as discussed in [34]. The authors provide tabulated solutions to two parameters \( u \) and \( v \) defined as

\[
u = \frac{c}{4} \left[ E(x,t) \right] \quad u = \frac{c}{4} \left[ \frac{a T^4(x,t)}{F_{\text{inc}}} \right]
\]

which, upon appropriate normalisation, are directly comparable to the material and radiation energy densities output from MDART. Two additional parameters are introduced in [34], given by

\[
\epsilon = \frac{4a}{\alpha} \quad \tau = \left( \frac{4 a c k^4}{\alpha} \right) t
\]

Figure 1 demonstrates that the 3T (single group) format of MDART shows very good agreement with the analytical solutions from [34].

![Figure 1: Benchmarking of MDART against Su and Olson single group solution. Results are provided for a selection of normalised timepoints, \( \tau \), and for both radiation (blue) and material (red) energy density. For all simulations, \( \epsilon = 0.1 \).](image)
Figure 2: Multigroup simulation of the propagation of a Marshak wave at 3 timepoints for a material with opacity governed by equation 36. Results are compared with the IMC algorithm of [7], who simultaneously compare results for IMC (block dot), Semi Implicit Monte Carlo (SMC), shown as a cross, and the multigroup telegraphers equation (MTE), which is similar to the diffusion approximation. The number of groups used is 60, with groups split linearly in logarithmic space.

4.2. Fleck & Cummings

To test MDART with a more realistic opacity profile, it was also benchmarked against the results of Fleck & Cummings [7], who use an implicit Monte-Carlo scheme to solve the REE with a material opacity profile of the form

$$\kappa(\nu, T) = F(T) \nu^3 \left(1 - \exp\left(-\frac{\nu}{T}\right)\right)$$

(36)

Where \(F(T)\) is an arbitrary function. This form contains an inverse cubic frequency dependence, representative of a free-free opacity as well as an exponential term accounting for stimulated emission. The first set of solutions provided by Fleck & Cummings are for the simple case of \(F(T) = 27\). A comparison between the Implicit Monte Carlo results and the multigroup diffusion method of MDART are shown in figure 2.

We add an additional temperature dependence in the opacity profile, increasing the physical accuracy of the underlying model. To include this, our arbitrary function \(F(T)\) now takes the form

$$F(T) = \frac{27}{T^3}$$

(37)

A comparison of our results with those of Fleck & Cummings are given in figure 3.

Figures 2 and 3 show good agreement between the multigroup algorithm in MDART and the IMC method used by [7].

5. Radiation wave experiments

When an energetic drive impinges upon a material surface, a radiation wave moves through the foam as the slab is heated to the drive temperature. If the conditions are such that the radiation wavefront travels with a Mach number greater than unity, then the scenario is well modelled using static radiation transport. The position of the Marshak wave, \(x\), as a function of time, \(t\), is determined by [6]:

$$x^2 = A \frac{T^3 t}{\rho^2 c_v \kappa_R}$$

(38)

where \(A\) is a constant, \(T\) is the temperature behind the wavefront, \(\rho\) is material density, \(c_v\) is specific heat capacity and \(\kappa_R\) denotes the Rosseland mean opacity. Note that the constant, \(A\) can be derived exactly, but it is kept as arbitrary for continuity with [6] and owing to the fact that results presented in this paper are concerned only with experimental parameter scaling. From 38, an experiment where the Marshak wave position can be monitored in time is suitable for calculating either the drive temperature, density, specific heat capacity or Rosseland mean opacity - if the other variables are suitably constrained.

Sections 6, 7 and 8 detail the computational artefacts which arise when under-resolved FLD algorithms are used to model these types of experiments. The analysis uses the conditions in the Hoarty iron opacity experiment, which is described briefly in section 5.1 and in more detail in [6].
5.1. Hoarty et al. experiment

This section describes the proposed iron opacity experiment which is a collaboration between the National Ignition Facility (NIF) and Atomic Weapons Establishments (AWE), which is used as a surrogate for this study. In the experiment, radiation wave transit is used to diagnose changes in opacity [6], through monitoring the breakout time, which is the time at which the radiation wave breaks out of foam end. This experiment is aimed to provide an independent test of iron opacities to complement past work which suggest current opacity models are inaccurate [18]. Results from this study will therefore be of considerable interest to the laboratory, plasma and solar physics communities by providing new data on the long running disagreement between opacity measurements and helioseismology in calculating the position of the solar tachocline [36]. The set-up for the Hoarty et al [6] experiment is shown in figure 4.

A hohlraum is irradiated by laser beams at the National Ignition Facility (NIF) which, upon interaction with the gold hohlraum walls, produces an X-ray bath which we take to be Planckian, at temperature $T_D(t)$. This resultant flux is incident on an iron oxide (Fe$_2$O$_3$) foam at the far end of the hohlraum. This launches a radiation (Marshak) wave which traverses the full length of the foam before being measured by a DANTE detector. Using MDART, this experiment is modelled assuming a Planckian hohlraum drive at $T_D(t)$. The curved surface of the foam is surrounded by a thin ($\approx 25 \, \mu m$) gold coating which is radially separated from the foam by around $5 \, \mu m$ of vacuum. As the high energy photons penetrate deep into the foam, preceding the main front, this vacuum gap is filled. The energy lost to heating the gold coating does have implications for the Marshak transit time as is discussed in section 9.1. Simulations of this experiment are used to provide temporally and spatially resolved $T_e$ profiles and time resolved emergent flux profiles, the latter of which is directly comparable to the DANTE flux. The experiment simulated consists of a 0.13 g/cc Fe$_2$O$_3$ foam of length 1 mm and diameter 2 mm. The specific head capacity used in the simulations is calculated using IMP [37] and is shown in figure 5. The drive profile is assumed be Planckian with an evolution in time given by the red dashed line of figure 4 from [6], which consists of an initial 0.5 ns ramp up to a steady 250 eV drive temperature.

5.2. Experimental analysis

As previously stated, if the radiative opacity is to be probed using this experimental method, it is important to constrain all other physical and experimental parameters as well as possible. Where these parameters are known within error range, it is desirable to perform a full statistical analysis of the experiment which allows one to answer the question; if the signature detected is correct, what is the likelihood that the signal is solely due to a change in opacity?

To perform this type of analysis, Markov Chain Monte Carlo (MCMC) methods can be used [38]. To ensure this method is as efficient as possible, a code is required to be both robust and quick. Flux limited diffusion models are desirable for the latter; they are quicker than discrete ordinates or implicit Monte-Carlo methods - which are closer to ‘real transport’ solutions. This work is intended to provide an extensive overview of the necessary precautions one must take prior to modelling a radiation wave experiment using FLD. Further, given that Iron is high-Z material, the experiment itself is assumed to be well modelled by diffusive transport. It should be noted that non-negligible deviations exist where wave transit is calculated using FLD or by exact transport [17]. However, it will be shown that the discrepancies identified due to group structure are present regardless of the flux-limiter type used in FLD.
6. Convergence simulations: overview

Although the experiment is modelled by Hoarty et al [6] in 2D, the simulations performed in this work are all spatially 1D to allow a more detailed investigation into numerical convergence with a reasonable amount of computational power. The experiment is concerned with breakout time and we expect that 1D will provide sufficient insight into numerical inaccuracies. A brief outline of 2D effects and their expected influence is provided in section 9.1. From here onwards, all simulations have been tested for convergence in timestep and spatial resolution.

6.1. Group structure

The group structure used in MDART defines how the energy space is discretised. One must consider how many groups are required and the position of each group, both contribute to solution convergence. In regions where opacity varies highly with photon energy, the group structure should be finer to accommodate this. Inside each defined group, Rosseland and Planckian weighted opacities are still calculated, but are integrated over the group. In the limit that groups are infinitely small ($N \rightarrow \infty$), we recover an opacity spectrum which is fully resolved in frequency, and $\kappa_p \rightarrow \kappa_R$ for each group.

A selection of iron oxide opacities used in this series of simulations is given in figure 6. The spectra used throughout this work are generated using the Ionised Material Package (IMP) [37], a model that assumes ionisation and excitation are in local thermodynamic equilibrium (LTE).

![Figure 6: Iron Oxide ($Fe_2O_3$) radiative opacities calculated using IMP [37] as a function of photon energy at a set of electron temperatures expected to be sampled during the course of the simulation. The K-shell (located at $\approx 7$ keV) is omitted as it can be neglected in the simulations.](image)

In the simulations, the energy is truncated at 5 keV as testing has shown that the Marshak wave propagation is mainly determined by L-shell interactions. At the temperatures probed in the experiment ($T_e \leq 250$ eV), the number of photons present at K-shell energies ($\approx 7$ keV) is sufficiently low that they don’t affect the problem in any significant way. Including energy groups above 5 keV results in the same solutions as those obtained without. It is clear that where shell structure is present - around 700 eV - 1 keV - the opacity spectrum is complex and a large group number is required here. For the analysis of this section, we provide results for 1T, 3T, 14 group and 293 group algorithms which are described in table 1. The 14 group structure is superimposed over the opacity spectra in figure 7 and shows reasonable detail at low energies with much wider groups around the continuum region of the opacity, where $\kappa_\nu$ varies approximately as $\nu^{-3}$.

![Figure 7: Equivalent of figure 6 with vertical lines representing the boundaries of the underlying 14 group structure. Higher fidelity is applied to low energy regions where many lines are present, with wider groups around the continuum.](image)

An enhanced view of the 293 group structure in provided in figure 8. Note that the group structure is made finer in regions where large opacity changes are present, such as the line at high temperatures centred around 655 eV.

6.2. Tracking the wavefront

Within the simulation, the wavefront can be tracked via electron temperature calculation or through a simulated DANTE flux signature. The latter is comparable with experimental diagnostics but both are included.

6.2.1. Electron temperature

The Marshak wave electron temperature profile, calculated using each algorithm type, is plotted in the top panel of figures 9 - 11. Respectively, these show results as calculated at 1 ns, 1.5 ns and 2 ns.
Figure 8: Equivalent of figure 6 with vertical lines representing the boundaries of the underlying 293 group structure. A small energy region of 200 eV is shown to highlight how thin the groups are in this case. Note the even higher fidelity around the main line structures.

Figure 9: Top: Electron temperature profile across the foam, plotted for each algorithm type and calculated at $t = 1$ ns. Bottom: Ratio of radiation to electron temperature across foam, calculated at 1 ns.

Figure 10: Top: Electron temperature profile across the foam, plotted for each algorithm type and calculated at $t = 1.5$ ns. Bottom: Ratio of radiation to electron temperature across foam, calculated at 1.5 ns.

Figure 11: Top: Electron temperature profile across the foam, plotted for each algorithm type and calculated at $t = 2$ ns. Bottom: Ratio of radiation to electron temperature across foam, calculated at 2 ns.
6.2.2. Simulated DANTE flux

The main diagnostic in modern radiation wave experiment is the emergent flux which is detected using a DANTE detector. Both the breakout time and peak flux measurements can provide insight to conditions within the material and for the drive profile. The time resolved emergent flux signal is shown in figure 12 for each simulation type. The breakout times associated with each algorithm type are given in table 2.

<table>
<thead>
<tr>
<th>Simulation Type</th>
<th>Breakout Time [ns]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1T</td>
<td>2.08</td>
</tr>
<tr>
<td>3T [29]</td>
<td>2.04</td>
</tr>
<tr>
<td>14-Group</td>
<td>2.22</td>
</tr>
<tr>
<td>Nominal</td>
<td>2.38</td>
</tr>
</tbody>
</table>

Table 2: Breakout times obtained from each simulation type. Breakout time taken to be point where flux exceeds $2 \times 10^{23} \text{ keV cm}^{-2} \text{ s}^{-1}$.

6.2.3. Marshak wave profile

Figures 9, 10 and 11 show that group number changes the overall shape of the wavefront with lower group numbers resulting in a steeper gradient defining the front, for all timepoints shown. This is explained by the difference in opacity for high and low energy photons when one increases the group number sufficiently to completely distinguish them. Generally, higher energy photons experience a lower opacity and, where group numbers are large enough, this smaller opacity permits a ‘preheat’ signature that precedes the main front, evident in the nominal and 14 group case. Similarly, low energy photons experience a larger opacity and cannot penetrate so far into the material. These effects cause the front to stretch out spatially with increasing group numbers. This analysis is corroborated by the profile of $z$ at each time-point, which shows how the radiation penetration rate differs as the group number increases. In the 1T case, $z$ remains constant at unity throughout the simulation since $T_r = T_e$. In the 3T case, $z$ is strongly peaked at the position of the wavefront at each time-point. Thus, the radiation field and the material are still strongly coupled in this regime, suggesting the specific heat and Planckian opacity are sufficiently high that any radiation energy locally deposited will be absorbed very quickly by the material. From a spatially and temporally resolved plot of $z$, an estimate of the photon-electron relaxation time could be obtained by calculating how long it takes for $z \rightarrow 1$ at a particular point in space.

For the multigroup cases, $z$ exhibits the same sharp drop off behind the peak but shows a much higher level of preheat, indicated by the regions of $T_r > T_e$ preceding the main peak. The extent of this preheat is dominated by the value of $\kappa_R$ in each group, with high energy photons penetrating deeper. This increases the radiation temperature but, since the energy has not fully been absorbed by the material due to the lower opacity, the electron temperature will remain relatively unchanged. The solutions tend to the nominal case as group numbers increase. Comparing the 3T and 1T simulations, the latter displays a much sharper shoulder on the wavefront, due to the instantaneous coupling between the material and radiation.

This analysis is further confirmed from the emergent flux signatures shown in figure 12. The lack of preheat in the single group algorithms manifests as a sharply defined breakout time, with an almost vertical rise. The multigroup algorithms have a more modest increase, showing an initial pre breakout signature due to high energy photons penetrating deep into the material. Following this, the signal increases sharply as in the sin-
gle group case. By the end of the simulation, the peak flux is larger for the single group algorithm, but since the drive is only on until 3.5 ns in these simulations a full conclusion to how the peak flux changes with group number cannot be drawn.

6.2.4. Marshak wave speed

For all timepoints considered, the wavefront travels more quickly in low group number cases. The 3T and 14 group algorithms lead the nominal 293 group by 7% and 15%, respectively, calculated from the breakout time measurements in table 2. Such discrepancies are larger than errors associated with physical parameters such as density fluctuations and drive uncertainties [6] [19].

Figure 13 compares the weighted opacities as calculated using a 3T algorithm and a nominal 293 group calculation, at an electron temperature of around 240 eV. In the nominal case, the group number is sufficiently large that each weighted opacity gives a good approximation to the frequency resolved profile. When the REE is solved using a 3T algorithm, the weighted opacities used in the calculation are shown as red dashed lines in figure 13. The value of \( \kappa_R \) used in a 3T algorithm is an underestimation of the nominal opacity in regions where a high number of photons are present. This results in the wave travelling faster. This effect will remain until the number of groups is large enough that both weighted opacities tend to the frequency resolved values, which is why the effect is still present in the 14 group cases. Above 2.5 keV, the 3T value of \( \kappa_R \) becomes larger than the nominal value, which prohibits a preheat signature from high energy photons. Similarly, the value of \( \kappa_P \) used in a 3T algorithm is higher than the nominal value in the energy region of high photon number. This over-estimate of \( \kappa_P \) causes a strong coupling between the radiation and electrons, indicated by the sharp form of \( z \) in the 3T cases in figures 9 to 11. Although figure 13 shows results for a single temperature, the results are characteristic of all temperatures sampled during the simulation.

The peak value of \( z \) also changes with group number. The differences between the 14 group and nominal cases are negligible but, as shown in figures 9, 10 and 11, the nominal case peaks at around 50% more than the single group case. Thus, as group number increases, the corresponding increase in penetration depth coupled with a lower opacity in high energy groups causes \( T_r \) and \( T_e \) to differ. This is also due to lack of absorption at the front position.

Using more than 293 groups shows no differences when compared to the nominal case, as is shown in figure 14, where a simulation has been run under the same conditions with 1000 groups. Note that the number of groups necessary to converge the solution ultimately depends on the group boundary positioning. We have not attempted to calculate the optimal number of groups for the model experiment used in this analysis, as it is outside the scope of this paper. Instead we wish to provide the reader with an indication of the discrepancies which arise due to very poor group resolution. However, one can consider 293 as an upper bound on the number of groups necessary for solution convergence though it is likely a smaller number would suffice.

7. 3T simulations

As shown from section 6, the breakout time calculated for a Marshak wave is dependant on group number, with increasing group numbers converging to the most accurate value. In the absence of convergence in group number, it is not possible to provide unequivocal evidence that the change in breakout time is solely due to changes in opacity profile. To demonstrate this, we consider changes in incident flux and opacity, modelled using a 3T algorithm, to show that the breakout time results obtained are indistinguishable from the nominal opacity case run using a fully converged algorithm.
7.1. Percentage change in opacity

Typically, $\kappa_R$ and $\kappa_P$ differ considerably in a single group algorithm, as shown in figure 15. Due to the presence of both opacities in the calculations, changing the opacity can be achieved in 2 separate ways; one could alter the frequency resolved opacity to change both $\kappa_R$ and $\kappa_P$, or vary each individually. The second method provides further insight into how the wave propagates, as discussed in the following sections.

7.2. Changing both opacities

To obtain a result close to the nominal case, the wave speed calculated using a 3T algorithm must be decreased. Generally, a higher opacity causes the wave to propagate slower [39], so the opacity needs to increase to match the nominal case. Figure 16 shows a comparison between the nominal case and a 3T algorithm run with a 30% enhancement to both $\kappa_R$ and $\kappa_P$.

The results are almost identical whether both opacities or only $\kappa_R$ is enhanced, demonstrating the importance of $\kappa_R$ in Marshak wave calculations.

7.3. Changing Rosseland mean only

The 30% enhancement is now applied to $\kappa_P$ and is shown in figure 18. The solution is in good agreement with the 3T solution from figure 12, demonstrating that $\kappa_P$ is not as important in the system studied. Despite the fact that changing the Planck opacity doesn’t appear to have any effect on this situation, $\kappa_P$ still has an important role in systems generally. The value of $\beta$, which

7.4. Changing Planckian mean only

The 30% enhancement is now applied to $\kappa_P$ and is shown in figure 18. The solution is in good agreement with the 3T solution from figure 12, demonstrating that $\kappa_P$ is not as important in the system studied. Despite the fact that changing the Planck opacity doesn’t appear to have any effect on this situation, $\kappa_P$ still has an important role in systems generally. The value of $\beta$, which
is defined in equation 21, describes the strength of coupling between the radiation field and the electron temperature, with higher value of $\beta$ representing a stronger coupling. An increase in $\beta$ can result from an increase in $\kappa_P$ or a decrease in $\kappa_R$. These represent, respectively, an increase in the coupling between the radiation-material energy density and a decrease in the material energy density required to increase the electron temperature. Since both contributions will affect $T_e$, they are both important.

To demonstrate this point, we reduce the value of $\kappa_P$ and $\kappa_R$ to show a situation where the radiation is forced to decouple from the material. This is shown in figure 19, which compares solutions for two sets of scenarios; a 50% decrease in both $\kappa_R$ and $\kappa_P$ and an extreme case of 50% $\kappa_R$ and 1% $\kappa_P$. For the latter case, decoupling of radiation and electrons means the radiation wave takes longer to traverse the foam.

8. Multigroup simulations

Although the results from the simulations discussed in section 7 provide insight to the limitations of 3T algorithms, the problems encountered and analysed are not specific to a 3T framework and are still relevant to under-resolved multigroup schemes. However, in this section we use the multigroup algorithm to test the sensitivity and convergence of other parameters within the scheme.

8.1. Use of single weighted opacity

In section 2, we introduced 3 distinct opacities; the fully resolved opacity, $\kappa_\nu$, along with the Rosseland and Planckian means, $\kappa_R$ and $\kappa_P$ respectively. In a simulation involved a small number of groups, the form of each of these opacities differs significantly, as shown in figure 15. However, if $\kappa_\nu \to \kappa_R$ in equation 3, then solutions will yield the correct spatial energy transport in the diffusion limit. Conversely, if $\kappa_\nu \to \kappa_P$, then solutions yield the correct local balance of electron-radiation energy exchange [40]. It is therefore considered an option in multigroup algorithms to use only one of these weighted opacities [12].

Figure 20 shows the variation of $\kappa_{\nu}$ as a function of time and energy where data is taken from the midpoint of the foam, located at $x = 0.05\text{cm}$. The difference between both opacities is clearly evident and, near the wavefront, can be an order of magnitude.
Figure 21: Time resolved emergent flux profile calculated using only $\kappa_R$ (block) or only $\kappa_P$ (dashed) for the case of 14 groups. Note that the $\kappa_P$ profile lies along the x-axis until around 3.4ns.

Figure 22: Time resolved emergent flux profile calculated using only $\kappa_R$ (block) or only $\kappa_P$ (dashed) for the case of 293 groups.

Figure 23: Time resolved emergent flux profile calculated using only $\kappa_R$ (block) or only $\kappa_P$ (dashed) for the 3T case.

Figure 24: Emergent flux profiles obtained using three different types of flux limiter; Wilson Max (blue), Larsen ($n = 2$) (red) and Wilson sum (black).

Figure 21 compares the two different solutions obtained when one uses only either $\kappa_P$ or $\kappa_R$ in solving the REE. Using $\kappa_R$ leads to an increase in wave speed, since the reciprocal form of this opacity enhances optically thin regions of the spectrum. A higher number of groups reduce this effect, as shown in figure 22, where 293 group are used. Finally, the same approach is used in a 3T algorithm which demonstrates that use of $\kappa_P$ results in a much slower wave profile, use of $\kappa_P$ in any single group algorithm has the potential to lead to catastrophically inaccurate results. This could have implications for gray discrete ordinate and IMC methods, where no real separation of $\kappa_R$ and $\kappa_P$ is defined.

8.2. Flux limiter changes

In any FLD algorithm, the choice of flux limiter may effect the final result. This is the case for the current study; for all figures shown so far, the Wilson max flux limiter has been used. Figure 24 shows the change in emergent flux profile where a Wilson Max, Wilson Sum and Larsen $n = 2$ flux limiter is used.
As shown, the choice of flux limiter does change the breakout time obtained from the algorithm, with the different between Max and Larsen n = 2 flux limiter around 3.6%. The sum flux limiter results in a much larger breakout time, this is expected as it uses a simple linear function to relate the free streaming and flux limited regimes of transport which becomes inaccurate under the experimental conditions. Importantly, regardless of the flux limiter type used in the simulation, the discrepancies associated with the group number and opacity details discussed in the previous sections will still be important to the analysis. Nevertheless, one of the flux limiters will provide the most accurate solution to the real transport solution.

9. Discussion

The results presented in this work highlight the necessary caution which must be taken when modelling radiation wave experiments using 3T or multigroup algorithms. We have demonstrated that an under-resolved group structure leads to results which are inaccurate. For the opacity profiles of iron oxide, we have shown that comparisons between using a 1D single group 3T and a 14 group multigroup diffusion algorithm show that the Marshak wave breakout time drops by around 7%. A discrepancy of 14% arises when one compares a 3T algorithm with the fully resolved multigroup solution. These types of errors are comparable with experimental errors [19] [3] [6] and could change the outcome of experimental analysis, particularly where changes in wave breakout time are used as a diagnostic, which in the case of the experiment outlined in section 5. We have further shown that changes in the Marshak wave breakout time cannot be attributed solely to changes in physical parameters unless convergence checks in group number have been carried out. In addition to this, we have provided a multigroup analysis of how each respective weighted opacity affects the energy transport through material, applying artificial changes to both the Rosseland and Planckian opacities and monitoring how the wave profile changes. The difference in outcomes by using only $\kappa_R$ or $\kappa_P$ in the numerical scheme has also been considered - showing that the weighting of any opacity tends to becomes less important as the group number increases, but is very important in the 3T regime. Finally, we have shown that the role of the flux limiter is important, as expected, and should be considered carefully in this type of analysis. Importantly, although there is a non-negligible deviation between exact transport behaviour and FLD [17] the sensitivity to group structure remains similar, regardless the specific choice of the flux limiter. Thus, results shown in this study are important for any FLD modelling of radiation wave experiments.

9.1. Limitations

As explained in the introduction, this study is not intended to provide the most accurate or detailed account of radiation wave experiments. Rather, under the assumption that the transport is diffusive, we seek to provide a detailed analysis of computational artefacts which could jeopardise analysis where flux limited diffusion is used. A direct comparison between FLD and IMC is not available for the experiment used as a model for the analysis as the data was not obtainable. Nevertheless, as previously stated, the flux limiter study demonstrates that the discrepancies discussed in this paper remain, regardless of flux limiter type.

The algorithm used is 1D and therefore doesn’t include any energy losses due to 2D effects, which have been shown to cause notable changes in Marshak speed [1]. The three main 2D effects in radiation wave experiments are

- Energy loss to the gold which surrounds the curved surface of the foam
- Slowing of the wave near the wall surfaces as ablation increases the foam density, and thus its opacity
- Change of cross sectional area reducing the effective flux which enters the foam.

The latter is the least important to the modelling [1] and, for the experiment used as a surrogate model in this work, the aspect ratio is such that the Marshak wave curvature does not effect the wave breakout time across most of the wavefront [41]. To model the energy loss from heating the gold walls, the ‘1.5D’ formula from [1] is used. This approach uses the exact self-similar solution of the diffusive solution [42], which is exact for the opaque gold coating. The resultant energy loss is used to calculate a corresponding reduction on the drive flux flowing into the system. The effect of the wall loss mechanism on emergent flux is demonstrated in figure 25, which shows the results for a 3T, 14-group and 293-group algorithm.

The inclusion of wall loss in the calculation increases the breakout time and lowers the maximum flux detected, as one would intuitively expect. However, the changes are consistent across all group numbers which suggest that the errors explored in earlier chapters will
be present and influential even if 2D effects are included. Additionally, the time discrepancy introduced when 2D effects are accounted for is not consistent across changing group numbers - higher group resolution results in a larger change in breakout time when 1D and 2D cases are compared. This is because higher group numbers allow the high energy preheating photons to be accounted for more accurately. These photons penetrate deep into the material and, as a result, reach more points on the gold cylinder, leading to an increase in energy loss and a slowing of the wave. This again demonstrates the important of fidelity in energy space; higher group numbers are necessary to more accurately account for 2D effects.
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