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Abstract: 

Quantitative assessment of the complex hemodynamic environment in type B aortic dissection 

(TBAD) through computational fluid dynamics (CFD) simulations can provide detailed insights into 

the disease and its progression. As imaging and computational technologies have advanced, 

methodologies have been developed to increase the accuracy and physiological relevance of 

CFD simulations. This study presents a patient-specific workflow to simulate blood flow in TBAD, 

utilising the maximum amount of in vivo data available in the form of CT images, 4D-flow MRI and 

invasive Doppler-wire pressure measurements, to implement the recommended current best 

practice methodologies in terms of patient-specific geometry and boundary conditions. The study 

aimed to evaluate and verify this workflow through detailed qualitative and quantitative 

comparisons of the CFD and in vivo data. Based on data acquired from five TBAD patients, a 

range of essential model inputs was obtained, including inlet flow waveforms and 3-element 

Windkessel model parameters, which can be utilised in further studies where in vivo flow data is 

not available. Local and global analysis showed good consistency between CFD results and 4D-

MRI data, with the maximum velocity in the primary entry tear differing by up to 0.3 m/s, and 80% 

of the analysed regions achieving moderate or strong correlations between the predicted and in 

vivo velocities. CFD predicted pressures were generally well matched to the Doppler-wire 

measurements, with some deviation in peak systolic values. Overall, this study presents a 

validated comprehensive workflow with extensive data for CFD simulation of TBAD.  
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1. Introduction 

Type B aortic dissection (TBAD) is a critical disease of the aorta in which a tear in the inner layer 

of the descending aortic wall allows blood to flow between the wall layers creating a secondary 

channel of blood. This results in a true lumen (TL, original aortic channel) and a false lumen (FL, 

channel within the aortic wall), and often involves multiple additional tears between the TL and 

FL throughout the thoracic and abdominal aorta [1]. The reduced blood flow in the TL can lead to 

malperfusion of the aortic branches and eventually organ failure, while the weakened aortic wall 

can result in complications such as aneurysmal expansion and rupture [2].  

There are two therapeutic strategies generally used to treat TBAD – drug based medical therapies 

or thoracic endovascular aortic repair (TEVAR). While TEVAR is the primary treatment choice for 

complicated TBAD cases, it remains unclear at the time of diagnosis which uncomplicated 

patients would benefit from TEVAR. Considerable effort has been made in searching for 

morphological predictors of disease progressions [3-11] with an aim to identify high risk patients 

that would benefit from TEVAR. However, these studies did not assess the influence of aortic 

hemodynamics which may play a critical role in disease progression. Evaluation of hemodynamic 

metrics under patient-specific conditions can provide additional information that may help 

clinicians choose the most appropriate treatment for a given patient.  

To understand blood flow characteristics in TBAD, numerous studies using image-based 

computation fluid dynamics (CFD) simulations have been reported over the past decade [e.g. 12-

25]. The complexity of simulations has increased as both imaging and computational technologies 

developed. While early studies tend to employ geometries focusing on the dissected aorta alone, 

with either no major side branches [14,15,17] or only the aortic arch branches segmented 

[12,16,21,24], patient-specific geometries including all major side branches are now routinely 

utilised [13,18,20,23,25]. Several anatomical studies have identified the important role of side 

branches in FL thrombosis [26,27] and FL expansion [28], hence their inclusion in CFD models is 

necessary to accurately predict dissection hemodynamics and its association with disease 

progression. The choice of inlet and outlet boundary conditions also evolved from idealised 

settings to physiologically accurate boundary conditions. For example, the use of 3-element 



Windkessel (3EWK) models as outlet boundary conditions [29] and patient-specific 3D inlet 

velocity profiles derived from 4D-flow MRI [30]. 

While previous studies have contributed to the development and improvement of methodologies, 

there is a lack of comprehensive evaluation and verification of the simulation workflow utilising 

the maximum amount of in vivo data available to derive a complete set of optimal patient-specific 

boundary conditions. This study aimed to present, evaluate and validate such a patient-specific 

simulation workflow, through detailed qualitative and quantitative analysis of CFD simulations of 

five TBAD patients compared to in vivo data. 

2. Methods 

Five TBAD patients (P1-P5) from Zhongshan Hospital, Fudan University, Shanghai, were 

included in this study. For all patients diagnostic CT and 4D-flow MRI scans were available. 

Geometries of the affected aorta were segmented from the CT scans in Mimics (Materialise HQ, 

Leuven) through automatic thresholding and manual refinement. CFD models included all major 

side branches: brachiocephalic (BRAC), left common carotid (LCCA) and left subclavian (LSA) 

artery, celiac trunk (CEL), superior mesenteric artery (SMA), right (RR) and left (LR) renal, and 

right (RI) and left (LI) iliac. Each branch was extended by 40 mm to ensure applied boundary 

conditions did not affect upstream flow. The reconstructed models are shown in Figure 1. 

Computational meshes were generated using ICEM CFD (Ansys Inc, v15.0), consisting of 

hexahedral core elements and ten prismatic wall layers. The mesh was refined in complex regions 

 

Figure 1: Patient-specific geometric models reconstructed from CT scans. For each model the true (TL) and false (FL) 
lumen are labelled with an arrow, and the primary entry tear is indicated by a white star. [colour figure] 

 



including tears and sharp bends at branches. Mesh sensitivity tests were conducted to ensure 

mesh independent solutions. For these tests, three meshes were created for each patient model, 

and using each mesh a transient simulation with a flat inlet velocity profile and 0 pressure outlets 

was run. The chosen mesh produced differences of <5% in mean and maximum velocity and 

time-averaged wall shear stress (TAWSS) on selected planes throughout the geometries when 

compared to a finer mesh. The final meshes selected contained 4.0 million, 4.3 million, 5.6 million, 

4.8 million and 5.0 million for P1, P2, P3, P4 and P5, respectively. 

For the full CFD simulation time-varying 3-directional inlet velocity profiles were extracted from 

the 4D-flow MRI data for each patient, using an in-house MATLAB process tool, developed and 

presented in our previous studies [20,30,31]. Additionally, from the 4D-flow MRI data flow splits 

to the branches were determined by placing planes at various locations along the aorta and 

measuring the change in flowrate before and after such planes. Depending on image quality 

planes were placed between each aortic branch to determine flowrates to the BRAC, LCCA and 

LSA individually, or planes were placed before and after the aortic branches with flow being 

distributed between the three branches based on the area of each branch. Flow through the 

abdominal branches was determined by measuring the change in flowrate at planes before and 

after the branches and was then distributed based on area. Furthermore, invasive Doppler-wire 

(DW) pressure measurements were taken during the TEVAR procedure, under general 

anaesthesia, just before endograft implantation, providing pressure values in the ascending aorta, 

within the primary entry tear (PET), and at spine vertebrae locations T9, T12 and L1 within both 

the TL and FL. Catheterization was conducted using a 4-F VER catheter (Cordis, Warren, New 

Jersey), with a connected pressure transducer. The average pressure for each branch was 

calculated from the DW curve recorded at the location closest to that branch, with the TL or FL 

measurement being selected depending on which lumen the branch was perfused by. These 

 P1 P2 P3 P4 P5 

Cycle Period [s] 0.658 1.048 0.774 0.942 0.858 
Peak Re 3595 3507 3821 4081 4734 

Rec 4643 4656 5280 4330 4469 
α 18.6 18.6 21.1 17.3 17.9 

Stroke Volume [mL] 74 116 117 117 113 

Table 1: Key flow parameters of the inlet flow waveform for patients P1-P5. Re - Reynolds number; Rec - 
critical Re, equal to 250α [28]; α - Womersley number. 



cycle-averaged pressures along with the 4D-flow derived flow splits were used to calibrate 3EWK 

parameters for all branches in each patient model following the methodology reported by Pirola 

et al. [20].  

In all simulations the Quemada model was adopted to describe the non-Newtonian behaviour of 

blood, with model parameters taken from the literature [32]. The flow was assumed to be laminar 

based on calculations of the peak Reynolds number (Re), Womersley number and critical Re for 

transition to turbulence reported by Kousera et al. [33]. A summary of these key flow parameters 

is given in Table 1. The peak Re for P5 was slightly above the critical Re, however, as the values 

were close the flow was modelled as laminar for computational efficiency. Simulations were run 

in Ansys CFX (Ansys, v20), a time step of 0.001 s was used throughout, and all simulations were 

run until a periodic solution was achieved. The final cycle was used for analysis, and results were 

post-processed using EnSight (Ansys, v20). Analysis included qualitative and quantitative 

assessment of velocity, flow patterns and pressure throughout the dissection. Additionally, the 

false lumen ejection fraction (FLEF), defined in equation 1 [34], was measured at the PET. 

4D-flow MRI scans were processed using in-house MATLAB tools from which velocities were 

qualitatively and quantitatively assessed in the same way as the CFD results. For qualitative 

assessment the data extracted using the MATLAB tool was visualised in EnSight, where the 

 

Figure 2: Definition of regions of the aorta (1-5), distinguished by blue lines on the example aorta, used for analysis. 
Locations of thoracic and lumbar spinal points T9, T12, L1, used for analysis of pressure, are also indicated. [colour 
figure] 



velocity results were interpolated onto a finer grid using EnSight’s inbuilt volume rendering 

function. For a detailed comparison of the measured and predicted flow fields the Pearson’s 

correlation coefficient (R) was evaluated to measure the linearity between the CFD and 4D-MRI 

velocities. For this analysis the CFD data was filtered to extract velocities at the same spatial 

resolution and coordinates as the 4D-MRI data. R was evaluated in 5 regions of the aorta: 

ascending aorta (AAo); aortic arch (AA); proximal descending aorta (Prox-DAo); Mid-DAo; Distal 

DAo (Dis-DAo). A description and definition of these regions can be seen in Figure 2. This is a 

statistical method that has been employed in previous biomedical studies to assess agreement 

between 4D-MRI and CFD or experimental velocities [35-37]. From the 4D-flow MRI data, the 

FLEF was also measured at the PET.  

                                            𝐹𝐿𝐸𝐹(%) =
𝑅𝑒𝑡𝑟𝑜𝑔𝑟𝑎𝑑𝑒 𝑓𝑙𝑜𝑤𝐷𝑖𝑎𝑠𝑡𝑜𝑙𝑖𝑐

𝐴𝑛𝑡𝑒𝑔𝑟𝑎𝑑𝑒 𝑓𝑙𝑜𝑤𝑆𝑦𝑠𝑡𝑜𝑙𝑖𝑐

                                     (1) 

3. Results 

3.1. Geometric features 

Table 2 reports various geometric features for each patient. Both the AAo diameter and maximum 

DAo diameter varied among the patients (2.9 - 3.7 cm in the AAo and 3.8 - 5.2 cm in the DAo). 

All patients had 5 tears in total, with varying sizes of PET (0.9 - 3.2 cm). The dissection began at 

the LSA in all patients, and extended the full length of the aorta to the bifurcation in P1 and P3, 

while the TL and FL combined above the CEL in P5, above the SMA in P2 and at the LR in P4. 

 P1 P2 P3 P4 P5 

AAo diametera [cm] 2.9 3.7 3.6 3.2 3.3 
Max DAo diameterb [cm] 4.4 3.8 5.2 3.9 4.9 

Number of tears 7 5 5 5 2 
PET sizec [cm] 3.2 2.0 2.3 0.9 1.6 

LSA to PET distanced [cm] 3.1 1.6 1.4 0.9 2.7 
Dissection locatione LSA-BIF LSA-SMA LSA-BIF LSA-LR LSA-CEL 

Length of dissectionf [cm] 34.0 28.7 41.6 33.0 23.2 
Tortuosityg  1.05 1.14 1.13 1.29 1.04 

Table 2: Geometric features of patients P1-P5. aAscending aorta (AAo) diameter calculated based on inlet 
area. bMaximum descending aorta (DAo) diameter measured on the axial slices of the CT scans. cPrimary 
entry tear (PET) measured as the maximum axial diameter of the tear. dDistance measured along the 
centreline of each 3D model. eStart and end point of dissection; LSA - distal to the left subclavian artery; BIF 
- aortic bifurcation; SMA - superior mesenteric artery; CEL - celiac trunk; LR - left renal artery. fLength of 
dissection measured along the centreline of each 3D model. gTortuosity calculated as the length of dissection 
along the centreline divided by the straight vertical distance between the start and end of dissection. 



There were also varying levels of tortuosity between the patients, with a near 1 value in P1 and 

P5 (not tortuous), and the highest value of 1.29 in P4. The diameters for all side branches are 

summarised in Table 3 which also contains standard diameters for each branch which have 

previously been reported by Du et al. [38] and Uberoi et al. [39]. It can be seen that the measured 

diameters do vary between patients and from the standard value for some branches, for example 

P2 had large diameters in all branches, while individual branches in P1 (LCCA) and P3 (RR) were 

small compared to other patients and standard values. 

3.2. Inlet flow waveforms and measured pressure 

Figure 3 shows the inlet flow waveforms extracted from the 4D-flow MRI data, while the 

corresponding key flow parameters are given in Table 1. Among the patients the cardiac cycle 

period varied between 0.658 and 1.048 seconds, the peak systolic flow varied between 18.7 and 

 Aortic side branch diameter [mm] 

 BRAC LCCA LSA CEL SMA RR LR RI LI 
Standard 12.4 7.4 8.5 7.8 8.7 5.2 5.2 12.0 12.0 

P1 10.2 5.0 9.0 7.3 5.4 4.4 4.2 13.5 13.4 
P2 15.3 10.0 12.3 10.4 9.3 8.5 8.2 13.6 16.5 
P3 14.9 8.5 11.5 5.7 7.3 3.2 4.8 11.8 15.1 
P4 12.5 7.0 10.4 6.7 6.0 4.8 4.6 12.7 10.7 
P5 13.4 7.3 9.5 6.1 8.1 4.2 4.7 15.2 15.1 

Table 3: Diameter of each aortic side branch for all patients. Standard branch diameters reported by Du et 
al. [38] and Uberoi et al. [39] are also given. Branches include brachiocephalic (BRAC), left common carotid 
(LCCA) and left subclavian (LSA) artery, celiac trunk (CEL), superior mesenteric artery (SMA), right (RR) 
and left (LR) renal, and right (RI) and left (LI) iliac. 

 

Figure 3: Inlet flow waveforms for patients P1-P5 derived from 4D-flow MRI data. [colour figure] 



27.1 L/min, and all waveforms contained a period of retrograde flow. Patients P2-P5 had a stroke 

volume between 113 and 117 mL while P1 had a substantially lower stroke volume of 74 mL. The 

cycle-averaged pressures measured from the DW waveforms recorded at the PET and thoracic 

and lumbar spinal locations T9, T12 and L1 (the locations of which are shown in Figure 2) can be 

found later in Figure 6, while systolic and diastolic pressure values at these locations are reported 

in Appendix B in the supplementary material. P1, P2 and P3 had systolic pressures greater than 

125 mmHg throughout the aorta, while P4 and P5 presented with lower pressures (systolic values 

ranging from 74 to 90 mmHg).  

3.3. 3-element Windkessel parameters 

Table 4 reports the 3EWK parameters for all branch outlets, calculated based on branch area, 

average flowrates measured from 4D-MRI data and average pressures measured from DW 

readings. Again, there were substantial variations among the parameters, due to the variability in 

 BRAC LCCA LSA CEL SMA RR LR RI LI 

P1          
R1 [x108 Pa.s.m-3] 0.9 4.4 1.2 1.8 3.7 6.0 6.7 0.5 0.5 
R2 [x108 Pa.s.m-3] 6.9 28.0 8.9 4.0 7.5 10.0 12.0 9.5 9.7 
C [x10-9 m3.Pa-1] 2.3 0.6 1.8 3.1 1.6 1.1 1.0 1.8 1.8 

% inlet flow 16.3 3.6 12.3 18.6 9.6 6.7 5.7 13.7 13.5 

P2          
R1 [x108 Pa.s.m-3] 0.3 0.9 0.6 0.8 1.1 1.3 1.4 0.4 0.3 
R2 [x108 Pa.s.m-3] 10.8 24.8 16.6 6.5 7.8 9.3 10.0 16.6 11.4 
C [x10-9 m3.Pa-1] 1.6 0.7 1.0 2.4 2.0 1.7 1.6 1.0 1.5 

% inlet flow 12.2 5.3 7.9 17.4 14.3 12.0 11.3 8.0 11.6 

P3          
R1 [x108 Pa.s.m-3] 0.4 1.3 0.6 3.3 1.8 12.2 4.9 0.6 0.3 
R2 [x108 Pa.s.m-3] 6.9 20.6 8.9 4.6 2.9 12.3 6.2 10.9 6.8 
C [x10-9 m3.Pa-1] 2.5 0.8 1.9 2.3 3.8 0.7 1.6 1.6 2.5 

% inlet flow 15.2 4.9 11.2 11.8 20.1 2.9 8.5 9.5 15.9 

P4          
R1 [x108 Pa.s.m-3] 0.5 2.1 0.8 2.3 2.9 4.9 5.4 0.5 0.8 
R2 [x108 Pa.s.m-3] 4.4 13.8 6.4 2.0 2.4 3.2 3.7 5.2 7.3 
C [x10-9 m3.Pa-1] 3.6 1.1 2.5 4.2 3.3 2.2 2.0 3.1 2.2 

% inlet flow 17.7 5.1 11.8 13.9 11.9 7.6 6.7 14.9 10.4 

P5          
R1 [x108 Pa.s.m-3] 0.5 1.9 1.0 2.8 1.5 6.6 5.0 0.3 0.3 
R2 [x108 Pa.s.m-3] 7.9 15.5 4.6 3.6 2.2 6.9 5.6 5.1 5.2 
C [x10-9 m3.Pa-1] 2.2 1.0 3.2 2.8 5.0 1.3 1.7 3.3 3.3 

% inlet flow 10.4 4.5 12.9 10.4 18.6 4.8 6.2 16.3 16.0 
Table 4: 3-element Windkessel parameters and percentage of inlet flow reporting to each branch in patients 
P1-P5. Branches include brachiocephalic (BRAC), left common carotid (LCCA) and left subclavian (LSA) 
artery, celiac trunk (CEL), superior mesenteric artery (SMA), right (RR) and left (LR) renal, and right (RI) and 
left (LI) iliac. Reported parameters are proximal resistance (R1), distal resistance (R2) and compliance (C). 



branch area, average flowrate and pressure inputs. Additionally, the percentage of inlet flow 

reporting to each branch in each patient is also presented. 

3.4. Flow patterns 

Figures 4 and 5 show volume renders of instantaneous velocity fields throughout the systolic 

phase from both the 4D-MRI data and the CFD simulations for all patients. In all cases it can be 

seen that there is good qualitative agreement between the simulated velocities and the in-vivo 

data. The high velocity jet through the PET in each patient was well captured both in terms of 

 
Figure 4: Mid-systolic, peak systole and mid-systolic deceleration velocity fields for P1, P2 and P3. For each 
patient at each time point the 4D-MRI derived velocity field is shown on the left alongside the CFD predicted 
velocity field on the right. [colour figure] 

 
 
 



magnitude and shape throughout the cardiac cycle. Generally, velocity magnitudes in the distal 

aorta were also well captured, with for example high TL velocities in the mid thoracic dissection 

of P4 both visible in the 4D-MRI data and CFD results. 

Table 5 reports both the Pearson correlation coefficient (R) and the mean absolute error (MAE) 

between the CFD and 4D-MRI data in regions throughout the aorta, broken down into the three 

velocity components ux, uy and uz. In line with the qualitative analysis, there is good agreement 

between the data across all patients, with weaker agreement at certain points - high positive and 

moderate positive correlations are defined as an R value greater than 0.7 and 0.5, respectively 

[40]. In the AAo, AA and Prox-DAo (regions where there are generally higher velocities and the 

MRI images are of better quality) 80% of the reported R values across each velocity component 

for all patients had an R greater than 0.5. Agreement was weaker in the Mid-DAo and Dis-DAo, 

where only 37% of R values were greater than 0.5. While reporting R values indicates the 

existence of linearity between the variables it does not indicate whether the data follows the 

trendline of x = y, which in this study is desirable, and other measures of agreement between 

CFD and MRI data have been presented in the literature [41]. By considering the corresponding 

 
Figure 5: Mid-systolic, peak systole and mid-systolic deceleration velocity fields for P4 and P5. For each 
patient at each time point the 4D-MRI derived velocity field is shown on the left alongside the CFD predicted 
velocity field on the right. [colour figure] 

 



MAE for each R value reported, the general over/under estimation of velocities by the CFD 

compared to the 4D-MRI data can be assessed. The maximum MAE for P1-P5 was 0.22, 0.25, 

0.13, 0.21 and 0.21 m/s, respectively, while the average MAE across all regions in all patients 

was 0.11 m/s. Neither the R value nor the MAE alone can fully describe the agreement between 

the data sets, thus for further detail scatter plots for each reported R value can be found in the 

supplementary material. 

Table 6 reports the maximum peak systolic velocity and FLEF measured from the 4D-MRI data 

and CFD results at the PET for quantitative comparison and evaluation. In all patients the 

maximum velocity was well predicted by the CFD simulations, with a maximum error of 0.31 m/s 

in P2. All CFD maximum velocities were lower than their relative 4D-MRI measured velocities. In 

P1 and P5 varying levels of FLEF were measured in the 4D-MRI and the CFD correctly predicted 

  AAo AA Prox-DAo Mid-DAo Dis-DAo 

  Pearson Correlation Coefficient (R) 

P1 ux 0.66 0.77 0.76 0.65 0.37 
 uy 0.71 0.53 0.44 0.41 0.54 
 uz 0.72 0.71 0.44 0.30 0.18 

P2 ux 0.81 0.68 0.67 0.72 0.32 
 uy 0.66 0.63 0.66 0.64 0.42 
 uz 0.76 0.63 0.60 0.25 0.19 

P3 ux 0.69 0.78 0.64 0.38 0.28 
 uy 0.62 0.62 0.60 0.56 0.53 
 uz 0.38 0.41 0.25 0.06 0.12 

P4 ux 0.70 0.55 0.73 0.55 0.73 
 uy 0.61 0.47 0.23 0.27 0.23 
 uz 0.77 0.67 0.15 0.18 0.15 

P5 ux 0.56 0.75 0.70 0.17 0.63 
 uy 0.40 0.53 0.78 0.68 0.66 
 uz 0.58 0.72 0.53 0.22 0.25 

  Mean Absolute Error [m/s] 

P1 ux 0.10 0.10 0.14 0.05 0.05 
 uy 0.17 0.16 0.22 0.11 0.12 
 uz 0.09 0.08 0.16 0.07 0.06 

P2 ux 0.11 0.12 0.13 0.07 0.12 
 uy 0.16 0.10 0.13 0.16 0.25 
 uz 0.11 0.07 0.10 0.07 0.09 

P3 ux 0.08 0.06 0.07 0.06 0.06 
 uy 0.11 0.10 0.07 0.09 0.13 
 uz 0.08 0.07 0.06 0.06 0.06 

P4 ux 0.14 0.11 0.09 0.09 0.09 
 uy 0.21 0.18 0.18 0.16 0.16 
 uz 0.14 0.08 0.11 0.10 0.10 

P5 ux 0.13 0.15 0.10 0.06 0.10 
 uy 0.21 0.11 0.11 0.09 0.11 
 uz 0.15 0.09 0.10 0.06 0.07 

Table 5: Pearson correlation coefficient (R) and mean absolute error for each velocity component ux, uy and 
uz in the 5 regions of the aorta shown in Figure 2 for all patients. 



these patterns, particularly well in P1. In P3 and P4 there was no reverse flow at the PET, equating 

to a FLEF of zero, and this was again correctly predicted in the CFD simulation. In P2 a very low 

FLEF of 0.8% was measured from the 4D-MRI data while the CFD predicted an FLEF of 14.6%. 

Reasons for this discrepancy will be explained later.  

3.5. Pressure 

Figure 6 presents average pressures (averaged over the cardiac cycle) at various locations 

throughout the aorta (in the ascending aorta, and in the TL and FL at the PET and throughout the 

dissection at the thoracic and lumbar spinal locations T9, T12 and L1, the location of which are 

indicated in Figure 2) for both invasive DW measured values and CFD predicted values for all 

patients. From the bar charts it can be seen that average pressures were generally well captured 

for all patients, with differences of less than 15% between DW and CFD values. Corresponding 

systolic and diastolic values at the same locations for both DW and CFD are reported in Appendix 

B in the supplementary material. P2 and P3 had the strongest agreement between DW and CFD 

within the dissection, with a maximum error of 7 mmHg at systolic TL-L1 for P2 and 9mmHg at 

systolic TL-PET for P3, while diastolic values were better matched throughout the dissection. 

However, there were significant errors in absolute systolic and diastolic values across the 

remaining patients. P1, P4 and P5 saw maximum errors of 36, 20 and 24 mmHg. P1 had larger 

systolic errors while P4 and P5 had larger diastolic errors. 

Furthermore, significant TL/FL cross-lumen pressure differences measured by the DW were not 

predicted by the CFD simulations, the largest being in P1 where a cross-lumen pressure 

difference at this time and spatial point. The largest cross-lumen pressure difference predicted by 

CFD was 8 mmHg, at the PET of P4. Of course, individual time points are likely to have larger 

variations and it can be seen that using average values the largest cross-lumen pressure  

 P1 P2 P3 P4 P5 

 Maximum PET Velocity [m/s] 
4D-MRI 1.8 1.2 0.9 1.7 1.2 

CFD 1.6 0.9 0.6 1.6 1.2 

 FLEF (%) 
4D-MRI 10.7 0.8 0 0 3.6 

CFD 11.1 14.6 0 0 6.4 
Table 6: Maximum peak systolic primary entry tear (PET) velocity and false lumen ejection fraction (FLEF, 
defined in equation 2 measured from 4D-flow MRI scan and predicted from CFD simulation for each patient. 



  

 
Figure 6: Doppler-wire (DW) measured and CFD predicted pressures averaged over the cardiac cycle at different 
locations along the aorta. Ascending aorta (AA); true (TL) and false (FL) lumen; primary entry tear (PET); spine 
vertebrae locations (T9/T12/L1). DW pressure curves were not available for P3 AA, P4 TL-PET and P4 FL-L1, and the 
dissection in P5 did not extend to L1, thus results are not reported in these regions. [colour figure] 

 



difference recorded with the DW was 9 mmHg in P5 at T12, while nearly all other locations across 

all patients had an average cross-lumen pressure difference less than 5 mmHg. 

In total, pressure was evaluated at 43 spatial points among the five patients. At 35 of the points 

the pulse pressure (defined as the systolic pressure minus the diastolic pressure) was higher with 

the CFD values compared to the DW pressure readings. The points where this was not the case 

were in the FL of P1 where systolic pressures were significantly underestimated by CFD, and the 

TL of P2 where PP values were close but slightly higher with the DW readings. 

4. Discussion 

Computational fluid dynamics simulations of TBAD have been adopted by various research 

groups to gain an understanding of the complex hemodynamics of the disease, and to provide a 

mechanistic understanding for various disease progressions. Many different studies of varying 

complexity [12-25] have been presented and current best methodological practices in terms of 

inlet [30] and outlet [29] boundary conditions have been explored. This study aimed to evaluate a 

fully patient-specific workflow by simulating 5 TBAD geometries, utilising the maximum amount of 

in vivo anatomical (CT scans) and flow data (4D-MRI scans and invasive DW pressure readings) 

that can be obtained. 

As seen by the geometric data reported in Table 2 all five TBAD patients presented with 

dissections that varied in terms of tortuosity, TL/FL configuration, and dissection length. The 

patients also showed variations in the size of aortic branches (reported in Table 3). Notable 

differences included large branch diameters in P2, likely due to a generally larger aorta given the 

consistent higher than standard value across all branches. Individual branches that were 

abnormally small compared to the other patients and standard values included the LCCA in P1 

and the RR in P3, possibly due to malperfusion. 

The patients also presented with varying measured hemodynamics in terms of inlet flow 

waveforms and pressure values. P2-P5 all had a stroke volume within the normal range of 94±15 

mL [42], while P1 at 74 mL was slightly below the lower limit of the normal range. The systolic 



phase accounted for between 48% and 61% of the cardiac cycle for all patients, with similar 

waveforms that differed in their peak value and period. 

3EWK parameters were calculated (Table 4) for each branch in all patients using the average 

flowrate to each branch determined from the 4D-MRI data and the average pressure determined 

from the DW pressure measurements taken during the TEVAR procedure. The branch diameter 

was also taken into account both as a required value to calculate R1 but also due to the fact that 

the abdominal flow measured from the 4D-MRI scan was split between the branches based on 

their area. Given the individual data that was input to determine the 3EWK parameters the 

resulting values for each patient also significantly varied. 

Since 4D-flow MRI is not usually required for clinical diagnosis of aortic dissection, it is common 

that patient-specific flow data are not available, and boundary conditions are therefore often taken 

from literature in such cases. The data presented in this study (branch diameters and 3EWK 

parameters) provides multiple new sets of parameters which can be used in future studies. If 

researchers only have a CT scan, geometric features from that CT scan can be compared to the 

five patients presented here (number of tears, branch diameters etc) and corresponding 

simulation parameters can then be selected that best match the available information. R1 and R2 

values can be used directly, or total resistance can be calculated as the sum of R1 and R2, with 

a new ratio of R1 and R2 determined using the workflow described by Pirola et al. [20]. Figure 3 

also provides multiple inlet flow waveforms which can be used directly, or if any basic flow 

information such as heart rate or stroke volume is available, the inlet flow waveforms can be 

scaled to match such data.  

The five patients in this study were simulated and the CFD results were compared to processed 

4D-MRI data in order to validate the workflow. CFD predicted velocity fields showed good 

agreement to the in vivo flow data for all patients (Figures 4 and 5), in particular the shape and 

size of the high velocity jet through the PET in each patient was well captured by the CFD model. 

Global quantitative analysis demonstrated the agreement between the CFD and 4D-MRI velocity 

data through the Pearson correlation coefficients. Generally, stronger correlations were seen in 

the AAO, AA and Prox-DAo compared to the Mid-DAo and Dis-DAo across the patients. Due to 



the small channels and lower velocities in the Mid-DAo and DisDAo the 4D-MRI was of poorer 

quality in these regions, meaning measured velocities likely have a higher error and the 

registration process required to spatially match the CT and 4D-MRI geometries for comparison is 

more challenging. However, the dominant direction of flow (ux or uy depending on the geometry 

orientation) mostly still saw reasonable correlations greater than 0.5, while the non-dominant 

components (mainly uz) had the lowest R values. Generally the R values found in this study are 

in line with values reported in previous studies: R = 0.64-0.92 in a healthy patient [36]; R=0.63 in 

an idealised aortic aneurysm geometry [37]; and R=0.74-0.87 in an ascending aorta aneurysm 

patient [35]. 

Local quantitative analysis (Table 6) showed that the velocity magnitude in the PET was well 

matched between the CFD and 4D-MRI results, with the largest error of 0.3 m/s in P2 and P3. 

The PET velocity was underestimated in all patients compared to the 4D-MRI derived value, and 

this was the case in previous studies [20,30]. Interestingly, the 4D-MRI data reported a higher 

maximum velocity in the PET region, while generally throughout the aorta on average the CFD 

predicted higher velocities, particularly in the AAo and AA.  

There may be two sources of error causing the discrepancies in velocity results between the CFD 

and 4D-MRI data which relate to the relatively low image quality of the 4D-MRI scan. The first 

being that the size of the smaller branches (including the LCCA) is on a comparable scale to the 

voxel size of the scan (1.875 x 1.875 x 2.5 mm3 for all patients) which may cause inaccuracy in 

measured flow, thus the estimated flow to the arch branches may be higher than is actually true, 

resulting in slightly less flow entering the descending aorta and through the tear. The second is 

the potential error in the extracted inlet velocity profile. Both abnormally high and low velocities 

may not be fully captured as the scan parameters (such as the velocity encoding (VENC) which 

dictates the range of velocities that are accurately captured) are set to minimise scan time in the 

clinical setting for the benefit of the patient. The use of dual VENC which repeats the scan to 

record a lower and higher velocity range can help to overcome this potential error source [43-45], 

however this is challenging in the clinical setting as it requires significantly longer scan time. 

Furthermore, the lower image quality means that there is some variation in the flowrate extracted 

depending on the location at which the plane is placed. To evaluate the likely extent of this error, 



3 planes were placed near the aortic root in P1, 5 mm apart, with plane 1 closest to the aorta 

valve, plane 2 distal to plane 1 and still within the velocity jet, and plane 3 most distal to the valve 

and just slightly distal to the tip of the high velocity jet. The peak and average flowrates and stroke 

volume derived from plane 2 differed by a small 1.5%, -3.2% and -2.7%, respectively, compared 

to plane 1, while the peak and average flowrates and stroke volume derived from plane 3 differed 

by -11.2%, -10.3% and -8.9%, respectively, compared to plane 1. This error was minimised across 

all simulations by ensuring the plane placed to extract the inlet velocity profiles was set well within 

the high velocity jet, however, some degree of error in the final inlet velocity profiles was likely to 

exist. Both of these sources of error may have resulted in a slightly lower than true stroke volume 

being applied in the CFD simulation. The work of Armour et al. [30] showed the significant impact 

a reduced stroke volume can have on hemodynamic results, with a 25% reduction in stroke 

volume resulting in up to 28% and 35% reductions in velocity and wall shear stress, respectively. 

However, the results of this study suggest that  any stroke volume error was likely small as there 

was no major deviation in velocity fields according to the quantitative and qualitative analysis 

which showed local regions of altered velocity patterns were still well captured by the CFD, such 

as the area of high velocity in the mid-thoracic TL of P4 at mid-systolic deceleration and the 

increased velocity around the abdominal branches of P5 at peak systole. Bozzi et al. [46] reported 

that deviations of ±18% in the mean inlet velocity caused significant changes in pressure and wall 

shear stress results, which may explain the larger deviation in predicted pressures compared to 

the DW measured values.  

As well as velocities, flow patterns (Table 6) were well captured by the CFD simulations compared 

to the in vivo data. The lack of any flow reversal (represented by FLEF) at the PET in P3 and P4 

was correctly predicted by the CFD, and the varying levels of FLEF in P1 and P5 were also in line 

with 4D-MRI results. The FLEF results for P2 were not consistent, with a significant over-

prediction by the CFD simulation. On the CT scan for P2 there is clear motion artefact around the 

PET which is shown in Figure 7 - this is commonly observed on dissection CT images given the 

scan captures a static image but the aorta and intimal flap are mobile. This means that during 

segmentation there was likely some degree of error relating to the exact shape and size of the 

PET, and any deviation from the true geometry will impact flow through the tear, thus this is likely 

the source of the FLEF error in this case. 



CFD predicted pressures were compared to the in vivo DW measurements to evaluate agreement 

(Figure 6). Average pressures predicted by the CFD were in a reasonable agreement with the 

DW values, meaning the general pressure environment and extent of pressure elevation was 

captured. However, there were significant errors both in terms of absolute systolic and diastolic 

values. There are several factors that may contribute to these errors, the first being variation in 

the time at which scans and pressure measurements were taken. The DW measurements were 

taken during the TEVAR procedure, before the stent-graft was deployed, which would have been 

on a different day to when the diagnostic CT and 4D-flow MRI scans were taken. It is known that 

dissections can progress rapidly in the acute phase, including stiffening of the intimal flap [47]. 

Any progression of the disease between the diagnostic scan and TEVAR procedure may have 

resulted in varied pressure and flow fields within the aorta. Armour et al. [30] showed the 

significant impact peak systolic inlet flowrate and general flow waveform can have on predicted 

pressures, and therefore change due to disease progression may result in different flow splits and 

therefore cross-lumen pressure differences. 

Another factor that may contribute to the error in systolic and diastolic values is the way in which 

the pressure data is used to tune the 3-EWK parameters. It can be seen from the methodology 

presented by Pirola et al. [20] that to calculate the 3-EWK parameters average flow and average 

pressure at each branch is required. To do this, the average pressure measured from the DW 

pressure curve is calculated and utilised. The pressure at each branch is initialised with the 

corresponding measured diastolic value, however there is no point in the methodology where the 

maximum systolic pressure is taken into account. This may explain why the CFD simulations do 

 
Figure 7: Motion artefact visible due to flap motion on the axial view of the descending aorta on the CT 
scan for P2. Red arrows indicate the intimal flap (darker line in the middle of the aorta). [colour figure] 

 



predict the average pressures in the aorta, but often miss the extreme maximum value in the 

cardiac cycle. 

Moreover, while invasive DW pressure measurements are considered the gold-standard there is 

likely still some degree of error in these readings themselves. Discussions with our collaborators 

who conducted the surgeries in which the pressure readings were taken highlighted potential error 

sources. In dissections the TL and FL can at times be very narrow, and with the highly mobile 

intimal flap early on in the disease it is possible that flap motion may cause the DW tip to come 

into contact with the tissue thus influencing the pressure reading. Furthermore, the geometry of 

dissections means there are often areas of high velocity and complex flow patterns, particularly 

around tears - a clear example of which can be seen in the PET in all patients in Figures 4 and 5. 

This makes it challenging to achieve a steady reading on the DW. In this case the reading may 

be taken multiple times and averaged to minimise the error however to reduce the surgery time 

this is not always possible. 

Finally, the rigid wall assumption in these simulations is a key limitation and likely impacted the 

pressure results. Recent work using an idealised geometry by Chong et al. [48] showed that rigid 

wall simulations can overestimate systolic pressures and underestimate diastolic pressures and 

therefore overestimate pulse pressure. It was seen that in most cases the pulse pressure was 

overestimated by the CFD simulations in this study, and wall and flap motion may rectify this to 

bring the pulse pressures more in line with the DW readings. A patient-specific study by Bäumler 

et al. [49] showed that rigid simulations can overestimate cross-lumen pressure differences. Given 

the rigid simulations in this study generally underestimated cross-lumen pressure differences 

compared to DW readings it is unclear if wall motion would account for this error given the 

conclusion of Bäumler et al. [49] would suggest inclusion of wall motion would further decrease 

this pressure difference. A recent study by Zimmermann et al. [50] combined experimental and 

computational methods in which a patient-specific TBAD model was 3D printed and embedded in 

a physiological flow circuit. Pressure measurements were then taken within the experimental 

aorta and a 4D-MRI scan of the set up was also taken. A fluid-structure interactions (FSI) 

simulation of the patient-specific model was then carried out and the results showed accurate 

prediction of the cross-lumen pressure difference at multiple locations in the dissection. The 



catheter pressure readings and 4D-MRI flow scan are expected to be of better quality than the in 

vivo data of the current study, given the controlled experimental condition, but the well matched 

CFD pressure results indicate the importance of flap and wall motion. For clarity and further 

understanding, fully coupled FSI simulations should be carried out in the future to allow for the 

impact of the rigid wall assumption to be properly evaluated. A major barrier here is the lack of 

material properties of TBAD  due to the scarce availability of dissected aortic tissues for 

mechanical testing. However, recent studies by Amabili et al. [51] of a chronic type A dissection 

and Kan et al. [52] of type B aortic dissections provided valuable biomechanical details on which 

material property models can be built.  

5. Conclusions 

This study presents CFD simulations of five TBAD patients, following a workflow that incorporated 

the maximum amount of anatomical and flow data that can be acquired in vivo: patient-specific 

geometries from CT scans, 3D inlet velocity profiles and outlet flowrates derived from 4D-flow 

MRI, and DW pressure measurements. The patients presented with varying dissection 

geometries and differing aortic branch sizes, resulting in a range of 3-EWK parameters which 

have been presented here. This data can be utilised in future studies where researchers do not 

have patient-specific flow data to tune 3EWK parameters, but want to implement values which 

represent the studied geometry. The CFD results were evaluated and compared with the 

processed 4D-MRI scans, and strong agreement in flow patterns and velocity magnitudes 

throughout the cardiac cycle was seen in all patients. CFD predicted pressures were compared 

against DW measurements, and average pressures were generally well predicted within an 

acceptable margin of error for all patients, however there were errors in the CFD predicted 

instantaneous systolic and diastolic pressures, and cross-lumen pressure differences were 

generally underestimated by the CFD, all of which should be investigated further with FSI studies. 
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