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Abstract

Relays have been used to overcome existing network performance bottlenecks in meeting the growing demand for large bandwidth and high quality of service (QoS) in wireless networks. This thesis proposes several wireless transmission protocols using relays in practical multi-user broadcast and information exchange channels. The main theme is to demonstrate that efficient use of relays provides an additional dimension to improve reliability, throughput, power efficiency and secrecy. First, a spectrally efficient cooperative transmission protocol is proposed for the multiple-input and single-output (MISO) broadcast channel to improve the reliability of wireless transmission. The proposed protocol mitigates co-channel interference and provides another dimension to improve the diversity gain. Analytical and simulation results show that outage probability and the diversity and multiplexing tradeoff of the proposed cooperative protocol outperforms the non-cooperative scheme. Second, a two-way relaying protocol is proposed for the multi-pair, two-way relaying channel to improve the throughput and reliability. The proposed protocol enables both the users and the relay to participate in interference cancellation. Several beamforming schemes are proposed for the multi-antenna relay. Analytical and simulation results reveal that the proposed protocol delivers significant improvements in ergodic capacity, outage probability and the diversity and multiplexing tradeoff if compared to existing schemes. Third, a joint beamforming and power management scheme is proposed for multiple-input and multiple-output (MIMO) two-way relaying channel to improve the sum-rate. Network power allocation and power control optimisation problems are formulated and solved using convex optimisation techniques. Simulation results verify that the proposed scheme delivers better sum-rate or consumes lower power when compared to existing schemes. Fourth, two-way secrecy schemes which combine one-time pad and wiretap coding are proposed for the scalar broadcast channel to improve secrecy rate. The proposed schemes utilise the channel reciprocity and employ relays to forward secret messages. Analytical and simulation results reveal that the proposed schemes are able to achieve positive secrecy rates even when the number of users is large. All of these new wireless transmission protocols help to realise better throughput, reliability, power efficiency and secrecy for wireless broadcast and information exchange channels through the efficient use of relays.
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Chapter 1

Introduction

The ever-increasing demand for mobile services range from basic voice communication to data intensive multimedia applications has stimulated countless research in the field of wireless communications. On-going research in the field is targeting to improve throughput, reliability and spectral efficiency and reduce power consumption. A multitude of techniques and solutions have been proposed to achieve such goals. One of the promising solutions is to use relays to assist wireless communication. Relay assisted communication such as cooperative communication, two-way relaying, etc, has demonstrated the advantages of employing relays in both centralised and decentralised networks.

Cooperative communication has drawn much attention in recent years. Cooperative communication invites distributed users to assist each other in order to improve reliability and throughput of wireless transmission. Due to the broadcast nature of wireless transmission, users can help to relay each other’s messages which they observed through the wireless channel. Relaying, which is the key ingredient in cooperative communication, provide an additional spatial dimension to enhance the robustness and throughput of wireless transmission. The promising benefits of cooperative communication have attracted a variety of studies to investigate its potential applications in multi-user network under practical scenarios and to gain understanding of the fundamental performance limits.

The half duplex constraint where a communication node is not able to transmit and receive simultaneously in the same channel raises concern on the spectral efficiency of relaying. Particularly in a two-way information exchange scenario, conventional one-way relaying requires double the channel resources if compared to direct communication without relay. Inspired by the idea of network coding, two-way relaying has been proposed to enable more spectrally efficient relaying. Two-way relaying is
able to halve the channel resources used in conventional one-way relaying. The throughput improve-
ment introduced by two-way relaying has motivated its application in practical multiple user pairs and
multiple antennas scenarios.

On the other hand, in many wireless applications the information transmission from one point to
another has to remain confidential to third party. However, due to the broadcast nature of wireless
transmission, the information transmission is prone to eavesdropping by a malicious party. This intro-
duces the study of secrecy communication to ensure that information is protected from any potential
eavesdropper. Physical layer security which utilises the fluctuations of the wireless channel to achieve
secrecy has been proposed to complement the application layer cryptography.

This chapter begins with the presentation of the motivations of this thesis in Section 1.1. The aim
and objectives of this thesis are presented in Section 1.2. The contributions and outlines of this thesis
are highlighted in Section 1.3.

1.1 Motivations

The demand for wireless services has grown tremendously in recent years. Existing wireless com-
munication networks are evolving to meet the growing demand for large bandwidths and high quality
of service (QoS). The application of relays have been proposed in various communication scenarios
such as broadcast channels and information exchange channels to provide additional room to over-
come bottlenecks in reliability, throughput, power efficiency or even in security.

By enabling mobile users to relay each others’ messages, cooperative communication has demon-
strated diversity gain improvement [1, 2]. The diversity gain helps to mitigate the adverse effect of
channel fluctuations in fading environment. As a result, the QoS for delay-limited applications such
as video conferencing, remote surveillance, etc, is improved. The promising benefit of cooperative
communication has encouraged its application in real-world scenarios such as the multi-user broad-
cast channel. The broadcast channel is one of the key building blocks of wireless communications.
In the broadcast channel, the source broadcasts information to multiple destinations. Initial work on
the cooperative broadcast channel focuses on single antenna configuration. The dynamic decode-and-
forward (DDF) relaying strategy is proposed in [3] for the broadcast channel. However, multi-antenna
spatial multiplexing, i.e. simultaneous transmission of multiple messages in the same channel, has
not been considered. To bridge the gap, a cooperative broadcast channel supporting spatial multiplexing is studied in Chapter 3 of this thesis. The problem of multi-user co-channel interference is also addressed in the same chapter.

Meanwhile in the information exchange channel, two-way relaying has been proposed to address the spectral efficiency issue due to the half duplex constraint. By exploiting the broadcast nature of wireless transmission to mix multiple data streams, two-way relaying is able to reduce the channel resources used in two-way information exchange [4, 5, 6]. Two-way relaying has been studied in a practical scenario where there are multiple pairs of users that wish to exchange information with their partners. Simultaneous transmission of multiple pairs introduces the problem of co-channel interference, which is addressed by [7] in a wideband system and by [8, 9, 10] in a narrowband system. The linear precoding or transmit beamforming method known as block-diagonalisation [11] is used at the multi-antenna relay in [8, 9, 10] to mitigate the interference caused by multi-pair transmission. Nevertheless, the potential benefit of block-diagonalisation in the scenario where the relay does not have enough degrees-of-freedom to spatially separate and/or decode each independent message is not covered in [8, 9, 10]. Furthermore, the diversity gain offered by block-diagonalisation in the multi-pair scenario has not been quantified. All these issues in the multi-pair, two-way relaying channel are addressed in Chapter 4 of this thesis.

Attracted by the benefits of multiple antennas in enhancing the system capacity and reliability, two-way relaying has been generalised to multi-antenna scenarios. Multi-antenna at the user and relay nodes enables the use of beamforming and power allocation to further optimise the performance. The sum-rate optimisation problem with an individual power constraint is considered in [12, 13, 14, 15]. Nonetheless, joint power allocation at all users and relays, subject to a total network power constraint is still an open problem. Although joint power allocation problem has been studied in one-way relaying channel [16, 17], the solutions are not applicable to the two-way relaying scenario due to the fundamental difference in the transmission protocol. This motivates the study of joint beamforming and power allocation in multiple-input and multiple-output (MIMO) two-way relaying channel in Chapter 5 of this thesis.

In a network with a large number of users, the probability to have one user with very good channel is high due to the multi-user diversity effect [18]. Opportunistic communication where users with

---

1 Beamforming is a linear processing technique used either at the transmitter or receiver to adjust the complex weighting factors of each antenna element.
good channels are scheduled for transmission or reception, has been proposed to harvest the benefit of multi-user diversity. For instance, in single-antenna (or scalar) broadcast channels, the source transmits to the user with the largest channel gain in each time slot. Such opportunistic scheme exploiting multi-user diversity is able to achieve the optimal sum capacity of the scalar broadcast channel [18]. However, from the perspective of secrecy communication, the multi-user diversity effect can be detrimental. [19] investigates the effect of multi-user diversity to the secrecy capacity of the scalar broadcast channel adopting opportunistic transmission and Wyner’s wiretap coding. It is revealed that not only the legitimate user would benefit from the multi-user diversity, but also the eavesdroppers (or idle users). In particular, when the number of users goes to infinity, the channel gain of the best eavesdropper is almost as good as the channel gain of the legitimate user. This renders the average secrecy capacity to zero. The effect of the multi-user diversity to the secrecy of the scalar broadcast channel is further examined in Chapter 6 of this thesis. The use of channel reciprocity, multi-user diversity and relays to improve the secrecy capacity in large network is studied.

1.2 Aim and Objectives

This thesis aims to demonstrate the benefits of employing relays in enhancing reliability, increasing data rate, improving power efficiency and even strengthening secrecy of wireless transmissions in practical multi-user networks such as broadcast channels and two-way information exchange channels. Focusing on this aim, several objectives are laid out.

The first objective is to propose a spectrally efficient cooperative transmission protocol for the multiple-input and single-output (MISO) broadcast channel to improve reliability. Multi-user co-channel interference is addressed. The performance of the proposed protocol is evaluated using information theoretic metrics, such as outage probability and the diversity and multiplexing tradeoff.

The second objective is to propose a spectrally efficient protocol and beamforming design to improve the data rate and reliability of multi-pair, two-way relaying channel with a multi-antenna relay and multiple pairs of single-antenna users. The performance of the protocol is assessed using information theoretic metrics such as ergodic capacity, outage probability and the diversity and multiplexing tradeoff.

The third objective is to propose a joint beamforming and power management scheme to improve
the sum-rate and power efficiency of the MIMO two-way relaying channel. Power allocation and power control problems are addressed. The performance in terms of sum-rate and total transmission power are evaluated using numerical simulation.

The fourth objective is to propose a two-way secrecy protocol for the scalar broadcast channel, under both opportunistic and non-opportunistic transmissions. The secrecy rate of the proposed scheme in a large network is assessed analytically and numerically.

1.3 Contributions and Outlines of the Thesis

The original contributions of this thesis can be summarised as follows,

- A spectrally efficient cooperative transmission protocol using linear precoding for MISO broadcast channel is proposed in Chapter 3. The proposed protocol is able to mitigate the co-channel interference among multiple destinations. Analytical and simulation results for outage probability and the diversity and multiplexing tradeoff are provided to justify the performance of the proposed protocol. Both the analytical and simulation results prove that the protocol can achieve the maximum diversity gain expressed as a sum of the number of source transmitter antennas and the number of available relays. The derived diversity and multiplexing tradeoff and the outage probability simulations show that the proposed protocol outperforms the non-cooperative scheme.

- A spectrally efficient two-way relaying protocol for the multi-pair, two-way relaying channel is proposed in Chapter 4. The protocol integrates the idea of analogue network coding in mixing two data streams originating from the same user pair, together with the spatial multiplexing of the data streams originating from different user pairs. Several beamforming schemes for the multi-antenna relay are proposed. Analytical and simulation results on ergodic capacity, outage probability and the diversity and multiplexing tradeoff are provided. Analytical and simulation results justify that the ergodic capacity, outage probability and the diversity and multiplexing tradeoff of the proposed scheme outperform comparable techniques.

- A joint beamforming and power management scheme for the MIMO two-way relaying channel is proposed in Chapter 5. Two power management issues, i.e. power allocation and power
control, are addressed. The non-convex sum-rate optimisation problem is approximated with a convex objective to enable the problem to be solved effectively using convex optimisation [20]. The power control problem is formulated as a geometric program which can also be solved efficiently using convex optimisation. Simulation results justify that the proposed scheme delivers better sum-rate performance or consumes lower transmission power, if compared to existing methods.

- Two-way secrecy schemes for the scalar broadcast channel are proposed in Chapter 6. Channel reciprocity is utilised and relays are employed to forward secret messages. Multi-user diversity is leveraged to improve the secrecy. Asymptotic results on the secrecy rate under both opportunistic and non-opportunistic transmissions are derived to justify the performance of the proposed schemes. Both analytical and simulation results reveal that positive secrecy rates can be obtained even when the number of users is large.

Overall, this thesis proposes new wireless transmission protocols which combine the use of relays, multi-antenna beamforming, power management and multi-user diversity. The proposed protocols are able to deliver significant advantages in terms of throughput, reliability, power efficiency and secrecy to the wireless broadcast and information exchange channels.

The remaining of this thesis is organised as follows. Chapter 2 gives an overview on the background of the areas of interest in this thesis. Chapter 3 presents the proposed cooperative transmission protocol for the MISO broadcast channel. In Chapter 4, the proposed two-way relaying protocol and beamforming schemes for the multi-pair, two-way relaying channel are elaborated. The proposed joint beamforming and power management scheme for the MIMO two-way relaying channel is studied in Chapter 5. Chapter 6 describes the proposed two-way secrecy schemes for the scalar broadcast channel. Chapter 7 concludes the thesis and suggests several future works related to the topics studied in this thesis.
Chapter 2

Background and Related Literature

This chapter presents some important reviews on the established results in the areas of interest. Section 2.1 covers the background knowledge of the wireless channels. Section 2.2 presents the fundamental of multiple-input and multiple output (MIMO) systems. The concept of relaying in cooperative communication and two-way relaying are discussed in Section 2.3 and 2.4 respectively. Finally, Section 2.5 gives an overview on the secrecy communication.

2.1 The Wireless Channels

Understanding the natural characteristics of the wireless channels is the key to enable better utilisation of the wireless channels. Subsection 2.1.1 describes the multipath fading in the wireless channels and the mechanisms that differentiate various types of fadings. Subsection 2.1.2 reviews the existing channel models while Subsection 2.1.3 describes the mathematical representation of the wireless channels. Subsection 2.1.4 describes how the transceiver obtains the channel state information (CSI) and the CSI models available. The diversity techniques used to improve the reliability of wireless transmission is discussed in Subsection 2.1.5 while the multi-user diversity which exploits the channel fading is covered in Subsection 2.1.6. In the final subsection, the notion of capacity is introduced.
2.1.1 The Multipath Fading

The attenuation and fluctuation of electromagnetic waves is generally known as fading. In wireless communication, the fading consists of large scale and small scale variations. Large scale fading is characterised by path loss and shadowing effect. Path loss is the average signal attenuation as a function of receiver distance from the transmitter while shadowing is the variations about the average signal attenuation due to diffraction. Small scale fading, observed as random and dramatic fluctuations, is attributed to small changes in position of transmitter, receiver or objects in between transmitter and receiver, where signal is refracted, reflected and scattered. As a result, multiple copies of signal undergoing different paths and carrying different amplitude, phase and delay impinge on the receiver. These multipath signals either add constructively or destructively at the receiver, causing severe fluctuations. Thus, small scale fading is also called multipath fading. Multipath fading is characterised by its time dispersive and time varying features [21]. Time dispersive property is defined by the multipath delay spread while the time varying property is due to the motion of the mobile user, known as Doppler shift. According to time dispersive mechanism, the multipath fading can be categorised into i. flat fading and ii. frequency selective fading. On the other hand, time varying mechanism is divided into i. slow fading and ii. fast fading. Table 2.1 summarised the classification of multipath fading [21]. Throughout this thesis, it is assumed that the channel is frequency flat and slowly varying. The flat fading assumption is relevant not only in narrowband communication but also in wideband communication such as the orthogonal frequency division multiplexing (OFDM) system. The slow fading or quasi-static assumption is important to guarantee that channel state information (CSI) obtained from channel estimation remains valid throughout the whole data transmission period. The benefit of slow fading is that the channel estimation overhead is very small relative to the data transmission period. The small channel estimation overhead enables the system to gain the real benefits from the use of CSI in wireless transmission and reception, which will be demonstrated in Chapter 3 to Chapter 6 in this thesis.

2.1.2 Channel Models

Realistic channel model functions not only as wireless system design guideline, it is also an important tool to simulate and evaluate the performance of wireless systems. There are basically three categories
Mechanism | Category | Properties
---|---|---
Time Dispersive | Flat Fading | 1. multipath delay spread < symbol period
| | | 2. channel coherence bandwidth > symbol rate
| Selective Fading | 1. multipath delay spread > symbol period
| | | 2. channel coherence bandwidth < symbol rate
Time Varying | Slow Fading | 1. channel fading rate < symbol rate
| (quasi static fading, block fading) | 2. channel coherence time > symbol period
| Fast Fading | 1. channel fading rate > symbol rate
| | | 2. channel coherence time < symbol period

Table 2.1: Classification of multipath fading

of channel model, i. the statistical model, ii. ray tracing model, and iii. measurement-based model. Statistical model characterises fading as random processes with certain long term distribution. Ray tracing model is a deterministic model utilising the geometric theory and reflection, diffraction and scattering models. It requires the site-specific details of the terrain and the building plan and thus suffers from a high computational load. In measurement-based model, empirical data collection is needed to construct the distribution of the channel. In this thesis, statistical model is preferred because it facilitates mathematical analysis and covers more general fading environments.

There are two major statistical models commonly used to characterise the fading channel in slow fading environment, namely Rayleigh distribution and Ricean distribution. When there is no line-of-sight, the multipath fading can be modelled as Rayleigh fading where each element of the channel has distribution $\mathcal{CN}(0, \sigma^2)$ with the corresponding probability density function (PDF) of $f(u; \sigma) = \frac{u}{\sigma^2} \exp\left(-\frac{u^2}{2\sigma^2}\right)$ for any $u \geq 0$ [18]. Such model is based on the assumption that there are large number of fading paths with random amplitude and uniform phase. In the presence of line-of-sight, Ricean distribution is used to represent both the large scale and small scale fadings. Throughout this thesis, the Rayleigh fading model is adopted in order to show the effectiveness of the proposed transmission protocols in handling the adverse channel fluctuations created by the multipath fading and also to demonstrate techniques to leverage the multipath fading. Without loss of generality, this thesis assume all the channel elements are i.i.d. with distribution $\mathcal{CN}(0, 1)$.

2.1.3 Discrete-Time Baseband Model

In the design of a wireless communication system, the baseband equivalent representation of the input and output of the communication system is used since most signal processing is done at the
baseband, before the transmit signal is up-converted to carrier frequency or after the received signal is
down-converted from carrier frequency. In this thesis, the discrete-time baseband model is used. In a
single-antenna point-to-point communication scenario with slowly varying frequency-flat fading, the
received signal at the receiver at time instance \( t \) can be expressed as

\[
y(t) = hx(t) + n(t),
\]

where \( h \) is the (complex) channel coefficient, \( x(t) \) is the transmitted information signal at time in-
stance \( t \) and \( n(t) \) is the circular symmetric white Gaussian noise with distribution \( \mathcal{CN}(0, \sigma^2) \). Note
that the channel coefficient \( h \) is a constant since the channel remains constant during the transmission
period (which is less than the channel coherence time).

2.1.4 CSI Acquisition and CSI Model

The knowledge of CSI is required at the transceivers to enable to correct decoding of the information
and also to enable functions such as rate control, power control, beamforming, etc. The CSI at the
receiver can be estimated easily from pilot signal or training sequence from the transmitter. The CSI at
the transmitter can be obtained using two methods, namely the open-loop and the close-loop methods
[22].

The open-loop method assumes the channel reciprocity principle. This principle states that the
forward channel is equivalent to the backward channel. Channel reciprocity holds when both forward
and backward channels share the same frequency band (or frequency bands close enough together).
Two conditions need to be met for the reciprocity principle to hold. First, the time delay between
forward and backward channels must be much smaller than the channel coherence time. Second, the
frequency difference between the two channels must be much smaller than the channel coherence
bandwidth. Under channel reciprocity, the transmitter CSI can be measured at the transmitter by
using the pilot signal or training sequence from the receiver. This open-loop method is suitable for
time division duplex (TDD) system but not the frequency division duplex (FDD). Throughout this
thesis, it is assumed that open-loop method is used at the transmitter to acquire CSI.

On the other hand, under the close-loop method, channel estimation is done at the receiver side
and the CSI is fed back to the transmitter. The only condition for this method to work is the feedback
time lag should be much smaller than channel coherence time. This method is suitable for both TDD and FDD systems. However, this method is not practical for system with large number of transmitters because the feedback overhead is linearly proportional to number of transmitters.

CSI model describes the quality of the estimated channel coefficients. Generally, it can be classified into perfect CSI model and imperfect CSI model. The most common CSI model is perfect CSI model. This model assumes the perfect knowledge of the instantaneous CSI at both receiver and transmitter. It simplifies the fading channel into a constant channel at a time instance where an immediate CSI is available. The availability of perfect CSI enables the transceivers to make the best use of the available channel to optimise the data rate and reliability. In this thesis, the perfect CSI model is used throughout Chapter 3 to Chapter 6 to demonstrate the benefits in terms of data rate, reliability, power efficiency and secrecy.

In highly mobile environment (such as fast fading), the instantaneous CSI varies too quickly and it is almost impossible for the transceivers to keep track of the current channel. In such case, imperfect CSI model can be employed. Channel statistics such as channel mean and channel variance can be used to model the CSI [23].

2.1.5 Diversity Techniques to Improve Reliability

Fading which causes fluctuations of radio-frequency signals in time, frequency and space is conventionally viewed as an inherent impairment in wireless channels. Mitigating the adverse effect of this variability in signal quality is essential to enable reliable communication through the wireless channels. Diversity techniques can be used to combat the adverse effect of multipath fading. Diversity techniques introduce redundancy in the wireless transmission by transmitting the same information symbol over multiple independent signal paths [18]. Diversity increases the signal immunity against random fading phenomenon and reduces the probability that a signal path is in deep fade. There are three main categories of diversity techniques, namely time diversity, frequency diversity and spatial diversity.

In time diversity technique, redundancy is introduced through channel coding where different parts of a codeword undergo several channel coherence periods with independent fading. In frequency diversity technique, redundancy is introduced through the frequency selective channel where independent multipath signals impinge on the receivers at different symbol times. The third technique,
spatial diversity introduces redundancy in the spatial domain using multiple transmit and/or receive antennas. The signal emanating from or impinging on different antennas undergo statistically independent fading paths, thus creating spatial diversity. Spatial diversity can also be obtained through the use of relays, which is discussed in Section 2.3. Spatial diversity is a promising solution because it provides another dimension of improvement which does not require additional time and frequency resources. The diversity benefit obtained through the above mentioned techniques is known as the diversity gain, which is characterised by the negative exponent of the SNR term of the error probability. Therefore, the steeper the slope of the error probability curve, the higher the diversity gain is. Physically, the diversity gain corresponds to the number of statistically independent paths that a message passes through before it reaches the receiver.

2.1.6 Multi-User Diversity and Opportunistic Communication

In certain situations, instead of suppressing the effect of multipath fading, one can exploit the fluctuations created by channel fading to improve the performance of wireless transmission. One distinct example can be found in the single-antenna (scalar) wireless broadcast channel with many users. Since each user undergoes independent fading, there is a high probability that one of the users will have a high quality channel. This is so-called the multi-user diversity effect. Multi-user diversity is able to provide a power gain to improve the data rate [18]. For instance, the optimal sum-rate of the scalar broadcast channel can be obtained by opportunistically transmit to the user with the largest channel gain [18]. Generally, any technique that exploit multi-user diversity in a network with many users is known as opportunistic communication. In Chapter 6, it will be shown that multi-user diversity can be leveraged to improve the secrecy capacity of the wireless broadcast channel.

2.1.7 Capacity of Wireless Channels

Capacity is an information theoretic metric to measure the maximum information that can be transferred reliably over a channel [24]. In a single-antenna point-to-point scenario, for any fixed wireless channel realisation $h$ and assuming the use of Gaussian channel coding, the instantaneous capacity or
mutual information can be expressed as follows [18],

\[ I = \log_2 \left( 1 + \frac{P|h|^2}{\sigma^2} \right) \text{ bits/s/Hz}, \]  

(2.2)

where \( P \) is the transmit power in Watts and \( \sigma^2 \) is the noise power in Watts. The term \( \frac{P|h|^2}{\sigma^2} \) denotes the instantaneous signal-to-noise ratio (SNR) while \( \frac{P}{\sigma^2} \) denotes the average SNR. The instantaneous capacity serves as an upper bound to measure the maximum data rate. Gaussian channel coding is only a mathematical construct and it is impractical for real world implementation. In practice, there is a gap between the achievable data rate and the upper bound in (2.2). In order to account for the real world performance, the following modified data rate expression is often used [25],

\[ R = \log_2 \left( 1 + \frac{P|h|^2}{\Gamma \sigma^2} \right) \text{ bits/s/Hz}, \]  

(2.3)

where \( \Gamma \) is the SNR gap corresponds to the target error probability and the specific channel coding scheme. The SNR gap has a typical value of \( \Gamma \geq 1 \) where the special case \( \Gamma = 1 \) corresponds to the upper bound in (2.2) where Gaussian channel coding is used.

In wireless fading channel, ergodic capacity and outage capacity are used to measure the long-term performance of the channel. Ergodic capacity is defined as the average mutual information over all channel states, i.e. \( C_{\text{ergodic}} = E[I] \) where the instantaneous mutual information \( I \) is given in (2.2). Ergodic capacity can be achieved using adaptive rate transmission and/or coding over multiple fading blocks [22]. Although ergodic capacity is commonly used for fast fading channels, it is also useful to measure the long term average data rate of slow fading channels [22].

Another metric commonly used to measure the long term performance of any fixed rate transmission is outage capacity. Outage capacity is the capacity of a fixed rate transmission before an event of outage occurred. An outage event is defined as the event when the instantaneous data rate falls below the target data rate. It is applicable to delay-constrained applications with a fixed target data rate irrespective of channel variation in a slowly varying channel. Define the outage probability as the probability that the instantaneous data rate falls below the target data rate \( R \), i.e. \( P_{\text{out}} = P(I < R) \) where \( I \) is given in (2.2). A transmission rate that can be supported \((1 - P_{\text{out}}) \times 100\%\) of the time is known as the outage capacity, which is used to measure the real throughput.
2.2 MIMO Communication

Channel fading is not necessarily harmful to the performance of wireless communication systems. In Subsection 2.1.6 it has been shown that wireless channel fading can be exploited through opportunistic communication to improve the performance of the networks. In this section, it will be shown that channel fading can be exploited through the use of multiple antennas at the transmitter and the receiver to provide significant capacity improvement as compared to single-antenna system. The multiple antennas transceivers form the MIMO channels. Compared to single antenna, the use of multiple antennas is able to provide additional degrees of freedom in wireless systems and offers promising multiplexing and diversity gains. This section explains some important background and findings regarding the MIMO communication techniques. Subsection 2.2.1 explains the spatial multiplexing capability of a MIMO system using channel decomposition. In Subsection 2.2.2, linear precoding and beamforming are introduced. Subsection 2.2.3 discusses the asymptotic MIMO capacity as a function of number of antennas while Subsection 2.2.4 explains the asymptotic ergodic capacity as a function of SNR. In the final subsection, the tradeoff between the diversity and multiplexing gains of the MIMO channel is presented.

2.2.1 Spatial Multiplexing and Channel Decomposition

The multi-antenna transceivers provide additional spatial degrees of freedom to support the transmission of multiple independent data streams concurrently in the same channel. Such capability is known as spatial multiplexing. Spatial multiplexing is able to provide a linear increase in capacity as a function of number of transmitter and receiver antennas. To facilitate the understanding of the spatial multiplexing capability, the MIMO channel decomposition is applied to reveal the additional degrees of freedom offered by the MIMO channel.

The MIMO channel can be decomposed into non-interfering parallel channels if the instantaneous channel coefficients are known perfectly at the transmitter and receiver [26]. Consider a general discrete-time baseband equivalent MIMO system model,

\[ y = Hx + n, \]  

(2.4)
where $\mathbf{H} \in \mathbb{C}^{M_r \times M_t}$ is channel matrix with $M_r$ receiver antennas and $M_t$ transmitter antennas, $\mathbf{x} \in \mathbb{C}^{M_t \times 1}$ is the input symbol vector, $\mathbf{n} \in \mathbb{C}^{M_r \times 1}$ is the receiver noise vector. Using singular value decomposition (SVD) [27], the channel coefficient can be decomposed into

$$
\mathbf{H} = \mathbf{U} \Lambda \mathbf{V}^H,
$$

(2.5)

where $\mathbf{U} \in \mathbb{C}^{M_r \times M_r}$ and $\mathbf{V} \in \mathbb{C}^{M_t \times M_t}$ are unitary matrices, $\Lambda \in \mathbb{R}^{M_r \times M_t}$ is the rectangular matrix with non-negative singular value $\lambda_i$ (the fading amplitude) on the main diagonal and zeros for the off-diagonal elements. Substituting (2.5) into (2.4) yields,

$$
\mathbf{y} = \mathbf{U} \Lambda \mathbf{V}^H \mathbf{x} + \mathbf{n}.
$$

(2.6)

Define $\tilde{\mathbf{x}} = \mathbf{V}^H \mathbf{x}$, $\tilde{\mathbf{y}} = \mathbf{U}^H \mathbf{y}$, and $\tilde{\mathbf{n}} = \mathbf{U}^H \mathbf{n}$, the equation above can be expressed as follows

$$
\tilde{\mathbf{y}} = \Lambda \tilde{\mathbf{x}} + \tilde{\mathbf{n}}.
$$

(2.7)

The matrix $\mathbf{V}$ is known as the linear precoding matrix or the transmit beamforming matrix while $\mathbf{U}$ is known as the the linear post-precessing matrix or the receive beamforming matrix. The function of the beamforming matrices is to adjust the weighting factors of the antenna elements to meet certain predefined design criterion. In this case, the beamforming matrices are designed to match the direction of the the channel. Effectively, the MIMO channel is decomposed into parallel non-interfering subchannels where each of the subchannels is able to carry one independent data stream. The parallel subchannels are also known as eigen-modes and can be expressed in scalar form

$$
\tilde{y}_i = \lambda_i \tilde{x}_i + \tilde{n}_i, \quad i = 1, \ldots, M_{\text{rank}}.
$$

(2.8)

The variable $M_{\text{rank}}$ denotes the total number of positive $\lambda_i$, which is the rank of the matrix $\mathbf{H}$. The variable $M_{\text{rank}}$ determines the maximum number of independent data streams that can be spatially multiplexed in the MIMO channel. From (2.8), the instantaneous capacity of the MIMO channel can
be expressed as a summation of the capacity of $M_{\text{rank}}$ parallel channels [18],

$$ I_{\text{MIMO}} = \sum_{i=1}^{M_{\text{rank}}} \log_2 \left( 1 + \frac{P_i \lambda_i^2}{\sigma^2} \right) \text{ bits/s/Hz}, $$

(2.9)

where the optimal power allocation factor $P_i$ can be obtained using water-filling power allocation subjected to $\sum_{i=1}^{M_{\text{rank}}} P_i = P$. The solution of the water-filling can be expressed as [18]

$$ P_i = \left( \mu - \frac{\sigma^2}{\lambda_i^2} \right)^+, $$

(2.10)

where the water-filling level is

$$ \mu = \frac{1}{M_{\text{rank}}} \left( P + \sum_{i=1}^{M_{\text{rank}}} \frac{\sigma^2}{\lambda_i^2} \right), $$

(2.11)

### 2.2.2 Linear Precoding and Beamforming

Precoding is generally used to describe the preprocessing of (channel coded) information bearing vector before it is transmitted using multiple antennas through the wireless channel [22]. Depending on the linearity of the preprocessing operation, precoding can be categorised into linear precoding and non-linear precoding. Due to its lower complexity, linear precoding is desirable for practical implementation. The function of a linear precoder is the same as the transmit beamforming, where the weighting factors of the transmit antennas are adjusted according to a predefined criterion, i.e. mutual information, error probability, etc. Therefore, linear precoding and transmit beamforming are used interchangeably in this thesis. At the receiver side, linear postprocessing or receive beamforming can be performed to adjust the weighting factors of the receive antennas according to a predefined criterion. Beamforming is a more general term used to describe the linear processing at the transmitter and receiver while linear precoding is only limited to the preprocessing at the transmitter.

In order to facilitate the understanding of the role of beamforming, let us consider a point-to-point MIMO channel. Define a transmit beamforming matrix (or linear precoding matrix) $F$ and a receive beamforming matrix $G$. At the source, a linear precoded information vector, i.e. $Fx$ is transmitted through a MIMO channel $H$. The received signal at the destination can be expressed as

$$ y = HFx + n, $$

(2.12)
where \( n \) is the noise vector observed by the destination. The destination then applies the receive beamforming to the received signal, i.e. \( G_y \). When perfect CSI is available at both the source and destination, the rate optimal beamforming matrices are \( F = V \Sigma \) and \( G = U^H \), where \( U \) and \( V \) are obtained from SVD of \( H \) as shown in (2.5) and the diagonal matrix \( \Sigma \) is the power allocation matrix with its diagonal elements computed from (2.10) and (2.11).

### 2.2.3 Number of Antennas and Capacity

In this subsection, the effect of increasing the number of antennas at the transmitter and/or receiver to the ergodic capacity is discussed.

Consider a single-input and multiple-output (SIMO) channel with a single transmit antenna \( M_t = 1 \) and multiple receive antennas \( M_r \geq 2 \). When the CSI is known at the receiver, the optimal receive beamforming can be implemented in the SIMO channel [18]. The optimal receive beamforming is the maximal ratio combining with weighting vector \( w = \frac{h^H}{\|h\|} \) where \( h \in \mathbb{C}^{M_r \times 1} \) is the channel from single-antenna transmitter to the multi-antenna receiver. Figure 2.1 shows the ergodic capacity versus number of receive antennas \( M_r \) in the SIMO channel using optimal receive beamforming when \( 5 \leq \text{SNR} \leq 30 \). From the figure, it can be observed that the increase of the number of receive antennas yields a logarithmic growth in the capacity. This means that multiple antennas at the receiver is able to deliver a power gain. Similar power gain can also be obtained in the multiple-input and single-output (MISO) channel with \( M_t \geq 2 \) and \( M_r = 1 \) provided that the transmitter has the CSI to enable maximal ratio transmit beamforming [18].

For the MIMO case when the number of transmit antennas and the receive antennas are increased simultaneously, there is a linear increase in capacity as shown in [28] and [26]. Figure 2.2 shows the ergodic capacity versus the number of antennas \( (M_r = M_t) \) for \( 5 \leq \text{SNR} \leq 30 \) when perfect CSI is available at the transmitter and receiver. It can be observed that the capacity grows linearly with the simultaneous increase of the number of antennas at the transmitter and receiver. In this case, the use of multiple antennas not only delivers a power gain but also increases the multiplexing gain [18]. The multiplexing gain determines the number of independent data streams that can be transmitted simultaneously in the same channel. The exact definition of multiplexing gain is given in Section 2.2.5.
2.2.4 SNR and Capacity

What is the effect on the capacity when the SNR is increased? To obtain the high SNR asymptotic behaviour of the ergodic capacity, the number of antennas, $M_r$ and $M_t$ are fixed while the SNR is raised towards infinity. Define the mean SNR as $\gamma_0 = \frac{P}{\sigma^2}$. For a single user MIMO channel, the ergodic capacity when $\gamma_0 \to \infty$ can be approximated as [22]

$$E[I_{MIMO}] \approx \min(M_t, M_r) \log_2 \gamma_0 + O(1).$$  \hspace{1cm} (2.13)

The pre-log factor in the above equation is known as the multiplexing gain of the MIMO channel. The actual meaning of the multiplexing gain is that each increment of 3dB of SNR increases the ergodic capacity as much as $\min(M_t, M_r)$ bits per channel use.

The multiplexing gain demonstrates the significant capacity improvement of using multi-antenna transceivers over the conventional single antenna setting. Figure 2.3 displays the ergodic capacity as a function of SNR for different number of antennas when perfect CSI is available at the transmitter and
receiver. When \( M_r \times M_t \) is set to \( 2 \times 2 \), the capacity has a significant gain if compared to the single antenna \( 1 \times 1 \) case. As the number of transmit and receive antennas are simultaneously increased, a higher capacity can be achieved. The slope of the capacity curve increases with the multiplexing gain, i.e. \( \min(M_t, M_r) \). The \( 4 \times 2 \) and \( 2 \times 2 \) settings have a similar capacity slope because their multiplexing gains are exactly the same. The only difference is that the \( 4 \times 2 \) configuration has a higher power gain if compared to the \( 2 \times 2 \) configuration.

### 2.2.5 Diversity and Multiplexing Tradeoff

The use of multiple antennas offers two important improvements, namely the diversity gain as discussed in Subsection 2.1.5 which improves the reliability and the multiplexing gain as presented in Subsection 2.2.4 which improves the data rate. Formally, the diversity gain \( d \) and the multiplexing gain \( r \) of a MIMO system can be defined asymptotically as follows [29]

\[
d \triangleq \lim_{\gamma_0 \to \infty} -\frac{\log_2 P_e(\gamma_0)}{\log_2 \gamma_0} \quad \text{and} \quad r \triangleq \lim_{\gamma_0 \to \infty} \frac{R(\gamma_0)}{\log_2 \gamma_0},
\]

(2.14)
where $P_e$ is maximum likelihood (ML) probability of detection error, $R$ is the target data rate in bits/s/Hz, and $\gamma_0$ is the average SNR. Since both diversity techniques and spatial multiplexing techniques exploit the additional spatial dimension offered by the multiple antennas, there is a fundamental tradeoff between the diversity gain and multiplexing gain. The optimal diversity and multiplexing tradeoff of the MIMO channel is a piecewise linear function \[ d^* (r) = (M_t - r) (M_r - r), \] (2.15)

where $r = 0, 1, \ldots, \min(M_t, M_r)$. An example of the optimal diversity and multiplexing tradeoff when $M_t = 3$ and $M_r = 4$ is shown in Figure 2.4. The maximum diversity gain, $d(r = 0)$ characterises the rate of decay of the error probability with SNR, when the data rate $R$ is fixed. This point represents an extreme way of using the increase in the SNR to improve the reliability, for a fixed data rate. From Figure 2.4, it can be observed that the maximum diversity gain of the specific MIMO channel is $d(r = 0) = M_t M_r = 12$. On the other extreme, the maximum multiplexing gain, $d(r) = 0$, determines the rate of increase of the data rate with SNR, when the error probability $P_e$
is fixed. This is another extreme way of using the increase in the SNR to increase the data rate, for a fixed reliability. From Figure 2.4, it can be observed that the maximum multiplexing gain of the specific MIMO channel is \( r = \min(M_t, M_r) = 3 \) when \( d(r) = 0 \). Positive multiplexing gain \( (r > 0) \) and positive diversity gain \( (d > 0) \) can be obtained simultaneously, subject to the diversity and multiplexing tradeoff in (2.15). In slow fading channel, this corresponds to a system supporting a variable data rate \( R(\gamma_0) \) as a function of SNR to obtain a fixed portion \( r \) of the maximum multiplexing gain of the optimal ergodic capacity. At the same time, the system will maintain a variable error probability \( P_e(\gamma_0) \) as a function of SNR to obtain a fixed portion \( d \) of the maximum diversity gain of the fixed rate communication. Overall, the diversity and multiplexing tradeoff serves as an important tool to evaluate the tradeoff between rate and reliability of any centralised or distributed multi-antenna system. In Chapter 3 and Chapter 4 of this thesis, the diversity and multiplexing tradeoff is used to evaluate the performance of the proposed protocols.
2.3 Cooperative Communication

The idea of cooperative communication dates back to the study on the capacity of the relay channel in [30] and [31] in the 70s. The research on cooperative communication in the context of contemporary communication system is pioneered by [1] in the cellular network and [2] in the ad hoc network.

Cooperative communication can be described easily in a generic relay channel consisting three nodes acting as source, relay and destination respectively, as shown in Figure 2.5. This can be seen as adding a relaying link to the direct link from source to destination. Picturing the single-antenna source and the single-antenna relay as two nodes that cooperate and share their antennas, a virtual antenna array of two antennas is formed. This virtual antenna array resembles the functions of a physical antenna array with co-located antennas, which provides additional degrees of freedom to improve throughput and reliability [32].

In practice, a cooperative transmission protocol operates in two orthogonal phases due to the half duplex constraint. Under half duplex constraint, an antenna cannot transmit and receive simultaneously in the same time and frequency channel. The half duplex constraint occurs because the transmit power is much larger than the received signal power, which will saturate the receiver amplifier if both transmission and reception occurs simultaneously. Figure 2.5 summarises the cooperative transmission protocol in two time slots. In the first time slot, the source transmits information to
the destination. Following the broadcast nature of wireless transmission, the relay is able to receive the information broadcast by the source. In the second time slot, the relay forwards the processed observation from the previous time slot to the destination. The destination combines both copies of received signal from the source and the relay to decode the desired information. Since the propagation paths of the two transmitting nodes (source and relay) have statistically independent fading, cooperative communication creates spatial diversity gain. This diversity gain averages out the adverse effect of multipath fading and increases the reliability of wireless transmission. The spatial diversity gain obtained through cooperative transmission is termed as user cooperation diversity in [1] or cooperative diversity in [2]. It is worth to mention that all nodes can become the relays for each other. Therefore, cooperative communication is a flexible and mutually benefiting technique to improve the performance of a wireless network.

The relaying strategies of cooperative communication depend very much on how the relay processes the information received from the source. The most common relaying strategies are decode-and-forward (DF) relaying and amplify-and-forward (AF) relaying. In DF relaying, the relay decodes the received signal from the source, re-encodes the source information and forwards it to the destination. In AF relaying, the relay does not attempt to decode the received signal from the source, but just forwards the power normalised observation to the destination. Both DF and AF are commonly used in the literature due to their straightforward and easy-to-understand operations, as well as their simplicity in mathematical modelling. When compared to DF relaying, AF relaying has lower computational complexity since the relay does not need to decode the source message. However, AF requires the destination to know the channel state information (CSI) of the source-to-relay channel to enable decoding at the destination, while DF does not. DF relaying is able to prevent noise-propagation by decoding the source message perfectly, while AF suffers from noise-propagation at low signal-to-noise ratios (SNR) due to the fact that the AF relay forwards noisy observation to the destination. Other existing relaying strategies are compress-and-forward (CF) and coded-cooperation. In CF relaying, the relay forwards the quantised source message to the destination. On the other hand, coded cooperation introduces redundancy in the channel coding level. Each channel codeword is partitioned into two segments where the first segment is transmitted by the source and the second segment is transmitted by the relay. A more comprehensive review on the cooperative communication can be found in [33]. One interesting finding in [33] is that all users benefit from cooperating among each
other regardless of their local channel quality. This mutual gain enjoyed by all users motivates the application of cooperative transmission in wireless network.

Nonetheless, due to the half duplex constraint, additional channel resources are needed for relaying. Recall the existing cooperative protocol described previously. Two orthogonal channel uses, e.g. two time slots as shown in Figure 2.5, are needed for cooperative transmission: one for the source transmission and the other for the relay transmission. Due to the fact that the source is only allowed to transmit new information half of the time, the spectral efficiency of such a cooperative protocol is inferior. To address the spectral efficiency issue, [3] proposes non-orthogonal relaying techniques, known as non-orthogonal amplify-and-forward (NAF) and dynamic decode-and-forward (DDF). The important feature of non-orthogonal relaying is to allow both the source and the relay to transmit simultaneously in the same channel, without violating the half duplex constraint. Both NAF and DDF allow the source to transmit message to destination all the time, utilising all the available channel resources. NAF relaying can be described in two time slots. In the first time slot, the source transmits a message while the relay listens. In the second time slot, the source transmits a new message while the relay repeats the noisy source message observed in the previous time slot. The difference between AF and NAF lies in the second time slot: NAF allows the source to continue transmitting new message while AF does not. DDF also features similar non-orthogonal relaying. However, unlike NAF, the relay in DDF does not have a fixed transmission time slot. The relay transmission happens whenever the relay gains enough information of the source message. During the relay transmission, the relay forwards the re-encoded source message to the destination. Reference [3] also demonstrates that the application of NAF and DDF in uplink and downlink respectively, yields significant performance improvement in the high spectral efficiency region.

### 2.4 Two-Way Relaying

In practical scenarios, information flows not only in one direction, but in both. For instance, in a cellular network there are downlink (channel from base station to mobile user) and uplink (channel from mobile user to base station) to enable information to flow in both directions. Similar examples can be found in ad-hoc networks, where nodes are exchanging information in both directions. This important communication scenario is known as the information exchange channel.
In certain situations, the direct link between the source and destination might not be available. This happens in situations such as when source-to-destination channel is in a deep fade or undergoing severe shadowing, where the link quality is too weak to support any communication. In cellular systems, this also commonly occurs when the mobile user is located at cell edge, where the coverage of the base station is weak. In such situations, the information exchange between a pair of users depends on the relay. Using a conventional one-way relaying technique designed for uni-directional communication, the information exchange can only be completed in four channel uses due to half duplex constraint. Figure 2.6 shows the conventional one-way relaying scheme used for the information exchange. The information flows from user 1 to the relay, then from the relay to user 2 and vice versa, where a total of four time slots are used. This doubles the number of time slots used in direct communication without a relay (when direct link between source and destination exists). In such a information exchange scenario without a direct link from source to destination, one-way relaying is spectrally inefficient.

Similar two-way information exchange scenarios have been studied in wired networks, where a powerful technique known as network coding [34] is proposed. Network coding allows intermediate nodes (relays) to mix the information packets from multiple links in order to enhance the network throughput. Inspired by the idea of network coding, two-way relaying has been proposed in wireless networks. Two-way relaying makes use of the broadcast nature of wireless transmission to enable information mixing. Based on the idea of network coding, two-way relaying in wireless network is able to enhance the network throughput by reducing the channel resources used in the information exchange between a pair of users. Two-way relaying schemes such as strategies summarised in [4] based on DF relaying, analogue network coding [5] based on AF relaying, physical network coding
based on estimate-and-forward (EF) relaying, etc are able to complete the two way information passing in only two phases. Figure 2.7 explains the two-way relaying protocol in two time slots. In the first time slot, two users transmit simultaneously in the same channel to the relay. In the second time slot, the relay forwards the processed mixture to the users and each user uses the knowledge of his previously transmitted message, known as self-interference, to decode the new message from his partner. Since the total channel use is halved, the number of independent data streams that can be transmitted or received simultaneously per channel use in the network is doubled as compared to one-way relaying which requires four orthogonal channel uses. This promising throughput improvement offered by two-way relaying motivates its application in wireless networks.

2.5 Secrecy Communication

In the previous subsections, the broadcast nature of wireless transmission is utilised through cooperative communication and two-way relaying to deliver positive improvements such as better reliability and higher throughput. Nonetheless, the broadcast nature of wireless transmission also poses a security threat to wireless transmission. Due to the fact that the transmission over the air can be listened by other nodes, the secrecy of the information transmitted from the sender to the legitimate receiver could be compromised. Malicious nodes or adversaries with a good channel connection to the sender might be able to eavesdrop the transmission broadcast by the sender and gain access to confidential information. In commercial applications such as online shopping, internet banking, etc, the secrecy of the information transfer is top priority. In consumer applications such as video-calling, messaging, etc, the privacy of end users is of concern. These motivate the study of secrecy communication.
Traditionally, the secrecy of the wireless transmission is achieved using computation-theoretic security. Computation-theoretic security relies on the inability of the eavesdropper to solve high-complexity cryptographic problems. Computation-theoretic security assumes the physical transmission medium is error free and the eavesdropper has limited computational capability. However, perfect secrecy where the eavesdropper gains no knowledge of the secret message, cannot be guaranteed. This is due to the fact that the physical channel is imperfect and the computational capability of the eavesdropper might be underestimated.

In order to achieve perfect secrecy, Shannon [35] introduces the concept of information-theoretic security, which does not impose any limitation on the computational capability of the eavesdropper. Under the information-theoretic security, the randomness of the physical channel is exploited to prevent the eavesdropper from decoding the secret message. For this reason, information-theoretic security is also known as physical layer security. Shannon shows that perfect secrecy can be achieved by means of a one-time pad, where the secret message is combined with a random key before transmission (using an exclusive-or operation, X-OR). However, the shortcoming of a one-time pad is that it requires a new key for each new message and the key has to have the same length as the secret message. These result in large overhead in key sharing which demotivates its practical use.

Since then, the information-theoretic security has been widely studied. Wyner [36] introduces the wire-tap channel, a simple network consists of one sender, one legitimate receiver and one eavesdropper (or wiretapper). Wyner concentrates on the degraded wiretap channel where the eavesdropper channel is a noisier version of the legitimate channel. Wyner shows that a non-zero secrecy capacity can be achieved using his proposed wiretap coding scheme without the need of prior key-sharing. The wiretap coding maximises the information gained by legitimate user and minimises the information obtained by the eavesdropper. Reference [37] extends Wyner’s scheme to non-degraded channels while [38] generalises it to the Gaussian channels. Wyner’s wiretap coding scheme serves as an important framework for the later development of secrecy communications in wireless fading channels. Reference [39] and [40] investigate the secrecy communications in the fading channels. It is shown that by opportunistically exploiting the fluctuation of the channels, a positive secrecy capacity can be achieved using Wyner’s wiretap scheme. This holds even though on the average eavesdropper channel is better than the legitimate channel [40].
Chapter 3

Cooperative Transmission Protocol with Linear Precoding for the MISO Broadcast Channel

The wireless broadcast channel is one of the most important scenarios in wireless communications. In the wireless broadcast channel, the co-channel interference among multiple users limits the achievable data rate. Practical linear precoding methods such as zero-forcing beamforming (ZFBF) have been proposed to null out co-channel interference and improve data rate. However, the achievable diversity gain of the ZFBF is limited by the number of source transmitter antennas. Cooperative transmission is able to provide another dimension of diversity gain improvement. In this chapter, a spectrally efficient cooperative transmission protocol is proposed for the multiple-input and single-output (MISO) broadcast channel. The protocol employs linear precoding, namely the ZFBF with user scheduling at the source and the ZFBF at the relays to mitigate co-channel interference. The performance of the proposed protocol is evaluated using information theoretic metrics, such as outage probability and the diversity and multiplexing tradeoff. The proposed protocol achieves the maximum diversity gain expressed as a sum of the number of source transmitter antennas and the number of available relays. The diversity and multiplexing tradeoff of the proposed protocol outperforms the comparable non-cooperative scheme, even when only a single relay is used. The use of multiple relays further improves the tradeoff between data rate and reliability. For a large number of relay
candidates, the diversity and multiplexing tradeoff of the proposed protocol completely surpasses the existing non-cooperative ZFBF scheme. Both the analytical and simulation results justify that the proposed protocol achieves better system robustness and better rate and reliability tradeoff.

3.1 Chapter Introduction

The wireless broadcast channel is one of the most important scenarios in wireless communications. In the broadcast channel, the source broadcasts information to multiple destinations. A typical example is the downlink of cellular network, where the base station broadcasts information to multiple mobile users [41]. This chapter focuses on the broadcast scenario where the base station transmits independent messages to each of the mobile users.

Multiple antenna transceivers are commonly employed in wireless networks to provide diversity and multiplexing gains [22]. In the wireless broadcast channel, the MISO configuration is particularly of interest. The single antenna constraint is due to the size and battery life limitation of the mobile terminals. Leveraging the degrees of freedom of the MISO channels, the optimal sum-rate and the optimal capacity region can be achieved using non-linear precoding technique known as dirty paper coding (DPC) [42]. With non-causal knowledge of the co-channel interference, DPC uses coding technique to precode each user’s message so that the multi-user co-channel interference can be eliminated. However, high computation cost and complexity make it less attractive if compared to suboptimal techniques such as linear precoding. One of the well-known linear precoding methods is the zero-forcing beamforming (ZFBF). The ZFBF is a suboptimal precoding technique that cancels the co-channel interference among multiple users by diagonalising the channels from the source to multiple destinations [43]. It has been shown that ZFBF can achieve the optimal sum-rate when the signal-to-noise ratio (SNR) is asymptotically large [44], or when the number of users approaches infinity [45]. When a large number of users are available, the optimal sum-rate can be achieved by utilising the multiuser diversity [18] in scheduling, where the transmission is scheduled to a subset of users with preferable channel conditions. The ZFBF with semi-orthogonal user selection proposed in [46] can achieve the optimal sum-rate and perform reasonably well for system with a practical number of users, i.e less than 100 users. The semi-orthogonal user selection algorithm schedules the transmission to a subset of users whose channels are almost orthogonal to each other. The advantages in
terms of practicality and spectral efficiency (achieves the optimal sum-rate asymptotically) motivates the application of ZFBF in broadcast transmission.

The achievable diversity gain of the MISO broadcast channels using DPC or linear precoding is constrained by the number of transmitter antennas at the source node. Cooperative transmission is able to provide another dimension of diversity gain improvement, by employing distributed nodes acting as relays to form virtual antennas which forward the information broadcast by the source to the destinations [2]. In MISO broadcast channels supporting space division multiple access (SDMA), relays equipped with multi-antenna can be utilised to provide another dimension of diversity gain improvement. A multi-antenna relay can be an infrastructure relay with centralised antennas which has very good channel connection with the source [47]. The high quality link between source and relay is achieved by careful placement of the infrastructure relay. Furthermore, a multi-antenna relay can also be formed by clustering several single-antenna users who are in the idle mode and have superior channel connections with the source [48]. On the other hand, in certain military and civilian applications where the base station is mounted on tanks, trucks, buses, trains, etc [49], the number of antennas at the base station is limited due to size consideration. In these applications, cooperative transmission employing relays is an attractive solution to provide diversity gain improvement without increasing the size of the base station.

Initial work on cooperative broadcast channels focuses on single antenna configuration. A dynamic decode-and-forward (DDF) strategy is proposed in [3]. It is implemented in the broadcast channels with \( N \) destinations which act as relays for each other. Full diversity of order \( N \) is achievable by the DDF broadcast scheme. However, there is no spatial multiplexing involved. In each time slot, only one new message is transmitted. To bridge the gap, the cooperative broadcast channels supporting spatial multiplexing in the MISO broadcast channels is studied in this chapter. Introducing relays into the network might not be beneficial when the base station and the relays share common cellular bandwidth, as evident in the multi-hop relaying schemes which require orthogonal channel for each relay transmission hop [50]. However, by allowing the relay and the base station to access the channel simultaneously, i.e. non-orthogonal relaying, common bandwidth overhead due to relaying can be avoided. Simultaneous transmissions to multiple destinations introduce co-channel interference problem, which is addressed in this chapter.

In this chapter, a cooperative broadcast channel (CBC) transmission protocol using linear pre-
coding is proposed for the MISO broadcast channel consist of a source, multiple destinations and one or more relays. A relay can be either an infrastructure relay with centralised antennas or a distributed relay formed by clustering several single-antenna nodes. By using the existing ZFBF with semi-orthogonal user selection at the source [46] coupled with the ZFBF at the multi-antenna relays, co-channel interference among multiple destinations can be nullified. All qualified relays are scheduled in a round robin fashion to forward the source messages to the target destinations. At each time slot, new messages will be transmitted along with the relayed messages from the previous time slot. This non-orthogonal transmission strategy allows the source and the relays to access the shared bandwidth simultaneously, and the outcome is a spectrally efficient cooperative transmission. At each of the destinations, simple successive decoding is used to decode the mixture of the new message and the relayed message.

The diversity and multiplexing tradeoff is a tool commonly used to assess the spectral efficiency of the multiple-input and multiple-output (MIMO) system [29]. Since the MISO cooperative broadcast channels can be viewed as a special case of MIMO, the performance of the proposed CBC protocol is evaluated using the diversity and multiplexing tradeoff. The achievable diversity and multiplexing tradeoff of the proposed protocol outperforms the comparable non-cooperative ZFBF scheme [46], even when only single relay is used. Increasing the number of relays further improves the tradeoff between data rate and reliability of the proposed protocol. When a large number of relays is available, the achievable diversity and multiplexing tradeoff of the proposed CBC scheme completely surpasses the comparable non-cooperative scheme. The maximum diversity gain expressed as a sum of the number of source transmitter antennas and the number of available relays is achievable by the proposed scheme. As a comparison, the maximum diversity gain achievable by the non-cooperative ZFBF scheme is limited by the number of source transmitter antennas. Monte-Carlo simulations show that the outage probability of the proposed scheme outperforms the non-cooperative ZFBF scheme. Simulations also justify that the protocol offers better rate and reliability tradeoff.

This chapter is organised as follows. In Section 3.2, the proposed CBC protocol is presented. The analytical development of outage probability and the diversity and multiplexing tradeoff of the CBC protocol are shown in Section 3.3. In Section 3.4, the numerical results on the outage probability are provided to evaluate the performance of the proposed protocol. Section 3.5 concludes this chapter.
3.2 Description of the Proposed Protocol

Consider a broadcast scenario with one source, $M$ active destinations\(^1\) and $L$ relays. The source and the relays are equipped with $M_t$ and $M_r$ antennas respectively, while the destination nodes are equipped with single antenna. A multi-antenna relay can be an infrastructure relay with centralised antennas, which is commonly proposed for a cellular network [47]. Otherwise, a multi-antenna relay can be formed by clustering several single-antenna users who are in the idle mode\(^2\). The relays use the decode-and-forward (DF) relaying strategy. Since full spatial multiplexing supporting $M$ active destinations simultaneously is of interest, the number of antennas at the source and relays are set as $M_t = M$ and $M_r = M$ respectively. An example of the cooperative broadcast scenario with $M = 2$ and $L = 1$ is shown in Figure 3.1.

The network is assumed to be symmetrical, where each channel is independent and identically distributed (i.i.d.) with the same channel statistics and all destinations have the same target data rate, i.e. symmetrical rate. The channels are modelled as frequency non-selective, quasi-static Rayleigh fading, where all channels remain constant in the duration of a CBC transmission frame. The noise observed at each receiver is circularly symmetric complex Gaussian distributed, i.e. $n ∼ \mathcal{CN}(0, \sigma^2_n)$. The baseband equivalent, discrete-time channel model is used to model the continuous-time channel. The practical half duplex constraint is imposed on all nodes, i.e. nodes cannot transmit and receive simultaneously. Time division duplex (TDD) is used to satisfy this constraint.

The proposed CBC protocol can be described in a CBC transmission frame. Each CBC transmission frame consists of two phases, namely the initialisation phase and the cooperative transmission phase. Under quasi-static fading, the channel coherence time (where the channel remains constant) is much longer than the delay requirement. As a result, the cooperative transmission phase can be repeated multiple times without going through the initialisation phase. The quasi-static fading assumption is important to guarantee that the channel state information (CSI) obtained through the initialisation phase remains valid in the cooperative transmission phase. In general, a CBC transmission frame consists of one initialisation phase and multiple cooperative transmission phases.

---

\(^1\)Active destinations are the users served by the source at a particular time. In a cellular network using SDMA, the total number of users is usually much larger than the number of antennas at the base station. Scheduling is usually performed to enable time sharing between groups of users, where the number of users in each active group is at most the number of antennas at the source (assuming full spatial multiplexing).

\(^2\)The bandwidth cost of clustering (i.e. information exchange overhead between members in a cluster) to the cellular system can be avoided by using the secondary radio resource available at the mobile users, such as Wi-Fi, Bluetooth, etc.
duration of an initialisation phase is much more smaller than the total duration of multiple cooperative transmission phases. Figure 3.2 shows the flow chart of a CBC transmission frame when $K$ qualified relays are used to assist the transmission. The details of the protocol are described in the following subsections.

3.2.1 Initialisation

All nodes assume perfect knowledge of the local channel state information (CSI) to enable linear precoding at the source and relays, and coherent detection at the relays and destinations. More precisely, the source has the CSI of the all source-destination channels while the relays have the CSI of the source-relay, inter-relay, and relay-destination channels. The destinations have the CSI of their respective source-destination and relay-destination channels. Using the channel reciprocity principle, the CSI can be acquired using the open-loop method [22]. Using this method, the source and each of the destinations will take turns to broadcast the training symbols. All nodes use such training information to estimate their local channels. With the knowledge of its local channels, every relay knows whether it can decode the source messages successfully. The criterion for successful decoding will be discussed in the next subsection. Say there are $K$ qualified relays. The qualified relays take turns to broadcast the training symbols so that each destination can estimate the relay-destination link.

3.2.2 Cooperative Transmission

Before going into the details of the protocol description, the ZFBF with semi-orthogonal user scheduling proposed in [46] is reviewed. The ZFBF with user scheduling is used for the direct transmission between the source and the destinations in the proposed protocol. Using the ZFBF with scheduling, in each transmission time slot, the source schedules $M$ active destinations which have good channel gains and channel directions matching the beam directions of the ZFBF. When the total number of users in the network (comprising all active and idle users) is asymptotically large, $M$ perfectly orthogonal channels can be scheduled using the user scheduling algorithm proposed in [46]. In this case, the channel inversion operation in the ZFBF reduces to a rotation operation, where the beam directions match the user channel directions exactly. As a result, the power loss due to channel inversion in ZFBF (where the beamforming weights do not match the channels) can be avoided. In addition, the optimal sum-rate can be achieved asymptotically, by having a large number of users.
Figure 3.1: Cooperative broadcast scenario with 2-antenna source, 2-antenna relay and 2 single-antenna users.

Figure 3.2: Flow chart of a CBC transmission frame of the proposed protocol.
The ZFBF with semi-orthogonal user scheduling [46] is the baseline non-cooperative scheme considered in this chapter. The same scheme is used for the direct transmission between the source and destinations, in order to isolate the benefits of using cooperative relays. For convenience of analysis, it is assumed that an asymptotically large number of users is available to achieve perfectly orthogonal source-destination channels. Note that the ZFBF with semi-orthogonal user scheduling also works for a finite number of users, and delivers a good sum-rate performance under reasonable number of users, i.e. less than 100. Refer to [46] for details. Applying the ZFBF with scheduling, $M$ channel interference-free parallel transmission can be achieved in each transmission time slot. The parallel channels allow us to concentrate on the signal description at only one single destination. In the following, the details of the proposed protocol are described, in time slotted fashion.

### 3.2.2.1 First Time Slot

In the first time slot, the source transmits $M$ messages simultaneously, such that $\mathbf{x}(1) \in \mathbb{C}^{M \times 1} = \mathbf{W}_s(1)$, where the column vector $\mathbf{s}(1) \in \mathbb{C}^{M \times 1} = \begin{bmatrix} s_1(1) & \cdots & s_M(1) \end{bmatrix}^T$ and the scalar $s_m(t)$ is the message transmitted at time slot $t$ to $m$th destination. The channel from the multi-antenna source to the single-antenna destination $m$ is denoted by row vector $\mathbf{h}_m^T \in \mathbb{C}^{1 \times M}$ while $\mathbf{W} \in \mathbb{C}^{M \times M} = \begin{bmatrix} \mathbf{w}_1 & \cdots & \mathbf{w}_M \end{bmatrix}$ is the precoding weighting matrix with column vector $\mathbf{w}_m \in \mathbb{C}^{M \times 1}$ as the precoding weighting vector of the $m$th user. Since $M$ parallel orthogonal MISO channels can be created using user scheduling in an asymptotically large network, the ZFBF with semi-orthogonal user scheduling can be modeled as a maximal ratio transmission beamformer [18] at each parallel channel, such that $\mathbf{w}_m = \frac{\mathbf{h}_m^T}{||h_m||}$, where the normalising factor is to ensure unit transmission power for each stream, i.e. $\mathbf{w}_m^H \mathbf{w}_m = 1$. This corresponds to the fact that when the user channels are orthogonal to each other, the channel inversion operation in ZFBF reduces to a rotation operation, where the beam directions directly match the channel directions. Since the high SNR performance of the proposed protocol is of interest, i.e. diversity and multiplexing gains, equal power allocation among multiple users is sufficient [18]. To ensure equal power allocation among users, $\mathbf{W}^H \mathbf{W} = \mathbf{I}_M$.

The signal received by $m$th destination can be expressed as

$$y_m(1) = \sqrt{E_s} \mathbf{h}_m^T \mathbf{w}_m s_m(1) + n_m, \quad (3.1)$$
where $E_s$ is the average transmit power for each message, $n_m$ is the noise at $m$th destination and $h_m^T w_m = ||h_m||$. The signal received by the $k$th relay is

$$r_k(1) = \sqrt{E_s H_{R_k} \mathbf{W}s(1)} + n_k,$$

(3.2)

where $H_{R_k} \in \mathbb{C}^{M \times M}$ is the channel matrix from multi-antenna source to $k$th multi-antenna relay and $n_k \in \mathbb{C}^{M \times 1}$ is the noise vector observed by relay $k$.

Out of total $L$ available relays, there are $K$ qualified relays that manage to decode all messages from the source successfully. Since symmetrical system is considered, each user is allocated with the same data rate, $R$ bits/s/Hz. Assuming Gaussian coding with long codewords and zero-forcing receiver [51], the qualification criterion for the $k$th relay can be expressed as

$$\log_2 \left( 1 + \frac{\gamma_0}{\left( W^H H_{R_k}^H H_{R_k} W \right)^{-1}_{m,m}} \right) > R, \quad \forall m \in \{1, 2, \ldots, M_r\},$$

(3.3)

where $\gamma_0 = \frac{E_s}{\sigma^2}$ is the mean SNR. Note that the zero-forcing criterion requires $M_r \geq M_t$. All $K$ qualified relays decode the messages and store them in memory.

A linear receiver, namely the zero-forcing receiver is used at the relays, for several reasons. First, the linear receiver has lower computational complexity when compared to the optimal maximum likelihood (ML) decoder. Second, the linear receiver enables the separation of linear spatial filtering and single-input and single-output (SISO) decoding [51]. The SISO decoding (or per-stream decoding) is more suitable for distributed implementation where the relay is a cluster of idle users, since each single-antenna user can decode his/her data independently using an individual SISO decoder. For the choice of a linear receiver, zero-forcing receiver is sufficient since it achieves the same high SNR performance as the minimum mean-squared-error (MMSE) receiver [51]. The choice of using a zero-forcing receiver not only makes the analysis tractable but also fulfils the goal to study the achievable performance of the proposed protocol. Nonetheless, there is a price to pay for using zero-forcing receiver. The diversity gain achieved by zero-forcing receiver is at most $M_r - M_t + 1$ [52], as opposed to the full diversity of $M_t M_r$ offered by the channel itself. It will be shown in Section III and IV that the diversity loss of using zero-forcing receiver can be compensated by using multiple relays.
3.2.2.2 Second Time Slot

During the second time slot, the source broadcasts $M$ new messages concurrently, such that $x(2) \in \mathbb{C}^{M \times 1} = Ws(2)$. Denote row vector $g_{R_k,m}^T \in \mathbb{C}^{1 \times M}$ as the channel between the relay $R_k$ and the $m$th destination. All $K$ qualified relays are scheduled to transmit in a round robin fashion. Only one relay transmits in each cooperative time slot. Specifically, the first relay forwards the precoded messages, $x_{R_1} \in \mathbb{C}^{M \times 1} = P_R s(1)$, where the precoding matrix $P_R \in \mathbb{C}^{M \times M} = [p_{R_1,1} \cdots p_{R_1,m} \cdots p_{R_1,M}]$. Each column vector $p_{R_1,m} \in \mathbb{C}^{M \times 1}$ should ensure no interference to destinations other than the target $m$th destination. Denote $A$ as a matrix which contains all the interfering channels (all channels other than its targeted destination). In this instance, denote

$$A \in \mathbb{C}^{M \times M} = \begin{bmatrix} g_{R_1,1} & \cdots & g_{R_1,m-1} & g_{R_1,m+1} & \cdots & g_{R_1,M} \end{bmatrix}^T,$$

and $p_{R_1,m}$ lies in the null space of $A$, such that

$$p_{R_1,m} \in \text{null}(A),$$

so that $g_{R_1,i}^T p_{R_1,j} = 0$ for any $i \neq j$. The null-space vector exists when the dimension condition, $M_r > \text{rank}(A)$ is satisfied, and the independence condition where $g_{R_1,m}^T$ is linearly independent of the rows in $A$ is met [11]. The first condition is satisfied since $M_r = M$ is chosen. The latter is satisfied with high probability since the channels are i.i.d. The computation of the null-space vectors can be found in [27]. Note that $p_{R_1,m}$ has unit power, i.e $p_{R_1,m}^H p_{R_1,m} = 1$. Similar to the source transmission, equal power allocation among multiple users is assumed at the relay, i.e. $P_R^H P_R = I$.

The ZFBF is able to multiplex $M$ streams of messages simultaneously and eliminate the co-channel interference among destinations. At the $m$th destination, the observation is

$$y_m(2) = \sqrt{E_s} ||h_m|| s_m(2) + \sqrt{E_s} g_{R_1,m}^T p_{R_1,m} s_m(1) + n_m(2).$$

Although the remaining relays also receive a mixture of the messages, they will be able to decode the source messages using simple successive decoding since they satisfy the qualification criterion, as stated in (3.3) and thus have knowledge of the messages transmitted from the source in the previous
time slot.

3.2.2.3 Remaining Time Slots

The relaying process continues until all \( K \) qualified relays have been used. Due to half duplex constraint, each relay can only be used once in each cooperative transmission phase. The use of multiple relays, i.e. \( K > 1 \), is beneficial in terms of the diversity and multiplexing tradeoff, which will be discussed in Section III and IV. Let column vector \( s_m \in \mathbb{C}^{(K+1)\times 1} = \begin{bmatrix} s_m(1) & \cdots & s_m(K+1) \end{bmatrix}^T \), noise vector \( n \in \mathbb{C}^{(K+1)\times 1} = \begin{bmatrix} n_m(1) & \cdots & n_m(K+1) \end{bmatrix}^T \), channel matrix

\[
H_m \in \mathbb{C}^{(K+1)\times(K+1)} = \begin{bmatrix}
||h_m|| & 0 & \cdots & 0 \\
g_{R_1,m}^T \mathbf{P}_{R_1,m} ||h_m|| & ||h_m|| & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & g_{R_{K,m}}^T \mathbf{P}_{R_{K,m}} ||h_m|| & ||h_m||
\end{bmatrix}
\tag{3.7}
\]

The signal model after stacking \( K + 1 \) time slots can be written as

\[
y_m = H_m s_m + n.
\tag{3.8}
\]

The elements on the main diagonal of the effective channel matrix \( H_m \) represent the direct transmission links (source to destination) while the elements on the lower sub-diagonal represent the cooperative links (relays to destination). Assuming Gaussian coding and long codewords are used to convey messages, the mutual information at \( m \)th destination node can be expressed as

\[
\mathcal{I}_K = \frac{1}{K+1} \log_2 \det \left( \mathbf{I}_{K+1} + \gamma_0 H_m H_m^H \right),
\tag{3.9}
\]

where \( \gamma_0 = \frac{E_s}{\sigma_n^2} \) is the mean SNR and the subscript \( K \) represents the number of qualified relays.

The mutual information of the non-cooperative ZFBF with semi-orthogonal scheduling scheme can be derived by omitting the cooperative links (sub-diagonal elements) from the channel matrix.

3\textsuperscript{When a relay is transmitting, it misses the new messages broadcast by the source, due to half duplex constraint. As a result, it will not be able to perform successive decoding to decode the new messages broadcast by the source in the subsequent time slot. This prohibits the relay to be reused in each cooperative transmission phase.}
H_m. It follows that the mutual information at the mth destination node of the non-cooperative ZFBF scheme is

$$I_{ZFBF} = \log_2 \left( 1 + \gamma_0 ||h_m||^2 \right). \quad (3.10)$$

Note that the assumption of large number of users is used, where perfectly orthogonal channels can be formed by using the semi-orthogonal user scheduling. As a result, the ZFBF reduces to maximal ratio transmit beamforming, which has mutual information shown in (3.10).

### 3.3 Analysis of Outage Probability and the Diversity and Multiplexing Tradeoff

This section provides the performance evaluation of the proposed CBC protocol using outage probability and the diversity and multiplexing tradeoff. The diversity gain $d$ and the multiplexing gain $r$ of a MIMO system can be defined as [29]

$$d \equiv \lim_{\gamma_0 \to \infty} -\frac{\log_2 P_e(\gamma_0)}{\log_2 \gamma_0} \quad \text{and} \quad r \equiv \lim_{\gamma_0 \to \infty} \frac{R(\gamma_0)}{\log_2 \gamma_0}, \quad (3.11)$$

where $P_e$ is maximum likelihood (ML) probability of detection error, $R$ is the target data rate in bits/s/Hz, and $\gamma_0$ is the mean SNR. The diversity and multiplexing tradeoff can be derived using outage formulation, which is usually used for non-ergodic fading channels, i.e. quasi-static channels.

The use of ZFBF at the source and the relay enables the decomposition of a MISO broadcast channel into parallel MISO channels, i.e. a set of point-to-point MISO channels orthogonal to each other. Recall the symmetrical network assumption, i.e. all channels have the same channel statistics and all destination nodes have a symmetric rate $R$. This results in each of the parallel MISO channels exhibiting statistically identical outage behaviour. Hence, the analysis of the individual point-to-point MISO channel is sufficient to assess the performance of the proposed protocol.

Define the outage event experienced by each user of the proposed CBC protocol as

$$O \triangleq \bigcup_{\kappa} O_{\kappa}, \quad (3.12)$$
where $\mathcal{O}_K$ is the event that the mutual information when there are $K$ qualified relays, is below the individual target data rate, i.e $I_K \leq R$. The single-user outage probability can be derived using the following formula,

$$P(\mathcal{O}) = \sum_{K=0}^{L} P(\mathcal{O}_K) P(K),$$

(3.13)

where $P(K)$ is the probability that $K$ relays are qualified to participate in the cooperation, and $P(\mathcal{O}_K)$ is the single-user outage probability when $K$ relays are qualified.

Before addressing the question of how many relays are qualified, the probability that a relay decodes the source messages successfully is determined. In order to formalise the qualification criterion into a probability, the statistical distribution of the SNR at each relay is derived. The channel matrix from the source with $M_t$ transmitter antennas to the relay with $M_r$ receiver antennas can be generalised as $H_{R_k}$ with dimension $M_r \times M_t$. Recall (3.2), the virtual channel matrix can be written as $H = H_{R_k} W$, where $H_{R_k} \sim \mathcal{CN}(0, I_{M_t} \otimes \Sigma)$, $\Sigma$ is the covariance matrix with dimension $M_r \times M_r$.

In other words, the columns of $H_{R_k}$ are independent $M_r \times 1$ random vectors, each with covariance matrix $\Sigma$. The weighting matrix $W$ is treated as a constant matrix with orthogonal columns, i.e $w_i^H w_j = 0$ when the column number $i \neq j$. This is valid when semi-orthogonal user scheduling [46] is employed and an asymptotically large network is assumed. In this case, the columns of $H$ remain independent of each other, i.e $h_i^H h_j = 0$ when the column number $i \neq j$. As discussed in Section 3.2.2.1, the zero-forcing receiver is employed at the relay. Using the zero-forcing criterion at the receiver, the received signal is decomposed into $M_r$ parallel streams. Denote $h_k$ as the $k$th column of $H$, $\tilde{H}$ as the remaining columns of $H$ after removing the $k$th column, and $w_k$ as the $k$th column of $W$. The instantaneous SNR of the $k$th stream at the relay receiver can be obtained using the following lemma.
Lemma 3.1. Using a zero-forcing receiver, the SNR of kth stream at the relay receiver can be expressed as

$$
\gamma_k = \gamma_0 h_k^H Q \Lambda Q^H h_k,
$$

(3.14)

where \( \gamma_0 = \frac{E_s}{\sigma_n^2} \), \( Q \) is the eigen vector, \( \Lambda \) is the eigen value and \( Q\Lambda Q^H = I - \tilde{H} (\tilde{H}^H \tilde{H})^{-1} \tilde{H}^H \).

Proof. Refer to [53].

Before computing the distribution of the SNR of the kth data stream, the distribution of \( h_k \) is determined. The subsequent lemma provides us the distribution of \( h_k \).

Lemma 3.2. The weighted sum of independent complex Gaussian random vectors is a Gaussian random vector. Given the distribution \( H_{R_k} \sim CN(0, I_{M_t} \otimes \Sigma) \), the vector \( h_k = H_{R_k} w_k \) is complex Gaussian distributed with zero mean and covariance \( ||w_k||^2 \Sigma \), such that \( h_k \sim CN_{Mr}(0, ||w_k||^2 \Sigma) \).

Proof. Refer to [54].

By using Lemma 3.1 and Lemma 3.2 the distribution of the SNR of the kth data stream at the relay receiver is obtained, as shown in the following lemma.

Lemma 3.3. When \( H_{R_k} \sim CN(0, I_{M_t} \otimes \sigma^2 I_{Mr}) \), the SNR of the kth stream at the relay receiver is a chi-square variable with probability density function (PDF)

$$
f(\gamma_k) = \frac{(\gamma_k)^{M_r-M_t}}{(\gamma_0 \sigma^2 ||w_k||^2)^{(M_r-M_t+1)}} \frac{1}{(M_r-M_t)!} \exp \left( -\frac{\gamma_k}{\gamma_0 \sigma^2 ||w_k||^2} \right). \quad (3.15)
$$

The corresponding cumulative density function (CDF) is

$$
F(\gamma_k) = 1 - \exp \left( -\frac{\gamma_k}{\gamma_0 \sigma^2 ||w_k||^2} \right) \sum_{n=0}^{M_r-M_t} \frac{1}{n!} \left( \frac{\gamma_k}{\gamma_0 \sigma^2 ||w_k||^2} \right)^n. \quad (3.16)
$$

Proof. Refer to Appendix A.
With the knowledge of the SNR distribution of each data stream at the relay receiver, the probability that a relay is qualified can be determined. Assuming the SNR of each stream is independent, the following lemma is obtained.

**Lemma 3.4.** Assuming an independent SNR distribution for each stream at the relay receiver, the probability that a relay is qualified at high SNR can be approximated as follows,

\[
P(A) \approx 1 - M_r \frac{\gamma^{M_r - M_t + 1}}{(M_r - M_t + 1)!},
\]

(3.17)

where \( A \) is the event that a relay is qualified, \( \gamma = \frac{2^{R-1}}{\gamma_0 |w_k|^2} \) and \( R = r \log_2(\gamma_0) \).

**Proof.** Refer to Appendix A. Note that the SNR of each stream in a linear receiver is not strictly independent. However, this assumption does not affect the diversity of the system and is used to make the analysis tractable, as discussed in [55].

Given a total of \( L \) available relays, the number of qualified relays, \( K \), is expressed using the following lemma.

**Lemma 3.5.** At high SNR, the probability that \( K \) relays satisfy criterion (3.3) can be approximated as

\[
P(K) \approx \frac{L!}{(L-K)!K!} \left( M_r \frac{\gamma^{M_r - M_t + 1}}{(M_r - M_t + 1)!} \right)^{L-K},
\]

(3.18)

where \( \gamma = \frac{2^{R-1}}{\gamma_0 |w_k|^2} \), \( R = r \log_2(\gamma_0) \) and \( K \leq L \).

**Proof.** Refer to Appendix A.

At high SNR, i.e. \( \gamma_0 \to \infty \), \( P(K = L) \to 1 \) and \( P(K \neq L) \to 0 \). This implies that all relays are qualified to participate in the cooperative transmission at high SNR. The simulation of the size of the qualified relays set without the high SNR approximation will be discussed in the next section.

With the knowledge of the number of qualified relays, the outage performance of the proposed protocol can be determined. The upper bound of \( P(O_K) \) is expressed in the following lemma.
Lemma 3.6. Assuming full spatial multiplexing at the relays, i.e. \( M_r = M \), the outage probability for the event that \( K \) relays are qualified at high SNR can be expressed as

\[
P(O_K) \leq \left( \frac{\gamma_0}{M_t} \right)^{M_t} \left( -1 \right)^K - \gamma_0^{(K+1)r} \sum_{i=0}^{K-1} \frac{\left( \ln \gamma_0^{(K+1)r} \right)^i}{i! \left( -1 \right)^{K-i}}
\]

where the multiplexing gain \( r \) is as defined in (3.11).

Proof. Refer to Appendix A.

Recall the definition of diversity gain \( d \) and the multiplexing gain \( r \) of a MIMO system in (3.11). Since the ML error probability can be tightly bounded by the outage probability at high SNR [29], the outage probability can be used to derive the diversity and multiplexing tradeoff. Recall that channel decomposition and symmetric network assumption allow us to focus on the performance analysis of individual point-to-point MISO channel. MISO is a special case of MIMO, therefore the tradeoff formulation in [29] can be directly applied to our case.

Combining the result from Lemma 3.5 and Lemma 3.6, the single-user outage probability as defined in (3.13) can be obtained. Using the single-user outage probability formulation, the following diversity and multiplexing tradeoff experienced by each user can be established.

Theorem 3.1. Assuming full spatial multiplexing at the source and relay, i.e. \( M_t = M \) and \( M_r = M \), the achievable diversity and multiplexing tradeoff of the proposed CBC protocol is

\[
d_{CBC}(r) = M (1 - r) + [L - (L + 1) r]^+.
\]

where \( 0 \leq r \leq 1 \).

Proof. Assuming full spatial multiplexing at the source and relay, i.e. \( M_r = M_t = M \) and combining the results from Lemma 3.5 and Lemma 3.6, the outage probability of the proposed CBC protocol can be expressed as

\[
P(O) = \sum_{K=0}^{k} P(O_K) P(K) \equiv \gamma_0^{-L-K(1-r)} \gamma_0^{-[(M+K)(1-r)-r]}. \]
Notice that the exponential equality is obtained only when $\gamma \to \infty$. At high SNR, the exponent of SNR of the approximation in (3.18) remains the same as the original $P(K)$. Similarly, the upper bound in (3.19) preserves the exponent of SNR as the original $P(\mathcal{O}_K)$. Therefore, the exponential equality in (3.21) can be obtained.

The diversity and multiplexing tradeoff can be obtained by combining the exponent of SNR $\gamma_0$.

$$d(r) = \begin{cases} 
M(1 - r) + L - (L + 1)r, & \text{if } 0 \leq r \leq \frac{L}{L+1} \\
M(1 - r), & \text{if } \frac{L}{L+1} < r \leq 1 
\end{cases} \quad (3.22)$$

The derived diversity and multiplexing tradeoff is the best achievable tradeoff of the proposed scheme. Hence, the theorem is proved.

**Remark for Theorem 3.1**

As a comparison, the single-user diversity and multiplexing tradeoff achievable by the non-cooperative ZFBF broadcast scheme with scheduling [46] can be represented by the optimal tradeoff of the MISO channel with $M$ source antennas, such that

$$d_{ZFBF}(r) = M(1 - r), \quad (3.23)$$

where $0 \leq r \leq 1$.

The maximum diversity gain, $d(r = 0)$ characterises the rate of decay of the outage probability with SNR, when the data rate is fixed. This point represents an extreme way of using the increase in the SNR to improve the reliability, for a fixed data rate. The maximum diversity gain achievable by the non-cooperative scheme, as in (3.23), is constrained by the number of transmitter antennas at the source, $M$. In contrast, the proposed CBC protocol can achieve maximum diversity gain of $M + L$. The proposed protocol provides an extra $L$ order diversity gain, which is a function of number of available relays. The additional diversity gain of $L$ can be achieved since at high SNR, all relays are qualified to participate in the cooperative transmission. For the other extreme, the maximum multiplexing gain, $d(r) = 0$, determines the rate of increase of the data rate with SNR, when the
outage probability is fixed. This is another extreme way of using the increase in the SNR to increase
the data rate, for a fixed reliability. The proposed CBC achieves the same maximum multiplexing
gain, \( r = 1 \), as the non-cooperative scheme. This implies that no extra bandwidth is consumed by
the CBC protocol for using relay to assist the communication between source and destinations. This
benefit comes from the use of non-orthogonal relaying in the proposed protocol.

Positive multiplexing gain \( (r > 0) \) and positive diversity gain \( (d > 0) \) can be obtained simul-
taneously, subjected to the diversity and multiplexing tradeoff. As in [3], we say that protocol \( A \)
uniformly dominates protocol \( B \) when \( d_A(r) \geq d_B(r) \) for any multiplexing gain \( r \). The diversity
and multiplexing tradeoff of the CBC protocol uniformly dominates the non-cooperative ZFBF pro-
tocol, i.e. \( d_{CBC}(r) \geq d_{ZFBF}(r) \) for any \( r \). When the multiplexing gain \( r < \frac{L}{L+1} \), the diversity and
multiplexing tradeoff of the proposed protocol is always better than the non-cooperative ZFBF’s, i.e.
\( d_{CBC}(r) > d_{ZFBF}(r) \). When the multiplexing gain \( r > \frac{L}{L+1} \), the tradeoff the proposed protocol is
identical to the non-cooperative protocol. This can be explained in the following example. Suppose
there is only 1 relay participating in the cooperation, i.e. \( L = 1 \). In this case, 2 messages are broadcast
by the source during each cooperative transmission phase, while only 1 of the messages is repeated
by the relay. This indicates that cooperative links (relay to destinations) provided by the relay cannot
support multiplexing gain greater than \( \frac{1}{2} \). In general, the maximum multiplexing gain supportable by
the cooperative links is a function of number of participating relays, i.e. \( r = \frac{L}{L+1} \). The cooperative
links can support higher multiplexing gain when more relays participate in the cooperative transmis-
sion. This observation suggests that the use of multiple relays is able to deliver improvement in terms
of rate and reliability. When \( L \) is large enough, i.e \( \frac{L}{L+1} \approx 1 \), the achievable diversity and multiplexing
tradeoff of the proposed CBC protocol significantly outperforms the non-cooperative protocol for all
\( r \). Furthermore, when \( L \) is large, the tradeoff achieved by the proposed CBC protocol approaches
the optimal diversity and multiplexing tradeoff of the MISO channel with \( M + L \) transmitter anten-
as, i.e. \( d_{MISO}(r) = (M + L) (1 - r) \). In this case, adding a relay has the same effect as adding a
physical antenna to the source transmitter. The performance improvement in terms of diversity and
multiplexing tradeoff justifies the contribution of the proposed CBC protocol.

In order to better understand the tradeoff offered by the proposed protocol, the diversity and
multiplexing tradeoff curves of the non-cooperative ZFBF protocol and the proposed CBC protocol
are visualised in Figure 3.3. In this figure, the fixed parameters are \( M_t = M_r = M = 4 \). Equation
(3.20) and (3.23) are used to plot the diversity and multiplexing tradeoff curves. For the proposed protocol, the number of available relays \( L \) is varied from 1 to 8. From Figure 3.3 it can be observed that the maximum diversity gain (when the multiplexing gain is zero) of the proposed protocol is always better than the non-cooperative scheme, even when only one relay is used. The maximum diversity gain of the proposed protocol is a linear function of the number of relays: adding more relays further improves the diversity gain. Generally, the proposed CBC protocol uniformly dominates the non-cooperative protocol, for any number of relays. The tradeoff curve of the CBC protocol is a piecewise linear function of two pieces, with a crossing point between the pieces occurs at \( r = \frac{L}{L+1} \).

This crossing point indicates the maximum multiplexing gain supportable by the cooperative links, as discussed in the previous paragraph. As the number of relays increases, the crossing point is shifted towards the direction of \( r = 1 \). This indicates that the cooperative links can support higher multiplexing gain when higher number of relays are used. For instance, using reasonable number of relays, i.e. \( L = 2 \), the proposed protocol delivers better tradeoff in a wide multiplexing gain range, i.e. \( 0 \leq r \leq \frac{2}{3} \).

### 3.4 Numerical Results

In this section, numerical results demonstrate the performance gain of the proposed CBC scheme in comparison to the existing non-cooperative ZFBF scheme. Firstly, the size of the qualified relay set is simulated without high SNR approximation and Lemma 3.5 is verified. Subsequently, three experiments are carried out using Monte-Carlo simulation to compare the outage performance of the CBC protocol with the non-cooperative ZFBF protocol. Throughout the simulations, full spatial multiplexing is assumed, i.e. \( M_t = M \) and \( M_r = M \). The SNR is defined as \( \gamma_0 = \frac{E_s}{\sigma^2} \) where it is assumed \( E_s = 1 \). The non-cooperative ZFBF scheme used as baseline for comparison is given in (3.10), where the assumption of large number of users is made. The outage probability of this non-cooperative scheme is \( P(\mathcal{I}_{ZFBF} < R) \).

Lemma 3.5 states that at high SNR, all relays are qualified to participate in the cooperative transmission, such that \( P(K = L) \to 1 \) and \( P(K \neq L) \to 0 \). The simulation here provides the probability when \( K \) relays out of \( L \) available relays are qualified, \( P(K) \), without using the high SNR approximation. In this simulation, (7.9) and (7.24) are used. Refer to Appendix A. The fixed parameters are
the $M = 2$, target data rate $R = 1$ bits/s/Hz and number of available relays $L = 4$. The number of qualified relays $K$ is varied from 0 to 4. Figure 3.4 shows the curves of $P(K)$ versus SNR. At low SNR, i.e. SNR=0dB, the probability that there is no qualifying relay, i.e. $P(K = 0)$, dominates. This is due to the fact that at low SNR, the signals received by the relays are power limited, resulting the decoding of the messages difficult. As the SNR increases, the number of qualified relays increases. When the SNR is larger than 10dB, the probability that the size of the qualified relay set is equal to the size of the available relays, i.e. $P(K = L)$ dominates. At medium SNR, i.e. SNR=15dB, almost all relays are qualified to participate in the cooperative transmission. As SNR increases beyond 15dB, it can be observed that, $P(K = L) \rightarrow 1$ and $P(K \neq L) \rightarrow 0$. This agrees with the result in Lemma 3.5, stating that at high SNR, all relays are qualified. In the subsequent experiments, it is assumed that the number of qualified relays is equal to the size of the available relays, following the fact that almost all relays are qualified at reasonable SNR, i.e. SNR $\geq$ 15dB. The terms, “participating relay” are used to reflects that $P(K = L) = 1$.

In the first experiment, the outage probability of the proposed protocol and the non-cooperative ZFBF scheme is plotted as a function of SNR. At the same time, the target data rate $R$ is varied from 1 to 4 bits/s/Hz. The fixed parameters are $M = 2$ and the number of participating relays, $K = 1, 2$. By observing the outage probability plot in Figure 3.5, it is obvious that the outage performance of the proposed protocol is better than the non-cooperative ZFBF scheme at all data rates shown in the figure, even by using only one relay. Recall that the diversity gain characterises the slope of the outage probability curve. The steeper the slope, the higher the diversity gain is. Generally, the result in Figure 3.5 shows that the proposed protocol is able to achieve higher diversity gain when compared to the non-cooperative scheme. This additional diversity gain is due to the use of relays which utilise the cooperative links (relay to destinations) to deliver statistically independent faded replicas of the source messages to the destinations. On the other hand, as the data rate decreases, the outage probability of both schemes improves. This fits the general understanding of the tradeoff between rate and reliability: transmitting with lower data rate enables more reliable communication. In general, the superior outage performance demonstrated by the proposed protocol is a direct result of exploiting the relays to achieve another dimension of diversity gain, which is a function of the number of participating relays. The relationship between the number of participating relays and the outage performance is studied in the next experiment.
Figure 3.3: Diversity and multiplexing tradeoff of the non-cooperative ZFBF scheme and the proposed CBC scheme with various number of available relays $L$.

Figure 3.4: Probability that $K$ relays out of $L = 4$ available relays are qualified. Fixed parameters: $M = 2$ and $R = 1$ bits/s/Hz.
In the second experiment, the outage probability versus SNR of the non-cooperative ZFBF scheme and the proposed CBC scheme with different number of participating relays are simulated in order to study the relationship between the number of participating relays and the outage performance. The fixed parameters are $M = 2$ and $R = 4$ bits/s/Hz. The number of participating relays $K$ is varied from 1 to 8. Referring to Figure 3.6, with only one relay, the outage probability of the CBC protocol is smaller than the non-cooperative ZFBF scheme. As the number of participating relays increases, the outage probability of the proposed scheme decreases. This implies that by increasing the number of participating relays, the diversity gain of the proposed scheme is directly increased. The use of multiple relays is beneficial, as it is able to deliver larger performance gain in terms of reliability.

The final experiment studies the relationship between the outage probability and the target data rate of the proposed CBC protocol in comparison with the non-cooperative ZFBF protocol at fixed SNR. The fixed parameters are $M = 2$ and SNR=30dB. Figure 3.7 shows the curves of outage probability versus target data rate, $R$, at fixed SNR. The outage probability curves of the proposed CBC protocol with different number of participating relays are plotted in the same figure. In general, the proposed protocol delivers performance gain against the non-cooperative protocol, evident from the higher data rate supportable by the proposed protocol at a fixed outage probability. For instance, at 0.01% outage, the proposed protocol can support a data rate up to 5.5 bits/s/Hz by using 2 relays, if compared to the maximum data rate of 4 bits/s/Hz supportable by the non-cooperative scheme. When more relays participate in the cooperation, the proposed protocol can support even higher data rates. From the figure, it can be seen that the outage probability curves of the proposed protocol meet the outage probability curve of the non-cooperative protocol at some points. The locations of these crossing points depend on the number of participating relays. As the number of relays increases, the crossing point shifts towards the direction of higher data rate. Before the crossing point, the proposed protocol delivers performance gain against the non-cooperative protocol. Beyond the crossing point, both the proposed protocol and the non-cooperative protocol have identical performance. The explanation follows. The crossing point can be interpreted as the maximum data rate supportable by the cooperative links formed by the relay/relays. When the target data rate is below the maximum supportable data rate, the cooperative links are active. The opposite happens (cooperative links inactive) when the target data rate is greater than the maximum supportable data rate. The maximum data rate supportable by the cooperative links increases as more relays participate in the cooperation. This is in
Figure 3.5: Outage probability versus SNR of the non-cooperative ZFBF scheme and the proposed CBC scheme at various target data rate $R$. Fixed parameters: $M = 2$ and the number of participating relays, $K = 1, 2$.

Figure 3.6: Outage probability versus SNR of the non-cooperative ZFBF scheme and the proposed CBC scheme with various number of participating relays $K$. Fixed parameters: $M = 2$ and $R = 4$ bits/s/Hz.
line with the result in Theorem 3.1. The maximum supportable data rate mentioned here is equivalent to the maximum multiplexing gain (supportable by the cooperative links) described in the discussion of Theorem 3.1. When more relays are used, the proportion of the unrepeated message\(^4\) to the total messages becomes smaller. As a result, a higher data rate can be supported by the cooperative links. In general, the use of multiple relays is able to deliver better rate and reliability tradeoff.

### 3.5 Chapter Conclusion

In this chapter, a spectrally efficient linear precoded cooperative transmission protocol for the MISO broadcast channel has been proposed. The proposed protocol is able to avoid the co-channel interference among multiple destinations using practical linear precoding and provide another dimension for improvement. The outage behaviour and the diversity and multiplexing tradeoff of the proposed protocol are studied in order to quantify the performance of the proposed protocol. Analytical results show that the maximum diversity gain expressed as the sum of the number of source transmitter antennas and the available relays can be achieved. Analytical results also show that the proposed

\[^4\text{Recall that the message in the final time slot of each cooperative transmission phase is not repeated by the relay. Refer to Subsection 3.2.2.3}\]
protocol uniformly dominates the non-cooperative protocol. When the number of available relays is large, the diversity and multiplexing tradeoffs of the proposed protocol completely outperforms the comparable non-cooperative protocol. Monte-Carlo simulations further justify that the proposed protocol achieves better robustness than the comparable scheme. Both the analytical and simulation results agree that the use of multiple relays is beneficial in terms of improving the tradeoff between the data rate and reliability.
Chapter 4

Analogue Network Coding For the Multi-Pair, Two-Way Relaying Channel

A two-way information exchange channel is an important scenario occurring in many practical wireless networks. For instance, in a cellular network there are downlink (channel from base station to mobile user) and uplink (channel from mobile user to base station) channels to enable information to flow in both directions. Similar examples can be found in ad-hoc networks, where nodes exchange information in both directions. This chapter studies a two-way information exchange scenario where multiple pairs of users exchange information within a pair, with the help of a dedicated multi-antenna relay. The protocol integrates the idea of analogue network coding in mixing two data streams originating from the same user pair, together with the spatial multiplexing of data streams originating from different user pairs. The key feature of the protocol is that it enables both the relay and the users to participate in interference cancellation. In this chapter, several beamforming schemes for the multi-antenna relay are proposed. The performance of the proposed protocol under several beamforming schemes are evaluated using information theoretical metrics such as ergodic capacity, outage probability and the diversity and multiplexing tradeoff. Analytical and simulation results reveal that the ergodic capacity, outage probability and the diversity and multiplexing tradeoff of the proposed beamforming schemes outperform comparable techniques.
4.1 Chapter Introduction

Network coding [34] is a powerful technique which allows intermediate nodes to mix the signals from multiple links in order to enhance the network throughput. The application of network coding in wireless networks has received growing interest in recent years. Based on the idea of network coding, two-way relaying in wireless networks is able to enhance the network throughput by reducing the channel resources used in the information exchange between nodes. Two-way relaying schemes such as the strategies summarised in [4] based on decode-and-forward (DF) relaying, analogue network coding [5] based on amplify-and-forward (AF) relaying, physical network coding [6] based on estimate-and-forward (EF) relaying, etc are able to complete the two way information passing in only two phases. Since the total number of channel uses is halved, the number of independent data streams that can be transmitted or received simultaneously per channel use in the network is doubled, as compared to the time division protocol which requires four orthogonal channel uses. Refer to Figure 2.6 and Figure 2.7.

Attracted by the benefits of multiple antennas in enhancing the system capacity and reliability, two-way relaying has been generalised to the multi-antenna case. The authors in [56] generalise the DF based two-way relaying to a multi-antenna setting using the classical multiple access capacity region and devise an optimal broadcast strategy based on point-to-point multiple-input and multiple-output (MIMO) links. On the other hand, [12] proposes an AF based protocol which uses a zero-forcing beamformer to eliminate the co-channel interference between users. However, no network coding is used to mix the data streams from two users. The researchers in [57] and [13] consider the sum rate optimising AF based beamforming design, for the case where only the relay is equipped with multi-antenna. Based on analogue network coding, the beamforming schemes proposed in [57] and [13] are able to deliver sum rate improvement when compared with [12].

The extension of the two-way relaying to multiple user pairs introduces the problem of multi-user interference. The authors in [7] propose a scheme for a code division multiple access (CDMA) system where each pair of users shares a common spreading code as a mean to reduce the multi-user interference. The demodulate-and-forward based scheme proposed in [7] uses a multi-user receiver which requires high computational complexity at the relay. The suboptimal AF based scheme proposed in [7] suffers from poor error performance when the number of users is low, due to high noise level.
The researchers in [8] propose a scheme using DF based relay with multiple antennas for narrow band system. Precoding based on X-OR is used at the relay to encode the messages from the same user pair while block-diagonalisation [11] is used to mitigate the interference caused by multiple user pairs. Since the DF based scheme requires higher complexity for decoding and encoding at the relay as compared to the AF based scheme, [9] and [10] consider the multi-pair scenario with an AF based multi-antenna relay. Similar to [8], the schemes in [9] and [10] use the idea of block-diagonalisation [11] to eliminate the multi-pair interference and to forward the mixture containing the desired message and the self-interference to the each user. Each user then uses knowledge of the previously transmitted message to subtract the self-interference from the mixture to decode the new message. The schemes in [9] and [10] have shown that a higher sum rate can be achieved in comparison with the conventional multi-user zero-forcing scheme. Nevertheless, the potential benefit of block-diagonalisation in the scenario where the relay does not have enough degrees of freedom to spatially separate and/or decode each independent message is not covered in [8, 9, 10]. Furthermore, the spatial diversity gain offered by block-diagonalisation in the multi-pair scenario has not been studied.

This chapter studies a scenario where multiple pairs of users exchange information within pair, with the help of a dedicated AF based, multi-antenna relay. The transmission protocol employed in this chapter utilises the principal concept of network coding in mixing two data streams originating from the same user pair, coupled with the spatial multiplexing of the data streams originating from different user pairs. The key feature of the protocol is that it enables both the relay and the users to participate in interference cancellation: the relay eliminates co-channel interference due to multi-pair while each user eliminates the self-interference. Several low complexity beamforming schemes are proposed based on the idea of block-diagonalisation. The performance is evaluated using information theoretical metrics, such as ergodic capacity, outage probability and the diversity and multiplexing tradeoff. Two cases have been considered in this chapter. First, the case where the number of antennas at the relay is less than the total single-antenna users. Second, the case where the number of antennas at the relay is at least the total number of single-antenna users. In the first case, simulation results show that the proposed beamforming scheme is able to deliver significant ergodic capacity improvement and higher multiplexing gain if compared with existing schemes based on time sharing between pairs. Upper and lower bounds on ergodic capacity achieved by the proposed scheme are derived to quantify
the performance. In the second case, it is shown that appropriate selection or coherent combining of null-space vectors is able to achieve all the available diversity gain offered by block-diagonalisation. The proposed beamforming with coherent combining of null-space vectors achieves the highest ergodic capacity and the lowest outage probability among all comparable schemes, while the proposed beamforming with null-space vector selection performs close to the former. The proposed beamforming schemes deliver higher diversity gain as compared with existing zero-forcing scheme [12] while several comparable schemes based on block-diagonalisation [9, 10] fail to do so due to non-coherent combining of the diversity streams. The proposed schemes also offer better rate and reliable tradeoff as compared to the zero-forcing scheme [12] and the comparable schemes based on time sharing between pairs [57]. Analytical results on outage probability and the diversity and multiplexing tradeoff are derived to quantify the achievable performance.

This chapter is organised as follows. The system model and protocol are described in Section 4.2, while the proposed beamforming schemes are discussed in Section 4.3. The analytical results on the ergodic capacity are presented in Section 4.4, followed by the analytical results on outage probability and the diversity and multiplexing tradeoff in Section 4.5. In Section 4.6, the numerical results on ergodic capacity and outage probability are discussed. Section 4.7 concludes this chapter.

4.2 System Model and Protocol Description

Consider a scenario where there are $M$ pairs of single-antenna users who wish to exchange information with their partners, with the help of a dedicated AF based relay equipped with $N$ antennas. An example of the scenario where $M = 2$ and $N = 3$ is shown in Figure 4.1. The symmetric case is assumed, where all nodes are subjected to unit power constraint and have the same channel statistics. All channels undergo i.i.d. quasi-static Rayleigh fading and channel reciprocity is assumed. The receiver is corrupted by circularly symmetric additive white Gaussian noise with distribution $\mathcal{CN} \sim (0, \sigma^2)$. The half duplex constraint is assumed throughout the chapter and it is realised using time division duplexing. Every user knows his and his partner’s effective user-to-relay channel state information (CSI) while the relay has the CSI of all user-to-relay links.

The notation $(i, j)$ is used to represent the pair of user $i$ and user $j$ who exchange information with each other, such that the $m$th user pair is denoted as $(2m−1, 2m)$. The channel from user $i$ to the relay
is \( h_i \in \mathbb{C}^{N \times 1} \), the message transmitted from user \( i \) is \( x_i \in \mathbb{C} \), the combined channels of user pair \((i, j)\) is \( H_{i,j} = [h_i \ h_j] \in \mathbb{C}^{N \times 2} \) and the message vector of user pair \((i, j)\) is \( x_{i,j} = [x_i \ x_j]^T \in \mathbb{C}^{2 \times 1} \).

The noise observed by the relay and user \( i \) is \( n \in \mathbb{C}^{N \times 1} \) and \( n_i \in \mathbb{C} \) respectively. Define the multi-pair interference channel seen by user pair \((i, j)\) as \( \tilde{H}_{i,j} \in \mathbb{C}^{N \times 2(M-1)} \) by stacking all user channels other than \( H_{i,j} \). Similarly, the message vector conveyed through \( \tilde{H}_{i,j} \) is defined as \( \tilde{x}_{i,j} \in \mathbb{C}^{2(M-1) \times 1} \) by stacking all messages other than \( x_{i,j} \).

The employed protocol combines the application of analogue network coding within one user pair and spatial multiplexing between user pairs, thus it is named as the network coding with spatial multiplexing (NC-SM) protocol. The NC-SM protocol can be described in two time slots. In the first time slot, \( M \) pairs of users transmit simultaneously in the same channel with unit power. The relay observes a mixture of all messages from the users, which can be expressed as

\[
\mathbf{r} = \sum_{m=1}^{M} H_{i,j} x_{i,j} + \mathbf{n},
\]

where \( i = 2m - 1 \), \( j = 2m \). In the second time slot, the AF based relay broadcasts the linearly processed observation, i.e. \( \mathbf{F} \mathbf{r} \), where \( \mathbf{F} \in \mathbb{C}^{N \times N} \) is the beamforming matrix at the relay. The signal

\[\text{Figure 4.1: Scenario when two pairs of single-antenna users exchanging information with the help of a multi-antenna relay.}\]
received by user $i$ can be expressed as

$$y_i = h_i^T F H_{i,j} x_{i,j} + h_i^T F \tilde{H}_{i,j} \tilde{x}_{i,j} + h_i^T F n + n_i.$$  \hfill (4.2)

The first term on the right hand side (RHS) of the equation contains the mixture of messages from user pair $(i, j)$, the second term contains the multi-pair interference while the last two terms contain the relay propagated noise and the receiver noise of user $i$. The unique feature of the NC-SM protocol is to allow both the relay and the users to participate in the interference cancellation. The relay eliminates the multi-pair interference, $h_i^T F \tilde{H}_{i,j} \tilde{x}_{i,j}$, while user $i$ removes the self-interference, $h_i^T F h_i x_i$. The design of beamforming matrix $F$ is discussed in the following section.

### 4.3 Joint Receive and Transmit Beamforming Design

In this section, a low complexity beamforming design at the relay is presented in two cases. Case I: $N = 2M - 1$, which corresponds to the case when the number of antennas at the relay is less than the total number of users; and case II: $N \geq 2M$, which corresponds to the case when the number of antennas at the relay is at least the total number of users. Subsection 7.2 explains case I while Subsection 7.2 discusses case II. Note that the proposed protocol does not operate when $N < 2M - 1$, due to the zero-forcing criterion, which is discussed in detail in the following subsections. In addition, a brief review of the comparable beamforming schemes is provided in Subsection 4.3.3 to facilitate the comparison between the proposed schemes and the existing schemes.

#### 4.3.1 Case I: $N = 2M - 1$

This case corresponds to the situation where conventional multi-antenna receiver or transmitter is not able to spatially support $2M$ independent data streams, due to the limitation of the available degrees of freedom [22], i.e. $\min(N, 2M)$. The scheme proposed in [8] does not work under this case due to insufficient number of antennas at the relay, while [9] and [10] have not explored this specific setting. It will be shown in the following paragraph that the proposed beamforming structure is able to support $2M$ independent data streams (from $2M$ users) simultaneously, given only $N = 2M - 1$, by aligning the data streams of each user pair to occupy only 1 spatial dimension. As a result, a higher
multiplexing gain can be achieved.

The proposed beamforming matrix $F$ consists of the receive beamforming matrix $W_R$ and transmit beamforming matrix $W_T$, which are directly cascaded as follows,

$$ F = W_T A W_R, \quad (4.3) $$

where the receive beamforming matrix $W_R \in \mathbb{C}^{M \times N}$ and the transmit beamforming matrix $W_T \in \mathbb{C}^{N \times M}$ while the diagonal matrix $A \in \mathbb{R}^{M \times M}$ is the power allocation matrix. Due to channel reciprocity, $W_T = W_T^R$. This allows us to concentrate on the design of the transmit beamforming matrix. For simplicity, the subscript of $W_T$ is omitted, i.e. $W_T = W$. Represent $W = \left[ w_{1,2} \ldots w_{2M-1,2M} \right]$ where $w_{i,j} \in \mathbb{C}^{N \times 1}$ is the transmit beamforming vector for user pair $(i, j)$, the diagonal matrix $A = \text{diag}\ (\alpha_{1,2} \ldots \alpha_{2M-1,2M})$, and $F_{i,j} \in \mathbb{C}^{N \times N} = w_{i,j} w_{i,j}^T$ as the effective beamforming matrix for pair $(i, j)$. The equation in (4.3) can be rewritten as $F = \sum_{m=1}^{M} \alpha_{i,j} F_{i,j}$ where $i = 2m - 1, \ j = 2m$.

The design objective of $w_{i,j}$ is to ensure that each user pair is free from the multi-pair interference. In other words, the zero-forcing criterion $\tilde{H}_{i,j}^T w_{i,j} = 0$ has to be satisfied for all pairs $(i, j)$, where $0$ is a column vector of all zeros. This criterion coincides with the block-diagonalisation\footnote{Each user pair in the multi-pair scenario considered here is analogous to each multi-antenna user in the MIMO broadcast channels considered in [11]. However, different from the MIMO broadcast channels, the users in each pair are not able to cooperate with each other, i.e. linear postprocessing within user pair is not possible. Hence, the block-diagonalisation proposed in [11] cannot be directly applied in the multi-pair scenario.} proposed for the MIMO broadcast channels in [11]. To satisfy this criterion, vector $w_{i,j}$ is designed to lie in the null-space of the multi-pair interference channel, i.e. $w_{i,j} = \text{null}(\tilde{H}_{i,j}^T)$, which exists as a non-zero vector when $N = 2M - 1$. Note that $\text{rank}(\tilde{H}_{i,j}^T w_{i,j}) = 1$, i.e. each user pair only occupies one spatial dimension. This enables the relay to spatially multiplex $2M$ independent streams by using only $N = 2M - 1$ antennas.

The transmission from the relay is subject to a unit power constraint. The power constraint can be expressed as

$$ \sum_{m=1}^{M} \alpha_{i,j}^2 \left( ||F_{i,j} H_{i,j}||_F^2 + \sigma^2 ||F_{i,j}||_F^2 \right) \leq 1, \quad (4.4) $$

where $i = 2m - 1, \ j = 2m$. Note that the expected value, $E[\mathbf{m}^H] = \sigma^2 \mathbf{I}$. Since high SNR performance, i.e. diversity gain and multiplexing gain, is of interest, equal power allocation across
data streams from $M$ user pairs is sufficient. Although optimal power allocation among user pairs is able to further improve the sum rate performance at finite SNR, it improves neither the diversity gain nor the multiplexing gain at infinite SNR. This is because when SNR goes to infinity, equal power allocation is asymptotically optimal [18]. Using equal power allocation, the equation above is satisfied in equality by choosing $\alpha_{i,j} = \frac{1}{\sqrt{M}} \frac{1}{\sqrt{||F_{i,j}H_{i,j}||^2 + \sigma^2}}$. Note that $||F_{i,j}||^2 = ||w_{i,j}w_{i,j}^T||^2 = 1$.

The signal received by user $i$ can be expressed as

$$y_i = \alpha_{i,j}h_i^T F_{i,j} (h_ix_i + h_jx_j + n) + n_i,$$

while the signal received by user $j$ is

$$y_j = \alpha_{i,j}h_j^T F_{i,j} (h_ix_i + h_jx_j + n) + n_j.$$

Note that for all $p \neq i$ and $q \neq j$, we have $h_i^T F_{p,q} h_i = 0$, $h_i^T F_{p,q} h_j = 0$, $h_j^T F_{p,q} h_i = 0$ and $h_j^T F_{p,q} h_j = 0$. Since user $i$ has the knowledge of $x_i$, and the knowledge of the effective channels, $h_i^T F_{i,j} h_i$ and $h_i^T F_{i,j} h_j$, user $i$ can decode the desired message $x_j$ by subtracting the self-interference $\alpha_{i,j}h_i^T F_{i,j} h_i x_i$ from the received mixture. A similar strategy is used by user $j$ to decode the desired message $x_i$. Notice that the effective channels are scalars. The effective scalar channels carrying self-interference, $h_i^T F_{i,j} h_i$ and $h_j^T F_{i,j} h_j$ can be fed back from the relay to user $i$ and $j$ respectively using orthogonal feedback channels, while the effective scalar channel carrying desired message, $h_i^T F_{i,j} h_j$ can be fed back from the relay to user pair $(i,j)$ simultaneously using a common feedback channel, with low overhead. Note that $h_i^T F_{i,j} h_j = h_j^T F_{i,j} h_i$. The user pairs $(i,j)$ do not need to know the exact channel vectors $h_i$ and $h_j$.

Assuming Gaussian channel coding, the mutual information of user $i$ can be described as

$$I_i = \frac{1}{2} \log_2 \left( 1 + \frac{\alpha_{i,j}^2 h_i^T F_{i,j} h_j}{\sigma^2} \right).$$

The pre-log factor of $1/2$ reflects the two time slots used to complete the information exchange. The mutual information of user $j$, $I_j$ can be obtained by interchanging $h_i$ and $h_j$ in (4.7). Define a floating point operation as one complex multiplication or addition. The number of floating point operations
(flops) is used to measure the computational complexity. It can be easily shown that the computational complexity of the proposed scheme is at most $O(MN^3)$ flops. See Appendix C. Generally, this beamforming scheme performs well when both channels $h_i$ and $h_j$ have good channel gain$^3$.

4.3.2 Case II: $N \geq 2M$

Similar to the previous case, the design objective of the beamforming matrix $F$ is to ensure that multi-pair interference is nullified. However, unlike the previous case, the dimension of $\text{null}(\tilde{H}_{T_{i,j}}^T)$ is greater than one, indicating that the null space consists of multiple vectors. The transmit beamforming matrix for pair $(i, j)$ is now $W_{i,j} \in \mathbb{C}^{N \times (N-2(M-1))}$, where $W_{i,j} = \text{null}(\tilde{H}_{T_{i,j}}^T)$. Multiple null-space vectors are able to improve the diversity gain by providing multiple statistically independent paths for the messages to travel through. In order to benefit from the additional diversity gain, the beamforming structure need to be carefully designed. A trivial choice of directly cascading the receive and transmit beamforming matrices as in (4.3), destroys the diversity gain offered by multiple null-space vectors. This is due to the fact that the superposition of multiple diversity streams can either add up constructively or destructively at the destinations. It will be shown that appropriate selection or coherent combining of null-space vectors is important to achieve the available diversity gain offered by block-diagonalisation based beamforming in comparison with the zero-forcing scheme [12]. The block-diagonalisation with singular value decomposition (BD-SVD) [10] and pair-aware matched filter (PA-MF) [9] fail to achieve the available diversity gain because the diversity streams are not coherently combined. In this subsection, two beamforming schemes which are able to achieve all diversity gain offered by block-diagonalisation are proposed. One is based on null-space vector selection and the other is based on coherent combining of all null-space vectors.

4.3.2.1 Null-Space Vector Selection

This subsection proposes a beamformer with null-space vector selection. The relay performs selection to determine the null-space vector that can deliver the best performance in maximising the sum rate of each user pair $(i, j)$. The overall beamforming structure $F$ is similar to (4.3). Since high SNR $^3$The performance degrades when either one of the channels is in deep fade. This can be solved by increasing the diversity gain, achieved by either using more antennas at the relay as discussed in Subsection 7.2 or implementing user selection. When the number of users in the network is large, the relay can select the user pairs with good channel quality at a particular time instance to become active users in order to harvest the benefit of multi-user diversity.
performance is of interest, equal power allocation among user pairs is sufficient. Denote the $k$th null-space vector for pair $(i, j)$, obtained from the $k$th column of $W_{i,j}$, as $w_{i,j}(k)$. The null-space vector selection criterion for user pair $(i, j)$ can be expressed as

$$
\text{arg} \max_{k=1, ..., N-2(M-1)} \mathcal{I}_i(k) + \mathcal{I}_j(k),
$$

where $\mathcal{I}_i(k)$ and $\mathcal{I}_j(k)$ are the mutual information of user $i$ and user $j$ respectively, when $w_{i,j}(k)$ is used. The value of $\mathcal{I}_i(k)$ can be obtained by replacing $F_{i,j} = w_{i,j}(k)w_{i,j}^T(k)$ in (4.7) while $\mathcal{I}_j(k)$ can be derived similarly. The best null-space vector, denoted as $w_{i,j}(k_{\text{best}})$, is able to maximise the sum rate of user pair $(i, j)$ and is used as the receive and transmit beamforming vectors for pair $(i, j)$. The sum rate of user pair $(i, j)$ is used instead of the individual rate because the best null-space vector, $w_{i,j}(k_{\text{best}})$, affects both user $i$ and user $j$ simultaneously. In other words, each beam carries the mixture of the messages of user pair $(i, j)$. The received signal and the mutual information of user $i$ can be expressed in similar way as (4.5) and (4.7) by substituting $F_{i,j} = w_{i,j}(k_{\text{best}})w_{i,j}(k_{\text{best}})^T$. The worst case computational complexity of this selection scheme is $O(M N^3)$ flops, which is the same as the previous scheme. See Appendix C. This selection scheme serves as a lower bound for the derivation of the outage probability and the diversity and multiplexing tradeoff, which are discussed in Section 4.5.

4.3.2.2 Coherent Combining of Null-Space Vectors

In contrast to the null-space vector selection scheme, the beamformer proposed in this subsection utilises all the available null-space vectors. In order to guarantee that the superposition of multiple diversity streams at the target destination is constructive, the following beamforming structure is proposed,

$$
F = \sum_{m=1}^{M} W_{i,j} B_{i,j} A_{i,j} P_x B_{i,j}^T W_{i,j}^T,
$$

where $i = 2m - 1$, $j = 2m$. The matrix $W_{i,j} \in \mathbb{C}^{N \times (N-2(M-1))}$ is the transmit beamforming matrix for pair $(i, j)$, the matrix $B_{i,j} \in \mathbb{C}^{(N-2(M-1)) \times 2}$ is the channel matching matrix for pair $(i, j)$, the diagonal matrix $A_{i,j} \in \mathbb{R}^{2 \times 2}$ is the power allocation matrix for user pair $(i, j)$ while the matrix $P_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ is the permutation matrix.
The channel matching matrix for pair \((i, j)\) is designed as \(B_{i,j} = W_{i,j}^H H_{i,j}^*\). The effective relay to user \((i, j)\) channel can be expressed as \(H_{i,j}^T W_{i,j} B_{i,j} = \begin{bmatrix} \Phi_i & \Psi \\ \Psi^* & \Phi_j \end{bmatrix}\), where the diagonal elements \(\Phi_i = \sum_{k=1}^{N-2(M-1)} |h_i^T w(k)|^2\), \(\Phi_j = \sum_{k=1}^{N-2(M-1)} |h_j^T w(k)|^2\) and the off-diagonal element \(\Psi = \sum_{k=1}^{N-2(M-1)} h_i^T w(k) w^H(k) h_j^*\). The channel matching matrix \(B_{i,j}\) ensures that main diagonal elements \(\Phi_i\) and \(\Phi_j\) contain the coherently combined (at zero phase) diversity streams of user \(i\) and user \(j\) respectively, while the off-diagonal element, \(\Psi\), contains the non-coherent superposition of the correlated streams for user \(i\) and \(j\). The permutation matrix \(P_\pi\) plays an important role to ensure that diversity gain (contributed by the coherently combined diversity streams) is preserved when the transmit beamforming matrix \(W_{i,j} B_{i,j} A_{i,j}\) and receive beamforming matrix \(B_{i,j}^T W_{i,j}^T\) are cascaded.

The relay is subjected to unit power constraint. Since high SNR performance is of interest, equal power allocation among users is sufficient. Under equal power allocation, the power allocation matrix \(A_{i,j} = \alpha_{i,j} I\). Denote \(F_{i,j} \in \mathbb{C}^{N \times N} = W_{i,j} B_{i,j} P_{\pi} B_{i,j}^T W_{i,j}^T\) such that \(F = \sum_{m=1}^{M} \alpha_{i,j} F_{i,j}\) where \(i = 2M - 1\) and \(j = 2M\). The power constraint can be expressed similarly as in (4.4). The power constraint is satisfied in equality by choosing \(\alpha_{i,j} = \frac{1}{\sqrt{M}} \frac{1}{\sqrt{||F_{i,j} H_{i,j}||^2 + \sigma^2 ||P_{i,j}||^2}}\). The signal received by user \(i\) can be written in the same way as in (4.5). User \(i\) is able to decode the desired message \(x_j\) by subtracting the self-interference from the observation. Expand the effective channel carrying the desired message of user \(i\),

\[
\alpha_{i,j} h_i^T F_{i,j} h_j = \alpha_{i,j} \Phi_i \Phi_j + \alpha_{i,j} |\Psi|^2. \tag{4.10}
\]

The first term on the RHS of (4.10) contains the multiplication of the coherently combined diversity streams of user \(i\), i.e. \(\Phi_i\), and the coherently combined diversity streams of user \(j\), i.e. \(\Phi_j\), while the last term contains the magnitude square of the non-coherent combination of the correlated streams of user \(i\) and user \(j\), i.e. \(\Psi\). Recall that the diversity gain is obtained when statistically independent (uncorrelated) streams are used. Hence, only the first term in (4.10) contributes to the diversity gain. The correlated streams in the last term of (4.10) are allowed to combine non-coherently as it does not contribute to the diversity gain. Note that the last term does not affect the diversity gain contributed by the first term, as it has zero phase.

The mutual information of user \(i\) can be written in similar form as in (4.7). The received signal and the mutual information of user \(j\) can be derived easily. It is worth mentioning that the beamforming
structure in (4.9) reduces the overhead needed to feed back the CSI of the effective scalar channel carrying the desired message of user $i$ and $j$. Specifically, user $i$ and user $j$ only need to know the magnitude of scalar $|h_i^T F_{i,j} h_j|$, which can be fed back from the relay using a common feedback channel with only half the amount of overhead needed in case I and case II with null-space vector selection. The computational complexity of this coherent combining scheme is at most $O(MN^3)$ flops, which is no worse than the selection scheme discussed previously. See Appendix C.

4.3.3  Comparable Schemes

Several existing schemes with AF based relay are used for comparison, namely the pure AF scheme, maximal ratio reception and transmission (MRR-MRT) [57], zero-forcing [12] and the block-diagonalisation based schemes [9, 10]. To enable fair comparison, a relay with $N$ antennas assumes a unit power constraint with equal power allocation among users. In general, the mutual information of the comparable schemes can be written in similar form as in (4.7), where the overall beamforming matrix for pair $(i,j)$, $F_{i,j}$, the power normalisation factor $\alpha_{i,j}$ and the pre-log factor $\beta$ depend on the specific scheme. The comparable schemes are described in the following.

4.3.3.1  Pure AF Scheme

In the pure AF scheme, the relay forwards the power normalised observation to the target node pair without any linear processing at the relay. Since no beamforming is performed, the weighting matrix is just an identity matrix, i.e. $F_{i,j} = I$. This scheme is extended to multi-pair using time sharing between pairs. The power normalisation factor is $\alpha_{i,j} = \frac{1}{\sqrt{||H_{i,j}||_F^2 + N\sigma^2}}$ while the pre-log is set as $\beta = \frac{1}{2M}$ to reflect the total number of time slots used to complete the information exchange of $M$ pairs.

4.3.3.2  MRR-MRT Scheme

The MRR-MRT scheme [57] is used for comparison because it is able to achieve near optimal sum rate in the single user pair scenario. In this scheme, the relay broadcasts a channel matched and power normalised observation to the target destinations. The weighting matrix of user pair $(i, j)$ is chosen to match the forward and the backward channels, such that $F_{i,j} = H_{i,j}^* P_\pi H_{i,j}$ where $P_\pi = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$. 
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This scheme is extended to multi-pair using time sharing between pairs. The power normalisation factor is \( \alpha_{i,j} = \frac{1}{\sqrt{||F_{i,j}H_{i,j}||^2 + \sigma^2 ||F_{i,j}||^2}} \) while the pre-log \( \beta = \frac{1}{2M} \) accounts for the total number of time slots used.

### 4.3.3.3 Zero-Forcing Scheme

In the zero-forcing scheme [12], the relay uses conventional multi-user zero-forcing to separate the received mixture from each user pair into two orthogonal data streams and uses zero-forcing to direct the orthogonal data streams to the intended destinations. The relay eliminates all the co-channel interference and each user receives only the desired message from his partner. The weighting matrix is chosen to be \( F_{i,j} = (H_{i,j}^T)^\dagger P_{\pi} H_{i,j}^\dagger \), so that the channels are completely diagonalised. The permutation matrix \( P_{\pi} \) acts as data switching matrix. This scheme is different from the proposed NC-SM schemes because it separates the data streams originating from the same user pair while the proposed NC-SM schemes preserve the mixture from the same user pair and orthogonalise only the data streams originating from different user pairs. Two cases are considered under the existing zero-forcing scheme. In the first case, when \( 2 \leq N < 2M \), the zero-forcing scheme is extended to multiple pairs using time sharing between pairs because the relay does not have sufficient antennas to diagonalise the channels. The power normalisation factor is \( \alpha_{i,j} = \frac{1}{\sqrt{||F_{i,j}H_{i,j}||^2 + \sigma^2 ||F_{i,j}||^2}} \) while the pre-log factor for this case is \( \beta = \frac{1}{2M} \). The possible combination of time sharing and spatial multiplexing among multi-pair is not considered because it leads to a scheduling problem and complicates the study. In the second case, when \( N \geq 2M \), the zero-forcing scheme has enough degrees of freedom to spatially support \( M \) pairs of users simultaneously. In this case, the overall beamforming matrix \( F = (H^T)^\dagger D_{\pi} H^\dagger \) where \( H \in \mathbb{C}^{N \times 2M} \) is the combined channels of all \( 2M \) users and block-diagonal matrix \( D_{\pi} = \text{diag}(P_{\pi}, \ldots, P_{\pi}) \in \mathbb{C}^{2M \times 2M} \). The power normalisation factor becomes \( \alpha = \frac{1}{\sqrt{||FH||^2 + \sigma^2 ||F||^2}} \) while the pre-log becomes \( \beta = \frac{1}{2} \) to indicate that only two time slots are used. Although both the zero-forcing scheme and the proposed schemes support spatial multiplexing, it will be shown in the numerical results section that the proposed schemes outperform the former, in both the ergodic capacity and outage probability.
4.3.3.4 Block-Diagonalisation Based Schemes

There are several variants of block-diagonalisation based schemes, proposed in [9] and [10] to study the case $N \geq 2M$. These schemes perform block-diagonalisation to eliminate the multi-pair interference, i.e. $W_{i,j} = \text{null} \left( \tilde{H}_{i,j}^T \right)$. The power allocation factor for each user pair $(i, j)$ can be expressed as $\alpha_{i,j} = \frac{1}{\sqrt{M} \sqrt{||F_{i,j}H_{i,j}||^2 + \sigma^2 ||F_{i,j}||^2}}$ and the pre-log $\beta = \frac{1}{2}$. The difference between these existing schemes and the proposed schemes lies in how the effective beamformer $F_{i,j}$ deal with multiple null-space vectors.

The authors in [10] adapt the beamforming structure proposed in [11] into following structure

$$F_{i,j} = W_{i,j} V_{i,j} V_{i,j}^T W_{i,j}^T,$$  \hspace{1cm} (4.11)

where $V_{i,j} \in \mathbb{C}^{(N-2(M-1)) \times 2}$ is the unitary matrix containing the first two right singular vectors obtained from the singular value decomposition (SVD) of the effective relay to user $(i, j)$ channel, $H_{i,j}^T W_{i,j}$. This scheme is named as BD-SVD to facilitate the comparison. Unlike the broadcast scenario in [11] where linear post-processing can be performed at the multi-antenna destination to decouple the received mixture, the single-antenna user pair are unable to do so since cooperation between users is not allowed. The BD-SVD beamforming design in (4.11) results in the non-coherent combining of the diversity streams. As a consequence, the diversity gain achieved by this scheme is no better than the zero-forcing scheme [12]. This effect will be shown in the numerical results section.

The authors in [9] propose two variants of block-diagonalisation based schemes using the idea of multicasting, i.e. each user pair is treated as a multicast group. The first scheme, known as pair-aware with channel matching (PA-MF), has the following structure [9]

$$F_{i,j} = W_{i,j} B_{i,j} m m^T B_{i,j}^T W_{i,j}^T,$$  \hspace{1cm} (4.12)

where the channel matching matrix $B_{i,j} = W_{i,j}^H H_{i,j}^*$ and vector $m = [1 \ 1]^T$. The PA-MF beamforming structure in (4.12) is a direct cascading of the effective transmit and receive multicast beamforming vectors, i.e. $F_{i,j} = m_{\text{multicast}} m_{\text{multicast}}^T$, where the transmit multicast vector, $m_{\text{multicast}} = W_{i,j} B_{i,j} m$. Although the same channel matching matrix $B_{i,j}$ as in the proposed coherent combining scheme is used, this PA-MF beamforming structure is not able to achieve the
diversity gain offered by block-diagonalisation. Recall that the effective channel carrying the desired message of user \( i \) is \( \alpha_{i,j} h_i^T m_{\text{multicast}}^T h_j \). Expand the effective channel from the relay to user \( i \),
\[
    h_i^T m_{\text{multicast}} = \sum_{k=1}^{N-2(M-1)} \left( |h_i^T w(k)|^2 + h_i^T w(k) w^H(k) h_j^* \right),
\]
and the effective channel from user \( j \) to the relay,
\[
    m_{\text{multicast}}^T h_j = \sum_{k=1}^{N-2(M-1)} \left( |w^T(k) h_j|^2 + h_i^H w^*(k) w^T(k) h_j \right).
\]

It can be easily seen that each channel-matched diversity stream, i.e. \( |h_i^T w(k)|^2 \), is adding up either constructively or destructively with the correlated stream, i.e. \( h_i^T w(k) w^H(k) h_j^* \), since the correlated stream has random phase. As a result, the diversity gain offered by block-diagonalisation is destroyed. This effect will be shown in the numerical results section.

The authors in [9] also propose a scheme known as pair-aware with semi-definite relaxation (PA-SDR) which uses max-min optimisation to choose the multicast beamforming vector. The structure of the PA-SDR beamforming is [9]
\[
    F_{i,j} = W_{i,j} m m^T W_{i,j}^T
\]
where the multicast vector \( m \in \mathbb{C}^{N-2(M-1) \times 1} \) is chosen by solving the following optimisation problem [9],
\[
    \max_m \min_{m} \left( \frac{|h_i^T W_{i,j} m|^2}{\sigma^2}, \frac{|h_j^T W_{i,j} m|^2}{\sigma^2} \right), \quad \text{s.t.} \quad ||m||^2 \leq 1.
\]

It is shown in [58] that such NP-hard optimisation problem can be solved using semi-definite programming by relaxing the rank constraint of the equivalent problem, which requires further randomisation post-processing. Although this PA-SDR scheme is able to achieve all the diversity gain offered by block-diagonalisation, it has higher computational complexity if compared to the proposed schemes in this chapter. PA-SDR has the worst case complexity of \( \mathcal{O}(N^7) \) flops [58] as compared to the proposed schemes with at most \( \mathcal{O}(MN^3) \) flops. See Appendix C. It will be shown in the numerical
results section that this PA-SDR scheme does not perform better than the proposed coherent combining scheme in terms of ergodic capacity and outage probability, despite the higher computational complexity required.

4.4 Ergodic Capacity Analysis

This section provides analytical results on the ergodic capacity for case I, where the proposed NC-SM scheme achieves higher multiplexing gain than existing schemes\(^4\). Since symmetrical channels are considered, i.e. all user nodes have the same channel statistics, it is sufficient to study the single-user ergodic capacity. Define the single-user ergodic capacity as the per-user long term data rate a system can support, which can be expressed as

\[
C_{\text{erg}} = \int_0^\infty f_\mathcal{I}(\mathcal{I})d\mathcal{I},
\]  
(4.17)

where \(f_\mathcal{I}(\mathcal{I})\) is the probability density function (PDF) of the mutual information \(\mathcal{I}\). Recall the mutual information of the proposed protocol in (4.7) where Gaussian coding is assumed. Note that \(F_{i,j} = w_{i,j}w_{i,j}^T\). Omit the subscript of \(w\) for simplicity. First, the properties of the variables in \(\mathcal{I}\) are examined. In order to find common variables to simplify the SNR expression in (4.7), one defines the matrix \(W = ww^H\). The matrix \(W\) is a positive semi-definite Hermitian matrix and more importantly, \(W\) carries the idempotent property, such that \(WW^H = W\). Using the associative property of matrix multiplication, the numerator \(|h_i^Tww^T h_j|^2\) in (4.7) can be split into \(|h_i^Tw|^2|w^T h_j|^2\). Each of the absolute square can be written as vector multiplication, i.e. \(|h_i^Tw|^2 = h_i^T Wh_i^*\). Applying the idempotent property of \(W\), one can represent \(h_i^T Wh_i^* = h_i^T WW^H h_i^* = |h_i^T W|^2\). Following similar approach, one can write \(|w^T h_j|^2 = ||W^T h_j||^2\), where \(W^T = w^* w^T\). Define the auxiliary variables \(x = \frac{1}{\sigma^2}||h_i^T W||^2\) and \(y = \frac{1}{\sigma^2}||W^T h_j||^2\). After some algebraic manipulations, the mutual information in (4.7) can be simplified as follows,

\[
\mathcal{I} = \frac{1}{2} \log_2 \left( 1 + \frac{xy}{(M + 1)x + My + M} \right),
\]  
(4.18)

\(^4\)The high SNR approximation used in deriving the ergodic capacity in this section is too coarse to capture the power gain (or array gain) due to the use of additional antennas in case II. As a result, the analytical capacity expression for case II is omitted.
Note that $||ww^T \mathbf{h}_i||^2 = ||\mathbf{h}_i^T \mathbf{W}||^2$. Define auxiliary variable $z = \frac{x_y}{(M+1)x+y+M}$. The following lemma quantifies the cumulative distribution function (CDF) of variable $z$.

**Lemma 4.1.** The CDF of the auxiliary variable $z$ can be expressed as

$$F_z(z) = 1 - 2\sigma^2 \exp\left(-(2M+1)\sigma^2 z\right) \sqrt{M(M+1)z^2 + Mz}$$

$$\times K_1\left(2\sigma^2 \sqrt{M(M+1)z^2 + Mz}\right),$$

(4.19)

where $M$ is the number of user pairs and $K_1(z)$ is the modified Bessel function of the second kind.

**Proof.** Refer to Appendix B.

Observe that the CDF of $z$ is expressed in terms of a modified Bessel function of second kind, which has no closed form solution. Thus, the next lemma is used to obtain the upper and lower bounds for the CDF of variable $z$ in order to ease the difficulty in the subsequent analytical development of the ergodic capacity.

**Lemma 4.2.** The CDF of the auxiliary variable $z$ can be bounded as

$$1 - \exp\left(-(2M+1)\sigma^2 z\right) \leq F_z(z) \leq$$

$$1 - \exp\left(-(2M+1)\sigma^2 z - 2\sigma^2 \sqrt{M(M+1)z^2 + Mz}\right).$$

(4.20)

**Proof.** Refer to Appendix B.

In order to facilitate the analytical development of the ergodic capacity, the following high SNR approximation for the upper bound of the CDF of $z$ is used,
\[ 1 - \exp \left( -(2M + 1)\sigma^2 z - 2\sigma^2 \sqrt{M(M + 1)} z^2 + Mz \right) \]
\[ \approx 1 - \exp \left( - \left( 2M + 1 + 2\sqrt{M(M + 1)} \right) \sigma^2 z \right). \]  
(4.21)

Recall that the mutual information is a function of \( z \), such that \( I(z) = \frac{1}{2} \log_2 (1 + z) \). According to Section 7.4.9 in [59], the expected value of \( I \) (which is the ergodic capacity) can be derived from the following formula

\[ C_{\text{erg}} = \int_0^\infty I(z) f_z(z) dz. \]  
(4.22)

The density function \( f_z(z) \) can be obtained by differentiating \( F_z(z) \) over \( z \), i.e. \( f_z(z) = \frac{dF_z(z)}{dz} \). The following theorem expresses the ergodic capacity of the proposed protocol.

**Theorem 4.1.** The single-user ergodic capacity of the proposed NC-SM protocol can be upper and lower bounded using a high SNR approximation, as follows,

\[ c \left( 2M + 1 + 2\sqrt{M(M + 1)} \right) \leq C_{\text{erg}} \leq c (2M + 1), \]  
(4.23)

where the function \( c(x) = \frac{1}{2} \exp (x\sigma^2) \log_2 \left( \frac{1}{x\sigma^2 \exp(\gamma)} \right) \) and \( \gamma \) is the Euler constant.

**Proof.** Refer to Appendix B. \( \blacksquare \)

**Remark for Theorem 4.1**

For a fixed number of user pairs \( M \), the lower bound of the ergodic capacity at high SNR, i.e. \( \sigma^2 \rightarrow 0 \), can be written as \( C_{\text{erg,lower}} \approx \frac{1}{2} \log_2 (\frac{1}{\sigma^2}) - \frac{1}{2} \log_2 \left( (2M + 1 + 2\sqrt{M(M + 1)}) \exp (\gamma) \right) \). The first term of the RHS is a function of SNR while the second term is a constant independent of the SNR. Therefore, for every 3dB increase in SNR, there is a 0.5 bits/s/Hz increment on the ergodic capacity. In other words, the achievable per-user multiplexing gain is \( \frac{1}{2} \), which is independent of the number of user pairs. The second term captures two effects. First, the power loss due to the null-space projection operation used in the beamformer and second, the equal power sharing among \( M \) pairs of users. As the number of user pairs increases, the fixed transmission power at the relay is shared by more users.
Hence each user gets a smaller portion of the total power as $M$ increases. This explains why the second term increases logarithmically with $M$. Overall, the single-user ergodic capacity decreases as the number of active user pairs increases, but the individual multiplexing gain obtainable by each user is maintained.

### 4.5 Outage Probability and the Diversity and Multiplexing Tradeoff Analysis

This section presents the analytical results on outage probability and the diversity and multiplexing tradeoff of the proposed NC-SM schemes. Since symmetric channels are considered, the analysis of single-user outage performance is adequate. Define the outage probability, $P(I < R)$, as the probability that the mutual information of a user falls below the individual target data rate $R$. The outage performance of the proposed null-space vector selection scheme is analysed, for two obvious reasons. First, it is the generalisation of the proposed protocol to the case $N \geq 2M - 1$, which includes both case I and case II. For example, when $N = 2M - 1$, the proposed null-space vector selection scheme reverts to the proposed scheme in case I. Second, the proposed null-space vector selection scheme is a lower bound for the proposed coherent combining scheme. This argument is verified in the numerical results section. The following theorem captures the outage probability of the proposed NC-SM schemes.

**Theorem 4.2.** The single-user outage probability of the proposed NC-SM schemes is

$$
P(I < R) = \left(1 - \exp\left(-(2M + 1)\sigma^2 \zeta\right) \omega K_1(\omega)\right)^{N-2(M-1)},
$$

(4.24)

where $\omega = 2\sigma^2 \sqrt{M(M + 1)\zeta^2 + M\zeta}$ and $\zeta = 2^R - 1$.

**Proof.** Refer to Appendix B. \qed
Remark for Theorem 4.2

At fixed data rate $R$, the auxiliary variable $w \rightarrow 0$ when $\sigma^2 \rightarrow 0$. Using the approximation for the exponent, i.e. $\exp(-x) \approx 1 - x$ and also the approximation for the modified Bessel function of second kind, i.e. $K_1(x) \approx \frac{1}{x}$, one can obtain the high SNR approximation of the outage probability

$$P(I < R) \approx \left((2M + 1)\sigma^2 \zeta\right)^{\frac{N-2(M-1)}{2}}.$$ (4.25)

Representing the mean SNR as $\gamma_0 = \frac{1}{\sigma^2}$, it is readily shown that the outage probability decays as $\frac{1}{\gamma_0^{N-2(M-1)}}$. The exponent of the SNR defines the rate of decay and it is well-known as the diversity gain. When the diversity gain is higher, the outage probability decays faster with increasing SNR.

The diversity gain achieved by the proposed NC-SM schemes is $N - 2M + 2$. It is better than the conventional multi-user zero-forcing scheme. Since the analytical outage probability of the zero-forcing scheme in [12] is not available, we have to make a comparison with the conventional zero-forcing receiver [52] used in MIMO channels with $2M$ transmitter antennas and $N$ receiver antennas.

Provided that $N \geq 2M$, the diversity gain achieved by each substream in zero-forcing receiver is $N - 2M + 1$. Clearly, the proposed NC-SM schemes deliver additional diversity gain as compared to the MIMO zero-forcing receiver, thanks to the beamformer design which only removes the co-channel interference caused by other user pairs. In comparison with the multiple-input and single-output (MISO) upper bound which has optimal diversity gain of $N$, the loss of diversity gain experienced by the proposed scheme due to the block-diagonalisation is $2M - 2$. This is lower than the loss of $2M - 1$ suffered by conventional zero-forcing scheme.

Similar to the MIMO channels, there is a fundamental tradeoff between the rate and reliability in the multi-pair, bidirectional relay channels. In order to quantify this relationship, we derive the diversity and multiplexing tradeoff for the proposed NC-SM schemes. Recall that the diversity and multiplexing gain can be defined as [29]

$$d \triangleq -\lim_{\gamma_0 \to \infty} \frac{\log \left[P_e(\gamma_0)\right]}{\log \gamma_0} \quad \text{and} \quad r \triangleq \lim_{\gamma_0 \to \infty} \frac{R(\gamma_0)}{\log \gamma_0},$$ (4.26)

where $P_e$ is the maximum likelihood (ML) probability of detection error, $R$ is the target data rate in
bits/Hz/s, \( \gamma_0 \) is the mean SNR and in our case \( \gamma_0 = \frac{1}{\sigma^2} \). The outage probability is used to obtain the diversity and multiplexing tradeoff because the ML error probability is tightly bounded by the outage probability at high SNR. Using the result from Theorem 4.2, one obtains the following corollary which quantifies the diversity and multiplexing tradeoff of the proposed NC-SM schemes.

**Corollary 4.1.** The achievable per-user diversity and multiplexing tradeoff of the proposed NC-SM schemes is

\[
d(r) = (1 - 2r)(N - 2M + 2), \quad 0 \leq r \leq 1,
\]

provided that \( N \geq 2M - 1 \).

**Proof.** As shown in the remark of Theorem 4.2, the high SNR approximation for the outage probability can be written as

\[
P(\mathcal{I} < R) \approx \left( (2M + 1) \sigma^2 \zeta \right)^{N - 2(M - 1)}.
\]

Substituting \( R = r \log_2 (\gamma_0) \) into (4.28), one obtains the following

\[
P(\mathcal{I} < R) \approx \left( (2M + 1) \left( \frac{1}{\gamma_0} \right) \left( \gamma_0^{2r} - 1 \right) \right)^{N - 2(M - 1)}
\]

\[
\approx \gamma_0^{-(1 - 2r)(N - 2(M - 1))}.
\]

From the exponential equality, the diversity and multiplexing tradeoff of the proposed NC-SM scheme is readily shown as

\[
d(r) = (1 - 2r)(N - 2M + 2),
\]

and the corollary is proved.

**Remark for Corollary 4.1**

The maximum diversity gain (when \( r = 0 \)), describes how fast the outage probability decays with the SNR at fixed data rate. This maximum diversity gain of \( N - 2M + 2 \) is in line with Theorem 4.2. On the other extreme, the maximum multiplexing gain (when \( d = 0 \)), describes how the data rate
grows with the SNR at fixed outage probability. The multiplexing gain of $1/2$, achievable by each user is independent of the number of user pairs $M$. This agrees with the result in Theorem 4.1. The multiplexing gain of $1/2$ is indeed the best possible gain that can be achieved in the half duplex, two-way relay channels being studied. The total multiplexing gain achievable in the network is the sum of all individual multiplexing gain, which is equal to $M$. Both the individual and network multiplexing gains of the proposed NC-SM schemes outperform the existing schemes in [12] (when $N < 2M$) and [57], which are designed for single-pair and extended to multi-pair using time sharing between pairs. The per-user multiplexing gain achievable by comparable schemes [12, 57] with time sharing between pairs is $1/2M$, which decreases as $M$ gets larger. The detailed comparisons are shown in the next section. The simultaneous increase of data rate (positive $r$) and reliability (positive $d$) is possible in the proposed NC-SM schemes, as long as the diversity and multiplexing tradeoff in (4.27) is satisfied. The proposed NC-SM schemes achieve better diversity and multiplexing tradeoff than the zero-forcing scheme (when $N \geq 2M$) for all data rates. Furthermore, the proposed NC-SM schemes offer better tradeoff at high data rate region as compared to the diversity gain optimal scheme, the maximal ratio reception-transmission (MRR-MRT) scheme [57]. These arguments are justified by the simulation results in the next section. Note that the analytical results on the outage probability and the diversity and multiplexing tradeoff of the existing schemes are not available in the literature, which prevent direct analytical comparison. Until this point, the optimal diversity and multiplexing tradeoff for the multi-pair, two-way relay channels with a half duplex constraint remains an open problem.

### 4.6 Numerical Results

This section presents several Monte Carlo simulation results on the single-user ergodic capacity and single-user outage probability, in order to validate the analytical results and assess the performance of the proposed NC-SM schemes in comparison with existing methods. All schemes assume equal power allocation to enable fair comparisons.

Figure 4.2 shows the single-user ergodic capacity versus SNR of the proposed NC-SM scheme for case I, i.e. $N = 2M - 1$. The curve generated using Monte Carlo simulation is compared with the analytical bounds in Theorem 4.1. The number of user pairs is fixed at $M = 2$ while the number
of antennas at the relay is fixed at $N = 3$. The analytical upper and lower bounds approximate the ergodic capacity very well, starting from medium to high SNR, i.e. $\text{SNR}>15\text{dB}$. Recall that the slope of the ergodic capacity curve characterises the multiplexing gain. The simulation result agrees with the analytical bounds that the proposed NC-SM scheme can achieve per-user multiplexing gain of $1/2$ (or a total multiplexing gain of $M$).

Figure 4.3 compares the single-user ergodic capacity versus SNR of the proposed NC-SM scheme and three comparable AF based schemes for case I, i.e. $N = 2M - 1$. The fixed parameters are $M = 2$ and $N = 3$. The baseline schemes: 1. pure AF, 2. MRR-MRT [57], and 3. zero-forcing [12]. The baseline schemes are extended to multi-pair using time sharing between pairs. Note that the zero-forcing [12] cannot support all user pairs simultaneously because the zero-forcing criterion requires $N \geq 2M$. It can be observed that from medium to high SNR, i.e. $\text{SNR}>17\text{dB}$, the ergodic capacity of the proposed NC-SM scheme outperforms all existing AF based schemes. At high SNR, i.e. $\text{SNR}=30\text{dB}$, significant capacity gains of 36%, 45% and 75% are obtained by the proposed NC-SM scheme in comparison with the MRR-MRT, zero-forcing, and the pure AF schemes respectively. The proposed protocol demonstrates that spatial multiplexing across different pairs coupled with network
Figure 4.3: Single-user ergodic capacity versus SNR \((1/\sigma^2)\) of various schemes when \(M = 2\) and \(N = 3\).

coding within same pair is spectrally more efficient. By observing the slope of the curves, it is obvious that the proposed NC-SM scheme delivers the highest multiplexing gain among all schemes, thanks to the efficient use of the available degrees of freedom to spatially support multiple user pairs. At low SNR, a system supporting only single-stream, i.e. MRR-MRT, performs better than spatial multiplexing system such as the proposed scheme. Recall that at low SNR, allocating all of the transmission power to the best subchannel (corresponds to single-stream system) is better than distributing the power among all subchannels (corresponds to spatial-multiplexing system) [18].

Figure 4.4 shows the single-user ergodic capacity versus SNR of the proposed NC-SM schemes in comparison with the existing AF based schemes, for case II, i.e. \(N \geq 2M\). The fixed parameters are \(M = 2\) and \(N = 4\). Recall that in case II, the proposed NC-SM beamformer uses either the null-space vector selection or coherent combining of null-space vectors. The comparable schemes are MRR-MRT, zero-forcing, BD-SVD [10], PA-MF and PA-SDR [9]. All comparable schemes are able to support all user pairs simultaneously (spatial multiplexing), except for the MRR-MRT which uses time-sharing between pairs. From Figure 4.4, it can be observed that all schemes supporting spatial multiplexing achieve higher ergodic capacity and higher multiplexing gain when compared with the scheme based on time sharing between pairs (MRR-MRT scheme). All spatial multiplexing
schemes achieve the same multiplexing gain, evident from the slope of ergodic capacity curves. It can be observed that block-diagonalisation based schemes (including proposed NC-SM schemes, BD-SVD, PA-MF and PA-SDR) are able to achieve higher ergodic capacity for any fixed SNR, or deliver power gain for any fixed ergodic capacity, when compared with the zero-forcing scheme. Among all block-diagonalisation based schemes, the proposed NC-SM with coherent combining delivers the best performance. The PA-SDR scheme performs close to the proposed NC-SM with coherent combining, but it comes at the cost of higher computational complexity. The higher complexity of PA-SDR is due to the use of semi-definite programming in computing the multicast vectors [58]. The NC-SM with null-space vector selection, is about 2 dB away from the coherent combining scheme. Notice that the PA-MF and BD-SVD schemes do not perform better than the proposed null-space vector selection scheme. Similar to Figure 4.3, MRR-MRT dominates at low SNR.

Besides providing ergodic capacity improvement, block-diagonalisation offers higher diversity gain as compared to the zero-forcing scheme. The diversity gain achieved by the proposed NC-SM schemes can be verified from the outage probability versus SNR curves shown in Figure 4.5. The fixed parameters are $M = 2$, $N = 4$, and $R = 2$ bits/s/Hz. Generally, the proposed NC-SM scheme
with coherent combining achieves the lowest outage probability. For example, at SNR=25dB, the proposed scheme with coherent combining achieves 2% outage while the zero-forcing scheme suffers from 20% outage. In addition, for fixed outage probability, the proposed NC-SM schemes offers significant power saving if compared to the zero-forcing scheme. For instance, the proposed NC-SM with coherent combining requires 10dB less power than the zero-forcing scheme to maintain 1% outage. The PA-SDR scheme performs close to the proposed NC-SM with coherent combining while the NC-SM with selection is about 2.5dB away from the best scheme. Recall that the slope of the outage probability curve characterises the diversity gain. The steeper the outage probability curve, the higher the diversity gain is. The proposed NC-SM schemes (both selection and coherent combining schemes) and the PA-SDR are able to achieve a higher diversity gain as compared to the BD-SVD, PA-MF and zero-forcing schemes. The BD-SVD and PA-MF schemes are not able to extract the additional diversity gain offered by block-diagonalisation, due to the non-coherent combining of the diversity streams. Although the PA-SDR scheme is able to extract all the diversity gain, it suffers from high computational complexity. The proposed NC-SM schemes have lower complexity while being able to achieve all the diversity gain offered by block-diagonalisation.
The next simulation reveals the tradeoff between rate and reliability between several schemes. The curves for outage probability versus target data rate $R$, are shown in Figure 4.6. The fixed parameters are $M = 2$, $N = 4$ and SNR=30dB. The pure AF and MRR-MRT schemes use time sharing between pairs while the zero-forcing and the proposed schemes employ spatial multiplexing. Both the proposed NC-SM with selection and the proposed NC-SM with coherent combining achieve a lower outage probability when compared with the zero-forcing and the pure AF schemes, at all target data rates. For instance, when the outage probability is fixed at 5%, the proposed NC-SM with coherent combining supports a data rate up to 3bits/s/Hz, delivering data rate enhancements of 75% and 200% when compared to the zero-forcing and pure AF scheme respectively. The proposed NC-SM with selection performs close to the proposed NC-SM with coherent combining. Although the zero-forcing scheme also supports spatial multiplexing, it still underperforms the proposed schemes. This is because the zero-forcing scheme has lower diversity gain as compared to the proposed schemes. In general, the proposed schemes have better diversity and multiplexing tradeoff when compared with existing zero-forcing scheme and pure AF scheme. Besides that, the proposed schemes outperform the MRR-MRT at the high data rate region, i.e. $R > 2$ bits/s/Hz. As an example, at a fixed data rate, i.e. $R = 3$
bits/s/Hz, the proposed NC-SM with coherent combining is able to maintain 4% outage while the MRR-MRT scheme completely fails. Although the MRR-MRT scheme has the highest diversity gain as compared to all other schemes, it suffers from poor outage performance at high data rate region. In fact, its per-user multiplexing gain is only $1/2M$ due to the use of time sharing between pairs.

From an implementation perspective, having a system that is able to support a higher data rate at a reasonable outage probability is certainly preferable to a system that delivers lower outage probability but operates at a very low data rate. This can be illustrated using the following expression

$$R_T = R \times (1 - P(\mathcal{I} < R)), \quad (4.31)$$

where $R_T$ is the real throughput, $R$ is the target data rate and $P(\mathcal{I} < R)$ is the outage probability. For a fixed $P(\mathcal{I} < R)$, the real throughput $R_T$ produced by the proposed schemes is much better than the MRR-MRT scheme due to the ability of the proposed schemes to support higher target data rate $R$. Along this line, the proposed NC-SM schemes are desirable since they offer better diversity and multiplexing tradeoff at high data rate region. Although not included in the figure, it can be easily verified that the PA-SDR has similar tradeoff performance as the proposed NC-SM schemes, while PA-MF and BD-SVD have similar tradeoff performance as the zero-forcing scheme.

### 4.7 Chapter Conclusion

In this chapter, an analogue network coding protocol for the multi-pair, two-way relaying channel has been proposed. The proposed protocol combines analogue network coding and spatial multiplexing, which allows both the relay and the users to participate in interference cancellation. The proposed beamforming schemes yield significant improvements in terms of ergodic capacity and outage probability. The developed analytical bounds approximate the ergodic capacity closely and show that the proposed beamforming scheme achieves higher multiplexing gain than existing schemes. The analytical results for the outage probability quantifies the diversity gain and proves that the proposed beamforming schemes are able to extract all additional diversity gain offered by block-diagonalisation as compared to zero-forcing. The derived diversity and multiplexing tradeoff reveals the superior rate and reliability tradeoff offered by the proposed beamforming schemes. Simulation results agree with
the analytical results that the proposed beamforming schemes achieve higher ergodic capacity, lower outage probability and better diversity and multiplexing tradeoff than comparable schemes.
Chapter 5

Joint Beamforming and Power Management for the MIMO Two-Way Relaying Channel

In the previous chapter, it is shown that a multi-antenna relay with suitably designed receive and transmit beamforming matrices is able to improve the throughput and the reliability of the information exchange channels with multiple pairs of single-antenna users. This chapter considers the information exchange channel where not only the relay but also the user pairs are equipped with multiple antennas. The multiple antennas available at the users and the relay provide an additional dimension to improve the data rate of the two-way information exchange channel. In particular, a low-complexity joint beamforming and power management scheme is proposed in this chapter to improve the sum-rate of the network. The proposed beamformers first align the channel matrices of the user pair and then decompose the aligned channel into parallel subchannels. Two power management issues, i.e. power allocation and power control are addressed. First, a sum-rate optimising power allocation is proposed to allocate power between all subchannels and nodes. Second, a quality of service (QoS) satisfying power control is proposed to minimise the total transmission power in the network. Simulation results justify that the proposed schemes deliver better sum-rate performance or consume lower transmission power, when compared to existing schemes.
5.1 Chapter Introduction

Two-way relaying is a spectrally efficient technique to enable information exchange between two users. Two-way relaying protocols such as those based on decode-and-forward (DF) relaying [4], amplify-and-forward (AF) relaying [5], and estimate-and-forward (EF) relaying [6] are able to fulfill two-way information exchange in just two phases. Specifically, both users transmit concurrently in the same channel during the first phase while the relay broadcasts the processed mixture to both users in the second phase. Each user utilizes the knowledge of the previously transmitted message known as self interference, to decode the received mixture. In comparison, conventional one-way relaying consumes four orthogonal channel uses to complete the information exchange due to half duplex constraint.

For practical considerations, non-regenerative relaying, i.e. AF relaying, is desirable when compared to other relaying methods. This is due to the fact that non-regenerative relaying has lower complexity, lower processing delay and incurs lower signal processing power if compared to regenerative relaying, i.e. DF and EF relaying. Attracted by the benefits of multiple antennas in enhancing the system capacity and reliability, subsequent works on non-regenerative two-way relaying extend to the multi-antenna scenario. Reference [57] and [13] consider the sum-rate optimising AF based beamforming and power allocation at the relay, for the case where only the relay is equipped with multiple antennas. Reference [60] studies the case where multiple relays are used to assist the information exchange and proposes a sum of mean-squared-error (MSE) minimising relay precoder subject to total power constraint at the relays. Reference [61] then generalises the scenario to include multiple pairs of single-antenna users and demonstrates that AF based beamforming at the relay is able to address co-channel interference and improve throughput and reliability.

Meanwhile, [12] and [62] look into the case with a single pair of multi-antenna users and a non-regenerative multi-antenna relay. Reference [12] proposes a sum-rate maximising beamforming design at the relay subject to a fixed power constraint. However, the number of antennas required at the relay is twice the number of antennas needed at each user, due to the zero-forcing criterion. The self interference cancellation capability at user nodes which reduces the requirement on the number of antennas at the relay is not utilised in [12]. [62] studies the joint design of beamformer at the relay and decoder at the users to minimise the sum MSE, subject to individual power constraint at each
The joint design of transmit and receive beamformers in the MIMO two-way relaying channel are studied in [14] and [15]. It is recognised in [14] and [15] that the sum-rate expression is not jointly concave with respect to the transmit and receive beamforming matrices, which complicates the optimisation of the beamforming matrices. Reference [14] proposes an iterative searching algorithm based on gradient descent method to find the locally optimal solution for the beamformers at the users and relay satisfying individual power constraints with equality. The algorithm has to be repeated extensively with different starting points in order to increase the probability of finding the best local optimal solution which corresponds to the global optimal solution. The use of multiple relays is also studied in [14]. Meanwhile, [15] proposes an alternate optimisation technique which combines searching algorithms and convex optimisation techniques to find locally optimal beamformers at the users when beamformer at the relay is fixed, and vice versa until convergence is reached. Similar to [14], the algorithms proposed in [15] to find locally optimal solutions have to be repeated multiple times to increase the probability of reaching global optimal solution. One major drawback of the algorithms proposed in [14] and [15] is the expensive computation cost involved in determining the beamforming matrices. The problem dimension of the algorithms in [14] and [15] which grows quadratically with the number of antennas increases the computational complexity significantly when the number of antennas is large. Another shortcoming is the high computation overhead involved following the fact that both [14] and [15] require an extensive repetition of a local optimisation procedure with different initial points to achieve global optimal solution. In addition, [14] and [15] only consider the case where each node is subject to fixed individual power constraints. The possible performance gain of implementing joint power allocation at all nodes subject to a total network power constraint remains unexplored.

The joint power allocation problem has been investigated in a one-way relaying scenario, e.g. in [16] and [17]. It is agreed by both [16] and [17] that the joint power allocation problem for the non-regenerative MIMO one-way relaying is neither concave nor convex. Reference [16] proposes a high signal-to-noise ratio (SNR) approximation to convert the non-concave sum-rate optimising objective into concave form which can be solved using convex optimisation techniques [20]. Reference [17] derives the convex MSE bounds for the receiver, which are used to approximate the original sum-rate optimising or MSE minimising objective function. However, the solutions cannot be directly applied
to a two-way relaying scenario due to the fundamental difference in the transmission protocol. In two-way relaying, the relay receiver needs to account for the superposition of the transmissions from both users while the transmit beamformer at the relay needs to forward information to both users simultaneously. It is remarked in [14] that channel decomposition for substream power allocation, i.e. water-filling, is not possible in MIMO two-way relaying channels\(^1\). Furthermore, the joint transmit and receive beamforming design in MIMO two-way relaying channels involves all three nodes in the network. In one-way relaying, only the source and relay are involved in transmit beamforming while the relay and destination participate in receive beamforming.

On the other hand, the capability of the MIMO system to support multiple parallel substreams enables spatial multiplexing of several traffic streams with various predefined QoS [63]. The QoS constraints can be target SNR, target data rates, target error rates, etc. The QoS requirement depends on the type of traffic. For instance, in a multimedia application, real-time video traffic requires higher target data rates than real-time audio traffic. In certain applications, i.e. real-time control, real-time surveillance, etc, successful information delivery defined by the QoS constraints is more important than the power constraints. All these lead to the problem of fulfilling the QoS constraints with the lowest amount of power [63]. Reference [64] studies the power control (power minimisation) problem, subject to SNR constraints for the MIMO one-way relaying channel, while [65] investigates the joint beamforming and power control problem, subject to per-user signal-to-interference-and-noise ratio (SINR) constraints for the multi-user MIMO one-way relaying channel. Nonetheless, the power control problem with QoS constraints in the MIMO two-way relaying channel remains unexplored.

This chapter considers a two-way relaying scenario consists of a pair of multi-antenna users and a non-regenerative multi-antenna relay, all equipped with \(M\) antennas. A joint transmit and receive beamforming design which enables network power allocation and power control is proposed. Firstly, the joint transmit and receive beamformers at all nodes are designed to ensure that each subchannel of user 1 and user 2 are aligned in the same signal subspace. Secondly, the singular value decomposition (SVD) is performed to decompose the aligned channel matrices of user 1 and 2 into \(M\) parallel subchannels, where each subchannel contains the mixture of user 1’s and user 2’s messages. The proposed beamforming design facilitates the investigation of two power management problems: 1. the joint power allocation problem which maximises the sum-rate, subject to a predefined total power

\(^1\)Despite the negative remark in [14], this chapter demonstrates that channel decomposition is possible through the transmit and receive beamforming design detailed in Section 5.3
constraint in the network; 2. the joint power control problem which minimises the total transmit
power consumption in the network, subject to preset QoS constraints, i.e. target data rates. Problem
1 and Problem 2 are also known as rate adaptive loading and margin adaptive loading respectively.
Such network power allocation and power minimisation are critical in limiting the total interference
incurred to a coverage area which is often regulated by the authority.

In this chapter, the power allocation formulation which allows users and relay to jointly allocate
power to each substream in order to optimise the sum-rate of the network, is shown to have non-
concave utility. In order to enable the problem to be solved efficiently using convex optimisation
techniques [20], a concave upper bound is derived to approximate the original non-concave objective
function. On the other hand, the power control formulation which minimises the total transmission
power in the network while satisfying the rate constraints is in the form of geometric program. The
geometric program is transformed into convex form solvable using convex optimisation techniques.
Numerical results evaluating the performance of the proposed scheme and studying the relationship
between ergodic sum-rate and parameters such as SNR, number of antennas, and path loss are pre-
sent. The results show that the ergodic sum-rate of the proposed scheme significantly outperforms
the baseline scheme, DF MIMO one-way relaying. Numerical results on the power control problem
are also included to justify the performance of the proposed scheme and to reveal the relationship be-
 tween the average total network transmission power and parameters such as SNR and target data rates.
The results fully support the claim that the proposed scheme is more energy efficient in satisfying the
QoS constraints, when compared to the baseline scheme.

The rest of the chapter is organised as follows. The system model and protocol description are
presented in Section 5.2 while the beamforming design is discussed in Section 5.3. In Section 5.4, the
joint power allocation problem is investigated while in Section 5.5, the joint power control problem
is studied. Section 5.6 covers the numerical simulation results. Section 5.7 concludes the chapter.

5.2 System Model and Protocol Description

Consider a scenario where two multi-antenna users wish to exchange information with the help of a
non-regenerative, multi-antenna relay. The full spatial multiplexing case where all nodes are equipped
with \( M \) antennas is of interest. This configuration commonly occurs in ad hoc and sensor networks
where nodes have the same number of antennas and the relay is selected from idle users in the network. Figure 5.1 shows an example of the two-way relaying channel with $M = 2$. All channels undergo i.i.d. quasi-static Rayleigh fading and assume channel reciprocity. The receiver is corrupted by circularly symmetric additive white Gaussian noise. The half duplex constraint is assumed throughout the chapter and it is realised through time division duplexing.

### 5.2.1 Initialisation

Prior to the proposed information exchange protocol, the initialisation phase takes place in order to enable all nodes to estimate the channels. The proposed two-way relaying protocol requires the relay to have full knowledge of the channel state information (CSI) of both relay-to-user channels, while each user knows his and his partner’s user-to-relay channels\(^2\). Utilising channel reciprocity, the CSI can be obtained using the open loop method [22], which can be accomplished within $3M + 1$ time slots. First, the relay uses $M$ time slots to broadcast pilot sequences for both users to estimate their respective user-to-relay channel. Then, each user spends $M$ time slots to broadcast pilot sequences so that the relay can estimate both relay-to-user channels. Finally, the relay consumes 1 time slot to broadcast the superposition of both users’ CSI. Each user utilises the knowledge of his local CSI to decode his partner’s CSI. In comparison, conventional DF MIMO one-way relaying with receiver CSI requires $3M$ time slots in order to enable all nodes to estimate their receiver CSI. The proposed

---

\(^2\)Having the CSI of the partnering channel (partner’s user-to-relay channel) not only enables each user to decode the information from his partner, but also facilitates each user to calculate suitable power allocation or power control factors to optimise the overall performance in the network.
two-way relaying protocol only requires one extra time slot in acquiring the desired CSI.

5.2.2 Transmission Protocol

The proposed transmission protocol can be described in two time slots. Figure 5.1 summarises the transmission flow of the proposed protocol. In the first time slot, both users transmit the linear precoded information vector to the relay, i.e. user \( i \) transmits \( F_i x_i \) where \( F_i \in \mathbb{C}^{M \times M} \) is the transmit beamforming matrix of user \( i \) and \( x_i \in \mathbb{C}^{M \times 1} \) is the information bearing vector of user \( i \) with normalised covariance, i.e. \( E [x_i x_i^H] = I_M \). The design of \( F_i \) will be discussed in the following section.

The signal observed by the relay can be expressed as

\[
 r = H_1 F_1 x_1 + H_2 F_2 x_2 + n_r, \tag{5.1}
\]

where \( H_i \in \mathbb{C}^{M \times M} \) is the channel from user \( i \) to the relay and \( n_r \in \mathbb{C}^{M \times 1} \) is the noise vector observed by the relay. In the second time slot, the relay broadcasts the linear precoded observation to both users, i.e. \( W r \) where \( W \in \mathbb{C}^{M \times M} \) is the joint receive and transmit beamforming matrix at the relay and \( r \in \mathbb{C}^{M \times 1} \) is the observation in the first time slot, expressed in (5.1). The relay beamforming matrix \( W \) will be discussed in the following section. The signal received by user \( i \) is

\[
 y_i = H_i^T W (H_1 F_1 x_1 + H_2 F_2 x_2 + n_r) + n_i, \tag{5.2}
\]

where \( n_i \in \mathbb{C}^{M \times 1} \) is the noise vector observed by user \( i \). Each user performs linear post-processing to the received mixture broadcast by the relay, i.e. user \( i \) calculates \( G_i y_i \) where \( G_i \in \mathbb{C}^{M \times M} \) is the receive beamforming matrix for user \( i \). Self interference of user \( i \) contains the information transmitted by user \( i \) himself in the previous time slot, i.e. \( G_i H_i^T W H_i F_i x_1 \) is the self interference of user 1. Using the principle of analogue network coding [5], the self interference is subtracted from the mixture and the desired information vector can be decoded. Writing \( A_i = G_i H_i^T W H_i F_i \) and \( B_i = G_i H_i^T W \), and assume Gaussian channel coding, the mutual information of user \( i \) can be expressed as

\[
 R_i = \frac{1}{2} \log_2 \left( \det \left( I_M + A_i A_i^H \left( \sigma_r^2 B_i B_i^H + \sigma_i^2 G_i G_i^H \right)^{-1} \right) \right), \tag{5.3}
\]
where $\sigma_r^2$ is the receiver noise power at the relay, $\sigma_i^2$ is the receiver noise power at user $i$ and the subscript $\bar{i}$ is used to denote the complement of $i$, i.e. when $i = 1$, $\bar{i} = 2$. The pre-log factor reflects the two time slots used to complete the information exchange.

5.3 Beamforming Design

In this section, the proposed low-complexity design of transmit beamformer at the users $F_i$, $\forall i = \{1, 2\}$, joint receive and transmit beamformer at the relay $W$ and receive beamformer at the users $G_i$, $\forall i = \{1, 2\}$ are described. The objective of the beamforming design is to decompose the channels into $M$ parallel subchannels, which not only facilitates substream power allocation and power control, but also enables the use of simple SISO decoders at the users.

5.3.1 Design of $F_i$

Recall that in a conventional point-to-point MIMO system, the optimal transmit and receive beamformers are designed by means of singular value decomposition (SVD), such that the channel matrix is decomposed into parallel subchannels (or eigen-modes) to enable optimal power sharing among subchannels [22]. However, this cannot be directly implemented in the two-way relaying scenario considered here, as mentioned in [14]. This is due to the fact that the relay (acts as MIMO receiver) is not able to simultaneously separate the subchannels from user 1 and user 2 which have different channel directions.

To address the above issue, subchannel alignment is proposed in the design of $F_i$ to ensure that $k$th subchannel of user 1 and $k$th subchannel of user 2 occupy the same signal subspace. Specifically, the following structure for the transmit beamformer of user $i$ is proposed

$$F_i = \tilde{F}_i V_i \Sigma_i,$$  \hspace{0.5cm} (5.4)

where alignment matrix $\tilde{F}_i \in \mathbb{C}^{M \times M}$ is obtained from subchannel alignment$^3$.  

$$H_1 \tilde{F}_1 = H_2 \tilde{F}_2.$$  \hspace{0.5cm} (5.5)

$^3$Note that $\tilde{F}_i$ is not unique. However, multiplication of $\tilde{F}_i$ with a unitary matrix (rotation matrix) does not change the singular values of the effective channels, i.e. $\Lambda_i$ remains the same.
The subchannel alignment problem can be solved as follows,

\[
\begin{bmatrix}
\tilde{F}_1 \\
-\tilde{F}_2
\end{bmatrix} = \text{null}\left(\begin{bmatrix} H_1 & H_2 \end{bmatrix}\right),
\]

(5.6)

where the computation of the null-space vectors can be found in [27]. Matrix \( V_i \in \mathbb{C}^{M \times M} \) in (5.4) is the right singular matrix obtained from the SVD of \( H_i \tilde{F}_i \), i.e. \( H_i \tilde{F}_i = U_i \Lambda_i V_i^H \) where \( U_i \in \mathbb{C}^{M \times M} \) is the left singular matrix and \( \Lambda_i \in \mathbb{R}^{M \times M} \) is the diagonal matrix of singular values. The diagonal matrix \( \Sigma_i \in \mathbb{R}^{M \times M} \) in (5.4) is the transmit power allocation matrix of user \( i \). The transmit power consumption of user \( i \) is \( ||F_i||_F^2 \). Due to subchannel alignment in (5.5), \( U_1 \Lambda_1 V_1^H = U_2 \Lambda_2 V_2^H \). The subscripts of \( U_i \Lambda_i V_i^H \) are omitted for simplicity of notation. The received signal at the relay in (5.1) reduces to

\[
r = U \Lambda (\Sigma_1 x_1 + \Sigma_2 x_2) + n_r.
\]

(5.7)

### 5.3.2 Design of W

The design of joint receive and transmit beamformer \( W \) ensures that the received signal in (5.7) can be decomposed into parallel streams. To achieve the objective of subchannel decomposition, the following structure is proposed

\[
W = U^* \Sigma_r U^H,
\]

(5.8)

where \( U \) is the left singular matrix of \( H_i \tilde{F}_i \), diagonal matrix \( \Sigma_r \in \mathbb{R}^{M \times M} \) is the transmit power allocation matrix at the relay. Notice that the use of subchannel alignment discussed in the previous subsection enables the relay to decompose the channels of user 1 and user 2 simultaneously. The total transmit power consumption at the relay is \( ||WH_1 F_1||_F^2 + ||WH_2 F_2||_F^2 + \sigma_r^2 ||W||_F^2 \), where \( \sigma_r^2 \) is the noise power in Watts at the relay.
5.3.3 Design of $G_i$

The design of the receive beamformer $G_i$ is to ensure that the received signal in (5.2) can be decomposed into parallel streams. Specifically, the following structure is proposed

$$G_i = V^T \tilde{F}_i^T,$$  \hspace{1cm} (5.9)

which is the transposition of the transmit beamforming matrix $F_i$ but without the power allocation matrix. The signal received by user $i$ in (5.2) after the receive beamforming in (5.9) is applied simplifies to

$$G_i y_i = \Lambda^2 \Sigma_r (\Sigma_1 x_1 + \Sigma_2 x_2) + \tilde{n}_i,$$  \hspace{1cm} (5.10)

where $\tilde{n}_i = \Lambda \Sigma_r U^H n_r + V^T \tilde{F}_i^T n_i$ is the effective noise observed by user $i$. As described in Section 5.2, each user is able to decode the desired information by subtracting the self interference from the mixture. For instance, user 1 is able to decode $x_2$ by subtracting the self interference, $\Lambda^2 \Sigma_r \Sigma_1 x_1$, from the received mixture.

5.4 Joint Power Allocation

This section investigates the joint power allocation problem of the proposed beamforming scheme. Firstly, the SNR of each subchannel is derived. Secondly, the joint power allocation problem is formulated using the sum-rate criterion and the convexity of the optimisation problem is verified. Since the objective function is non-concave, an upper bound is derived to approximate the original objective function. The last subsections discuss the proposed power allocation strategies, baseline schemes and a comparable scheme.

5.4.1 Subchannel SNR Derivation

From (5.10), it can be observed that the channel matrices are decomposed into $M$ parallel subchannels. In this subsection, the SNR of each subchannel is derived. Denote the transmit power allocation matrix of user 1, $\Sigma_1 = \text{diag}(\sqrt{a_1}, \ldots, \sqrt{a_M})$, the transmit power allocation matrix of
user 2, $\Sigma_2 = \text{diag}(\sqrt{b_1}, \ldots, \sqrt{b_M})$, the transmit power allocation matrix of the relay, $\Sigma_r = \text{diag}(\sqrt{c_1}, \ldots, \sqrt{c_M})$, the diagonal matrix of singular values, $\Lambda = \text{diag}(\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_M})$, and $\hat{F}_i = \hat{F}_i V_i$. The variables $a_k$, $b_k$, and $c_k$ represent the $k$th substream power allocation factors for user 1, user 2 and the relay respectively. Assuming a SISO decoder is used to decode each parallel stream, the SNR of the $k$th subchannel of user 1 can be expressed as follows,

$$\gamma_{1,k} = \frac{\lambda_k^2 b_k c_k}{\sigma_1^2 \lambda_k c_k + \sigma_1^2 \sum_{j=1}^M |\hat{F}_1(j, k)|^2},$$

(5.11)

where $\sigma_1^2$ is the noise power at user 1 receiver. Similarly, the SNR of the $k$th subchannel of user 2 can be written as

$$\gamma_{2,k} = \frac{\lambda_k^2 a_k c_k}{\sigma_r^2 \lambda_k c_k + \sigma_2^2 \sum_{j=1}^M |\hat{F}_2(j, k)|^2},$$

(5.12)

where $\sigma_2^2$ is the noise power at user 2 receiver. Assuming Gaussian channel coding, the instantaneous data rate (or mutual information) of user $i$ can be expressed as

$$R_i = \frac{1}{2} \sum_{k=1}^M \log_2 \left(1 + \gamma_{i,k}\right),$$

(5.13)

where the pre-log factor reflects the two time slots used to complete the information exchange. In realistic wireless system using practical channel coding scheme, the instantaneous data rate of user $i$ can be modified as

$$R_i' = \frac{1}{2} \sum_{k=1}^M \log_2 \left(1 + \frac{\gamma_{i,k}}{\Gamma}\right),$$

(5.14)

which includes the SNR gap $\Gamma$ to account for the target error probability and the specific channel coding scheme [25]. The SNR gap has a typical value of $\Gamma \geq 1$ where the special case $\Gamma = 1$ corresponds to the upper bound in (5.13) where Gaussian coding is used. Since $\Gamma$ is independent of the channel, the formulation in this chapter assumes $\Gamma = 1$ without loss of generality.

### 5.4.2 Sum-Rate Optimisation

Sum-rate criterion, i.e. $R_1 + R_2$, is the optimisation utility used in this chapter. All transmissions in the network are subject to a total network power constraint $P$ in Watts, which can be written as
The joint power constraint is the summation of the transmit power consumption at user 1, user 2 and the relay. The joint power constraint expression can be simplified. Specifically, the transmit power consumption at the relay can be simplified as
\[ \sum_{i=1}^{2} \left( \| \mathbf{F}_i \|_F^2 + \| \mathbf{WH}_i \mathbf{F}_i \|_F^2 \right) + \sigma_r^2 \| \mathbf{W} \|_F^2 \leq P. \] (5.15)

The joint power constraint is the summation of the transmit power consumption at user 1, user 2 and the relay. The joint power constraint expression can be simplified. Specifically, the transmit power consumption at the relay can be simplified as
\[ \| \mathbf{WH}_1 \mathbf{F}_1 \|_F^2 + \| \mathbf{WH}_2 \mathbf{F}_2 \|_F^2 + \sigma_r^2 \| \mathbf{W} \|_F^2 = \sum_{k=1}^{M} \left( \lambda_k a_k c_k + \lambda_k b_k c_k + \sigma^2 c_k \sum_{j=1}^{M} | \mathbf{U}(j,k) |^2 \right). \] Note that \( \sum_{j=1}^{M} | \mathbf{U}(j,k) |^2 = 1. \) Similarly, one can simplify \( \| \mathbf{F}_1 \|_F^2 = \sum_{k=1}^{M} \sum_{j=1}^{M} a_k | \hat{\mathbf{F}}_1(j,k) |^2, \) and \( \| \mathbf{F}_2 \|_F^2 = \sum_{k=1}^{M} \sum_{j=1}^{M} b_k | \hat{\mathbf{F}}_2(j,k) |^2. \) To further simplify the expression, one can represent \( \tilde{a}_k = a_k \sum_{j=1}^{M} | \hat{\mathbf{F}}_1(j,k) |^2, \) \( \hat{b}_k = b_k \sum_{j=1}^{M} | \hat{\mathbf{F}}_2(j,k) |^2 \) and \( \hat{c}_k = c_k (\lambda_k a_k + \lambda_k b_k + \sigma^2) \) are the effective kth substream power allocation factor for user 1, user 2 and the relay respectively.

The joint power allocation problem using sum-rate criterion\(^4\) can be formulated as,

\[
\begin{align*}
\text{maximise} \quad & \quad \frac{1}{2} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{t_{1,k} \hat{b}_k \hat{c}_k}{t_{2,k} \tilde{a}_k + t_{3,k} \hat{b}_k + t_{4,k} \hat{c}_k + t_{5,k}} \right) \\
\text{subject to} \quad & \quad \sum_{k=1}^{M} (\tilde{a}_k + \hat{b}_k + \hat{c}_k) \leq P, \quad \tilde{a}_k \geq 0, \quad \hat{b}_k \geq 0, \quad \hat{c}_k \geq 0, \quad \forall k = \{1, \ldots, M\}, \quad (5.16)
\end{align*}
\]

where the constants \( t_{1,k} = \lambda_k^2, \) \( t_{2,k} = \sigma_k^2 \beta_k, \) \( t_{3,k} = \sigma_1^2 \alpha_k, \) \( t_{4,k} = \sigma_2^2 \beta_k, \) \( t_{5,k} = \sigma_1^2 \sigma_2^2 \alpha_k/\beta_k, \) \( u_{1,k} = t_{1,k} = \lambda_k^2, \) \( u_{2,k} = \sigma_k^2 \beta_k, \) \( u_{3,k} = \sigma_1^2 \alpha_k, \) \( u_{4,k} = \sigma_2^2 \beta_k, \) \( u_{5,k} = \sigma_1^2 \sigma_2^2 \alpha_k/\beta_k, \) \( \alpha_k = \sum_{j=1}^{M} | \hat{\mathbf{F}}_1(j,k) |^2 \) and \( \beta_k = \sum_{j=1}^{M} | \hat{\mathbf{F}}_2(j,k) |^2. \) The optimisation problem can be solved using convex optimisation techniques [20] if the constraints are convex and the objective is concave. The inequality of the power constraint in (5.17) is affine, hence convex (and concave), with respect to all input parameters \( \tilde{a}_1, \ldots, \tilde{a}_M, \hat{b}_1, \ldots, \hat{b}_M, \hat{c}_1, \ldots, \hat{c}_M. \) However, it can be shown that the objective function in (5.16) is non-concave with respect to all input parameters. The detailed convexity analysis can be found in Appendix D.

It is shown that the objective function in (5.16) is non-concave with respect to the parameters \( \tilde{a}_1, \ldots, \tilde{a}_M, \hat{b}_1, \ldots, \hat{b}_M, \hat{c}_1, \ldots, \hat{c}_M. \) In order to ease the difficulty in solving the power allocation problem, a concave upper bound of the original objective function which can be solved efficiently

\(^4\)The sum-rate optimisation in (5.16) with constraints in (5.17) can be easily modified to include the special case where each node has fixed power constraint. Specifically, the joint power constraint in (5.17) is separated into three individual constraints, i.e. \( \sum_{k=1}^{M} \tilde{a}_k = P_1, \sum_{k=1}^{M} \hat{b}_k = P_2 \) and \( \sum_{k=1}^{M} \hat{c}_k = P_r \) where \( P_1, P_2 \) and \( P_r \) are the individual power constraint at user 1, user 2 and the relay respectively.
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using convex optimisation techniques is derived. The following theorem summarises the concavity of
the derived upper bound.

**Theorem 5.1.** The following upper bound of the objective function is jointly concave with respect to
input parameters \( \tilde{a}_1, \ldots, \tilde{a}_M, \tilde{b}_1, \ldots, \tilde{b}_M, \tilde{c}_1, \ldots, \tilde{c}_M \),

\[
\begin{align*}
    f_{\text{upper}} &= \frac{1}{2} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{(\tilde{a}_k + \tilde{b}_k) \tilde{c}_k}{t_{a,k} (\tilde{a}_k + \tilde{b}_k) + t_{b,k} \tilde{c}_k} \right) \\
    &\quad + \frac{1}{2} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{(\tilde{a}_k + \tilde{b}_k) \tilde{c}_k}{u_{a,k} (\tilde{a}_k + \tilde{b}_k) + u_{b,k} \tilde{c}_k} \right),
\end{align*}
\]

(5.18)

where the constants \( t_{a,k} = \frac{\min(t_{2,k}, t_{3,k})}{t_{1,k}}, t_{b,k} = \frac{t_{4,k}}{t_{1,k}}, u_{a,k} = \frac{\min(u_{2,k}, u_{3,k})}{u_{1,k}} \) and \( u_{b,k} = \frac{u_{4,k}}{u_{1,k}} \).

**Proof.** Refer to Appendix D.

**Remark 5.1.** The power allocation factors, \( \tilde{a}_1, \ldots, \tilde{a}_M, \tilde{b}_1, \ldots, \tilde{b}_M, \tilde{c}_1, \ldots, \tilde{c}_M \), obtained by solving
the concave upper bound in (5.18) are sub-optimal solutions to the original problem in (5.16). The
approximation in (5.18) enables the transmission power to be allocated dynamically between users
and relay, while the users share identical power allocation factors. Since the positive sum of the power
allocation factors of both users, i.e. \( \tilde{a}_k + \tilde{b}_k \), can be represented as a single power allocation factor, the
result is a combination of dynamic power sharing between users and relay, coupled with equal power
sharing between users.

### 5.4.3 Proposed Power Allocation Strategies

In this subsection, two joint power allocation (JPA) strategies are proposed.

#### 5.4.3.1 Proposed JPA I

The proposed JPA I computes the power allocation factors by solving the sum-rate optimisation pro-
blem in (5.16) and (5.17). As discussed in the previous subsection, the objective function in (5.16) is
non-concave. In this case, the locally optimal solution does not necessarily correspond to the globally
optimal solution. The globally optimal solution can be found with a certain probability by means of
randomisation based global optimisation [16]. For each channel realisation, multiple random starting vectors are generated and the local optimal solution for each starting vector is computed using convex optimisation techniques, i.e. the interior-point method [20]. The globally optimal solution for each channel realisation is the maximum of all local optimal solutions. Since this method requires the use of multiple random starting vectors, a centralised node, i.e. the relay, will compute the power allocation factors and distribute them to other nodes.

5.4.3.2 Proposed JPA II

The proposed JPA II computes the power allocation factors by solving the concave upper bound in (5.18). The power allocation factors can be calculated efficiently using the convex optimisation techniques, i.e. the interior-point method [20]. Since the upper bound objective function in (5.18) is concave, the local optimal solution obtained using convex optimisation corresponds to the global optimal solution. The computed power allocation factors correspond to the globally optimal solution of (5.18) are then substituted back into the original objective function in (5.16) to obtain the achievable sum-rate. With the CSI knowledge of the channels, each node is able to compute the power allocation factors locally, without any cooperation between nodes. Specifically, perfect knowledge of both \( H_1 \) and \( H_2 \) enables every node to have common knowledge of all the constants in (5.18). This allows all nodes to compute the solution to the same optimisation problem locally. The CSI training scheme to enable all nodes to have the CSI of both \( H_1 \) and \( H_2 \) is discussed in Subsection 5.2.1.

5.4.4 Baseline Schemes and Comparable Scheme

In this subsection, two baseline schemes, pure AF MIMO two-way relaying and DF MIMO one-way relaying schemes are presented. The best comparable scheme [15] is also discussed.

5.4.4.1 Baseline Scheme: Pure AF

In the pure AF two-way relaying scheme, the relay simply forwards the power normalised observation to the users, without any beamforming or power allocation. Assuming optimal MIMO decoders and equal power allocation, sum-rate can be computed using (5.3) with \( F_i = \sqrt{\frac{P_i}{M}} I, \ G_i = I \) and \( W = \sqrt{\frac{P_r}{\|H_1 F_1\|_F^2 + \|H_2 F_2\|_F^2 + \sigma_x^2 M}} I \) where \( P_i \) is the power constraint at user \( i \) and \( P_r \) is the power constraint at the relay. It is assumed that \( P_1 = P_2 = P_r = \frac{P}{3} \) so that the total network power constraint \( P \)
is satisfied. This scheme serves as a baseline to study the contribution of power allocation to the sum-rate of the two-way relaying channel.

5.4.4.2 Baseline Scheme: MIMO One-Way

Another baseline scheme used for comparison is the DF MIMO one-way relaying. Recall that in one-way relaying, four orthogonal channel uses are consumed to complete the information exchange between user pair. In the first time slot, user 1 transmits information to the relay. After decoding the received information, the relay forwards the observation to user 2 in the second time slot. Following a similar fashion, user 2 transmits information to user 1 with the help of relay using another two time slots.

Assuming perfect transmitter and receiver CSI are available, the channel matrix from user \( i \) to relay, \( H_i \), can be decomposed into \( M \) parallel streams using the SVD, i.e. \( H_i = U_i \Lambda_i V_i^H \) where \( \Lambda_i = \text{diag}(\sqrt{\lambda_{i,1}}, \ldots, \sqrt{\lambda_{i,M}}) \). Note that the \( U_i \Lambda_i V_i^H \) and \( \lambda_{i,k} \) defined here are different from those in Subsection 5.3.1 and 5.4.1. Denote \( a_k \) and \( b_k \) as the \( k \)th substream power allocation factor of user 1 and user 2 respectively. Variable \( c_k \) is defined as the \( k \)th substream power allocation factor of the relay for transmission to user 1 while variable \( d_k \) is the \( k \)th substream power allocation factor of the relay for transmission to user 2. Represent \( R_{i \rightarrow r} \) as the data rate from user \( i \) to relay while \( R_{r \rightarrow i} \) as the data rate from the relay to user \( i \). The data rate at user 1 can be expressed as

\[
\mathcal{I}_1 = \min(R_{2 \rightarrow r}, R_{r \rightarrow 1})
\]

\[
\min \left( \frac{1}{4} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{b_k \lambda_{2,k}}{\sigma_r^2} \right), \frac{1}{4} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{c_k \lambda_{1,k}}{\sigma_1^2} \right) \right),
\]

while the data rate at user 2 can be written as

\[
\mathcal{I}_2 = \min(R_{1 \rightarrow r}, R_{r \rightarrow 2})
\]

\[
\min \left( \frac{1}{4} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{a_k \lambda_{1,k}}{\sigma_r^2} \right), \frac{1}{4} \sum_{k=1}^{M} \log_2 \left( 1 + \frac{d_k \lambda_{2,k}}{\sigma_r^2} \right) \right).
\]

Transmission power is allocated equally among nodes and data streams. Recall that in the previous subsection, the network is subject to a total power constraint of \( P \), for every two time slots. Therefore, the power allocation factors are defined as \( a_k = \frac{P}{2M} \), \( b_k = \frac{P}{2M} \), \( c_k = \frac{P}{2M} \), and \( d_k = \frac{P}{2M} \), \( \forall k \).
{1, \ldots, M}.

### 5.4.4.3 Comparable Scheme: Alternate Optimisation (A-Opt)

The best comparable scheme for the non-regenerative MIMO two-way relaying channel is the A-Opt scheme proposed in [15]. Due to the fact that the sum-rate expression computable from (5.3) is non-concave, [15] proposes the A-Opt scheme which alternately computes locally optimal source beamformers for fixed relay beamformer, and locally optimal relay beamformer for fixed source beamformers until convergence is reached. Several searching algorithms are proposed in [15] to determine locally optimal beamforming matrices subject to individual power constraints and assuming the use of perfect MIMO decoders at the users. Although the A-Opt scheme is able to achieve the best sum-rate under individual power constraints and symmetric SNR, it is computationally expensive to determine the beamforming matrices. Generally, the problem dimension of the searching algorithms in [15] grows quadratically with the number of antennas. This increases the computational complexity significantly when a higher number of antennas is used. In comparison, the problem dimension of the proposed JPA I and II in this chapter is linear with the number of antennas. Furthermore, due to the fact that the sum-rate is non-concave for any fixed source beamformers, the searching algorithms in [15] have to be repeated multiple times with different starting points in order to increase the probability of finding the global optimal relay beamformer. This further increases the computational overhead.

In order to obtain the simulation results for A-Opt, the weighted minimum MSE algorithm proposed in [15] is used to compute the relay beamforming matrix while semi-definite program solver in CVX toolbox [66, 67] is used to compute the user beamforming matrices. Each node is subject to individual power constraint $\frac{P}{3}$, which sums up to a joint power constraint $P$, to enable fair comparison with the proposed strategies in this chapter.

### 5.5 Joint Power Control

This section studies the power control problem in guaranteeing the predetermined QoS constraints of the two-way information transmission. Firstly, the joint power control problem is presented. Secondly, several power control strategies under the proposed scheme and the baseline scheme are
5.5.1 Joint Power Control Optimisation Problem

The objective of the power control policy is to minimise the total power constraint in the network, subject to a $k$th substream rate constraint of user 1, $R_{1,k}$ and a $k$th substream rate constraint of user 2, $R_{2,k}, \forall k = \{1, \ldots, M\}$. Specifically, the $k$th substream rate constraint of user 1 and user 2 can be expressed as $\frac{1}{2} \log_2 (1 + \gamma_{1,k}) \geq R_{1,k}$ and $\frac{1}{2} \log_2 (1 + \gamma_{2,k}) \geq R_{2,k}$ respectively, where the $k$th substream SNR $\gamma_{1,k}$ and $\gamma_{2,k}$ can be found in (5.11) and (5.12) respectively. The $k$th substream rate constraints serve as criteria to guarantee the QoS specified on the $k$th data stream. Notice that the $k$th substream rate constraints can also be expressed as $k$th substream SNR constraints, i.e. $\gamma_{1,k} = 2^{2R_{1,k}} - 1, \gamma_{2,k} = 2^{2R_{2,k}} - 1, \forall k = \{1, \ldots, M\}$.

Recall that the power consumption at user 1 is a function of the power allocation factors at user 1, i.e. $P_1(\tilde{a}_1, \ldots, \tilde{a}_M) = \sum_{k=1}^{M} \tilde{a}_k$ where $\tilde{a}_k = a_k \sum_{j=1}^{M} \hat{|\mathbf{F}_1(j,k)|^2}$. Similarly, the power consumption at user 2 is $P_2(\tilde{b}_1, \ldots, \tilde{b}_M) = \sum_{k=1}^{M} \tilde{b}_k - b_k \sum_{j=1}^{M} |\mathbf{F}_2(j,k)|^2$, while at the relay is $P_r(\tilde{c}_1, \ldots, \tilde{c}_M) = \sum_{k=1}^{M} \tilde{c}_k$ where $\tilde{c}_k = c_k (\lambda_k a_k + \lambda_k b_k + \sigma_r^2)$. After some algebraic manipulations, the power control problem which minimises the total power consumption in the network, subject to the substream rate constraints can be formulated as follows,

\begin{align}
\text{minimise} & \quad P_1(\tilde{a}_1, \ldots, \tilde{a}_M) + P_2(\tilde{b}_1, \ldots, \tilde{b}_M) + P_r(\tilde{c}_1, \ldots, \tilde{c}_M) \\
\text{subject to} & \quad \gamma_{1,k} \left( r_{1,k} \tilde{a}_k \tilde{b}_k \tilde{c}_k^{-1} + r_{2,k} \tilde{c}_k^{-1} + r_{3,k} \tilde{b}_k \tilde{c}_k^{-1} + r_{4,k} \tilde{b}_k \tilde{c}_k^{-1} \right) \leq 1, \\
& \quad \gamma_{2,k} \left( r_{1,k} \tilde{a}_k \tilde{b}_k \tilde{c}_k^{-1} + r_{2,k} \tilde{c}_k^{-1} + r_{3,k} \tilde{b}_k \tilde{c}_k^{-1} + r_{4,k} \tilde{b}_k \tilde{c}_k^{-1} \right) \leq 1,
\end{align}

$\forall k = \{1, \ldots, M\},$

where the constants $r_{1,k} = \sigma_1^2 \beta_k \lambda_k^{-1}, r_{2,k} = \sigma_1^2 \alpha_k \lambda_k^{-1}, r_{3,k} = \sigma_1^2 \beta_k \lambda_k^{-1}, r_{4,k} = \lambda_k^{-2} \sigma_1^2 \sigma_2^2 \alpha_k \beta_k, s_{1,k} = \sigma_2^2 \beta_k \lambda_k^{-1}, s_{2,k} = \sigma_2^2 \alpha_k \lambda_k^{-1}, s_{3,k} = \sigma_2^2 \alpha_k \lambda_k^{-1}, s_{4,k} = \lambda_k^{-2} \sigma_2^2 \sigma_1^2 \alpha_k \beta_k, \alpha_k = \sum_{j=1}^{M} |\hat{\mathbf{F}}_1(j,k)|^2$ and $\beta_k = \sum_{j=1}^{M} |\hat{\mathbf{F}}_2(j,k)|^2$.

The optimisation problem is in the form of geometric program, since the objective is an affine function (which can be generalised as a posynomial function [20]) and the constraints are posynomial functions. Although the original problem is not convex, the geometric program can be transformed
into equivalent convex form by means of change of variables and logarithmic transformation of the constraint functions. See Appendix D for details of the transformation.

5.5.2 Power Control Strategies and Baseline Scheme

In this subsection, two power control strategies using the proposed beamforming scheme are presented, namely the joint power control (JPC) and equal power control (EPC). The baseline scheme for comparison is also explained.

5.5.2.1 Joint Power Control (JPC)

The proposed JPC corresponds to solving the power minimisation problem in (5.23) subject to rate constraints in (5.24) and (5.25). As discussed in the previous subsection, the equivalent power control problem in convex form can be solved efficiently using convex optimisation techniques, i.e. interior point method \[20\]. The locally optimal solution obtained by convex optimisation then corresponds to the globally optimal solution. The computation of the power allocation factors are performed locally at each node.

5.5.2.2 Equal Power Control (EPC)

In the proposed EPC, each stream from every node is allocated with a common power allocation factor, subject to the rate constraints in (5.24) and (5.25). Under this sub-optimal strategy, the power allocation factors have the following relationship, \( \tilde{a}_k = \tilde{b}_k = \tilde{c}_k = \theta^*, \forall k = \{1, \ldots, M\} \), where \( \theta^* \) is the common power allocation factor. The common power allocation factor can be obtained analytically by solving the following quadratic equations,

\[
\begin{align*}
-\theta^2 + \gamma_{1,k} (r_{1,k} + r_{2,k} + r_{3,k}) \theta + \gamma_{1,k} r_{4,k} &= 0, \forall k = \{1, \ldots, M\}, \\
-\theta^2 + \gamma_{2,k} (s_{1,k} + s_{2,k} + s_{3,k}) \theta + \gamma_{2,k} s_{4,k} &= 0, \forall k = \{1, \ldots, M\},
\end{align*}
\]

From (5.26), the discriminant of the quadratic equation is \( \triangle = \gamma_{1,k}^2 (r_{1,k} + r_{2,k} + r_{3,k})^2 + 4 \gamma_{1,k} r_{4,k} > 0 \) since all constants \( (\gamma_{1,k}, r_{i,k} \forall i = 1, 2, 3, 4) \) are positive. When \( \triangle > 0 \), the real roots are \( \theta_1 = \frac{\gamma_{1,k} (r_{1,k} + r_{2,k} + r_{3,k})}{2} - \frac{\sqrt{\triangle}}{2} < 0 \) and \( \theta_2 = \frac{\gamma_{1,k} (r_{1,k} + r_{2,k} + r_{3,k}) + \sqrt{\triangle}}{2} > 0 \). We know that the power allocation
factor is always positive, i.e. \( \theta > 0 \), therefore we choose \( \theta = \theta_2 \). Following similar steps, the real root for (5.27) is
\[
\theta = \frac{\gamma_{2,k}(s_{1,k} + s_{2,k} + s_{3,k}) + \sqrt{\Delta}}{2}
\]
where \( \Delta = \frac{\gamma_{2,k}^2(s_{1,k} + s_{2,k} + s_{3,k})^2 + 4\gamma_{2,k}s_{4,k}}{2} \). The common power allocation factor, \( \theta^* \) is the maximum of all real roots of \( 2M \) quadratic equations stated above, in order to ensure that all rate constraints are satisfied. The total power consumption in the network is \( 3M\theta^* \).

5.5.2.3 Baseline Scheme: MIMO One-Way

Similar to the previous section, the DF MIMO one-way relaying is considered as the baseline scheme for comparison. The details of the DF one-way relaying protocol can be found in subsection 5.4.4.2. For fair comparison, the power control policy for the one-way relaying scheme shall minimise the total power constraint in the network as well, subject to \( k \)th substream rate constraint of user 1, \( R_{1,k} \) and \( k \)th substream rate constraint of user 2, \( R_{2,k} \), \( \forall k = \{1, \ldots, M\} \). Recall that the power consumption at user 1 is \( P(a_1, \ldots, a_M) = \sum_{k=1}^{M} a_k \), the power consumption at user 2 is \( P(b_1, \ldots, b_M) = \sum_{k=1}^{M} b_k \) while the power consumption at the relay is \( P_r(c_1, \ldots, c_M, d_1, \ldots, d_M) = \sum_{k=1}^{M} c_k + \sum_{k=1}^{M} d_k \). After some algebraic manipulations, the power control problem under one-way relaying can be formulated as follows,

\[
\begin{align*}
\text{minimise} & \quad P(a_1, \ldots, a_M) + P(b_1, \ldots, b_M) \\
& \quad + P_r(c_1, \ldots, c_M, d_1, \ldots, d_M), \\
\text{subject to} & \quad \psi_{1,k}\sigma_{1,k}^2\lambda_{1,k}^{-1}b_k^{-1} \leq 1, \forall k = \{1, \ldots, M\}, \\
& \quad \psi_{2,k}\sigma_{2,k}^2\lambda_{2,k}^{-1}c_k^{-1} \leq 1, \forall k = \{1, \ldots, M\}, \\
& \quad \psi_{2,k}\sigma_{2,k}^2\lambda_{2,k}^{-1}d_k^{-1} \leq 1, \forall k = \{1, \ldots, M\}, \\
& \quad \psi_{1,k}\sigma_{1,k}^2\lambda_{1,k}^{-1}a_k^{-1} \leq 1, \forall k = \{1, \ldots, M\}, \\
& \quad \psi_{2,k}\sigma_{2,k}^2\lambda_{2,k}^{-1}d_k^{-1} \leq 1, \forall k = \{1, \ldots, M\},
\end{align*}
\]

where the constants \( \psi_{1,k} = 2^{4R_{1,k}} - 1 \) and \( \psi_{2,k} = 2^{4R_{2,k}} - 1 \). The optimisation problem above is in the form of geometric program. Using a change of variables and logarithmic transformation of the constraints, the geometric program can be converted into convex form, which can be solved using convex optimisation technique, i.e. the interior-point method.
5.6 Numerical Results

This section presents the numerical results of the proposed joint beamforming and power management scheme in comparison with existing schemes. The optimisation problems discussed in the previous sections are solved using non-linear optimisation toolbox in Matlab i.e. using the function \textit{fmincon} and the interior-point method. The numerical results are organised into two subsections. In the first subsection, the ergodic sum-rates of various schemes with fixed total power constraint are simulated using the Monte-Carlo method. Refer to Section 5.4 for details of the joint power allocation formulation. In the second subsection, various power control schemes with fixed rate constraints are simulated using the Monte-Carlo method. See Section 5.5 for details of the joint power control formulation.

5.6.1 Power Allocation with Fixed Total Power Constraint

In this subsection, the simulation results of the proposed JPA schemes, baseline schemes and comparable scheme are generated to study the relationship between the ergodic sum-rate and parameters such as SNR, number of antennas and path loss.

Figure 5.2 shows the ergodic sum-rate versus reference SNR \((\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = \frac{1}{\sigma_r^2})\) of the proposed JPA schemes in comparison with existing schemes. The reference SNR is defined as the inverse of the noise power. In the subsequent discussion, the term SNR is used to imply the reference SNR defined here. In this simulation, the SNR at all nodes are assumed to be symmetrical (equal noise power), i.e. \(\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = \frac{1}{\sigma_r^2}\). The fixed parameters are the number of antennas, \(M = 4\) and the total power constraints, \(P = 3\) Watts. From the figure, it can be observed that the proposed JPA I and II perform close to the A-Opt scheme at high SNR. In the range of low to medium SNR, the performance gain contributed by the proposed JPA schemes over baseline pure AF scheme is limited if compared to the A-Opt scheme. This is due to the fact that the choice of beamforming directions in the proposed JPA schemes is sub-optimal if compared to the A-Opt scheme. However, at high SNR, the suboptimal beamforming directions do not prevent the proposed JPA schemes from delivering significant performance gain against the pure AF scheme through dynamic allocation of power among substreams and nodes. It can be observed also that the JPA II performs close to the proposed JPA I. This indicates that the upper bound in Theorem 5.1 is a good approximation of the original problem in (5.16). The performance gaps between two-way relaying schemes (Pure AF, A-Opt, proposed JPA
I and II, ) and one-way relaying scheme enlarge with the increase of SNR. It is evident from the slope of the sum-rate curves, two-way relaying schemes are able to achieve higher multiplexing gain due to more efficient use of bandwidth.

In the following simulations, the ergodic sum-rates of the various schemes when the SNR at users and relay are asymmetrical (unequal noise power) are simulated. Figure 5.3 shows the ergodic sum-rate versus SNR at the users \( \frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} \) when SNR at the relay is fixed at \( \frac{1}{\sigma_r^2} = 30 \) dB. Other fixed parameters are \( M = 4 \) and \( P = 3 \) Watts. From the figure, it can be observed that the proposed JPA I achieves the best ergodic sum-rate, followed closely by the proposed JPA II. The A-Opt scheme does not perform better than the proposed JPA schemes. This is due to the fact that in A-Opt scheme, each node is allocated with fixed amount of power that does not correlate with the asymmetric SNR. In comparison, the proposed JPA schemes respond to the asymmetric SNR by allocating power dynamically among nodes and substreams. The joint power allocation between nodes provides another dimension of improvement. Figure 5.4 shows the ergodic sum-rate versus SNR at the relay \( \frac{1}{\sigma_r^2} \) when the SNR at the users are fixed at \( \frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = 5 \) dB. Other fixed parameters are \( M = 4 \) and \( P = 3 \) Watts. From the figure, it is clear that the proposed JPA schemes deliver significant performance gain over the pure AF scheme. The proposed JPA I and JPA II deliver higher ergodic sum-rate than the A-Opt
scheme when SNR is greater than 15dB and 20dB respectively. This supports that dynamic power allocation between users and relay is able to utilise the asymmetric SNR between nodes to obtain better sum-rate performance. At low SNR, the proposed schemes do not perform as well as the A-Opt scheme due to the use of sub-optimal beamforming directions. It is interesting to observe that at low SNR, the baseline MIMO one-way relaying performs as well as the A-Opt scheme. At low SNR, the performance of two-way relaying schemes (Pure AF, A-Opt, proposed JPA I and II) is limited by not only the noise at the users but also the propagated noise from the relay. As a result, two-way relaying schemes do not perform better than one-way relaying schemes at low SNR. This effect can also be observed in Figure 5.2.

Figure 5.5 shows the ergodic sum-rate versus number of antennas $M$ of various schemes. The fixed parameters are $\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = 15$dB, $\frac{1}{\sigma_r^2} = 30$ dB and $P = 3$ Watts. Generally, the ergodic sum-rates of all schemes increase linearly with the number of antennas, $M$. As the numbers of antennas at all nodes are increased simultaneously, the number of independent data streams supportable in the network increases. In other words, the multiplexing gain grows linearly with $M$. Among all power allocation schemes, the proposed JPA I achieves the best sum-rate performance, followed closely by the proposed JPA II. The proposed JPA schemes outperform the A-Opt scheme, thanks to the joint
power allocation between nodes. From the figure, it can be observed that the gaps between proposed schemes and pure AF scheme enlarge for increasing $M$. This shows that joint power allocation is vital in delivering better data rates in system with high multiplexing gain.

In the next simulation, the effect of large scale path loss to the ergodic sum-rate is investigated. The path loss is integrated in the channel model as $\frac{1}{\sqrt{d_i}}H_i$, where $d_i$ is the distance between user $i$ and the relay, $\alpha$ is the path loss exponent and $H_i$ is the channel matrix between user $i$ and the relay (as shown in Section 5.2) where its entries are i.i.d. Rayleigh distributed. A simple line network is considered where the relay is placed in between the users. Figure 5.6 shows the ergodic sum-rate versus the relay location $d_r$ of various schemes. The distance between user 1 and the relay is $d_1 = 1 + d_r$ while the distance between user 2 and the relay is $d_2 = 2 - d_r$. The constant offset in $d_i$ is introduced in order to ensure that the received power does not exceed the transmitted power. The fixed parameters are $M = 2$, $\alpha = 4$, $\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = \frac{1}{\sigma_r^2} = 30$ dB, and $P = 3$ Watts. In general, all schemes achieve their best sum-rate when the relay is located in the middle of the users. The proposed JPA I delivers the best sum-rate performance and has the least sensitivity towards the variation of the location of the relay. The proposed JPA II performs close to JPA I but it is more sensitive to unequal path loss due to the fact that both users are allocated equal amount of power. Refer to the remark.
of Theorem 5.1. The A-Opt scheme has similar performance as the proposed JPA II. The baseline MIMO one-way relaying scheme displays the worst sum-rate performance and the highest sensitivity towards unequal path loss.

5.6.2 Power Control with Fixed Substream Rate Constraints

In this subsection, the simulation results of various schemes are presented to illustrate the relationship between the average total transmit power consumption (in Watts) and parameters such as SNR and target data rate.

Figure 5.7 shows the average total transmit power consumption in the network versus reference SNR ($\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = \frac{1}{\sigma_r^2}$) of various schemes. The substream target data rate is assumed to be symmetrical, i.e. $R_{1,k} = R_{2,k} = R, \forall k = \{1, \ldots, M\}$. The fixed parameters are the target data rate, $R = 2$ bits/s/Hz and the number of antennas, $M = 2$. From the figure, it is obvious that the proposed OPC is the most energy efficient scheme while the baseline MIMO one-way relaying scheme is the most energy consuming scheme. When the SNR increases, the average total power of all schemes
decreases exponentially. Note that the y-axis is in logarithmic scale. At higher SNR, the noise power at each substream is lower, therefore the target data rate can be fulfilled easily with lower amount of power.

Figure 5.8 shows the average total transmit power consumption in the network versus target data rate $R$. Similar to the previous figure, symmetrical substream target data rate is assumed, i.e. $R_{1,k} = R_{2,k} = R, \forall k = \{1, \ldots, M\}$. The fixed parameters are $\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2^2} = \frac{1}{\sigma_r^2} = 20$ dB and $M = 2$.

From the figure, it can be seen that the proposed OPC scheme consumes the lowest amount of power, followed closely by the proposed EPC scheme. In general, the average total power consumption of all schemes increases with the data rate $R$. Recall that the data rate is a logarithmic function of signal power, for any fixed noise power. The baseline MIMO one-way relaying scheme displays the most drastic increase of total power as a function of data rate. In comparison, the proposed OPC and EPC demonstrate a subtle increase of power as a function of data rate. These observations verify that the proposed schemes are able to deliver significant power savings particularly in demanding high data rate system.
5.7 Chapter Conclusion

Joint beamforming and power management in the MIMO two-way relaying channel with a non-regenerative relay has been studied in this chapter. Based on the idea of subchannel alignment, transmit and receive beamformers are designed such that user channel pair can be decomposed into parallel subchannels to enable joint power allocation and joint power control. Joint power allocation dynamically allocates power to all substreams and nodes in order to maximise the sum-rate, subject to a total power constraint. On the other hand, joint power control minimises the total transmission power while satisfying the predefined target data rates. The convexity of the power allocation and power control formulations are determined. The non-concave power allocation utility function is approximated by a concave upper bound while the power control formulation is transformed from geometric program into equivalent convex form, in order to facilitate the use of efficient convex optimisation techniques in solving the optimisation problems. Numerical simulation results demonstrate that the proposed joint beamforming and power management scheme is able to deliver significant sum-rate improvement or achieve substantial transmission power saving, when compared to existing schemes.
Figure 5.8: Average total power consumption versus target rate $R$ when reference SNR, $\frac{1}{\sigma_1^2} = \frac{1}{\sigma_2} = \frac{1}{\sigma_r^2} = 20$dB and $M = 2$. 
Chapter 6

Two-Way Secrecy Schemes for the Broadcast Channel with Internal Eavesdroppers

In the previous chapters, it has been shown that the broadcast nature of wireless transmission enables the use of relays to deliver improvements such as better reliability, higher throughput and improved power efficiency in wireless broadcast and information exchange channels. However, the broadcast nature of wireless transmission also poses a security threat to wireless information transfer. Since transmission over wireless channels can be eavesdropped by malicious nodes, the security of information transfer could be compromised. This chapter considers the transmission of secret messages to users in a downlink cellular scenario, where the message to a given user must be kept secret from all of the other users. Multi-user diversity [18] suggests an opportunistic approach that sends a message secretly to the user with the current best channel; however, the secrecy rate goes to zero in the limit of a large number of users. Here, channel reciprocity is exploited via a two-way secrecy scheme to provide a constant positive secrecy rate to the user with the best channel. Next, motivated by the desire to transmit to a given user (rather than opportunistically to the user with the best channel), a second scheme is developed that employs relaying from other users from whom the message is still kept secret. The secrecy rates of the proposed schemes are analysed analytically in the limit of a large number of system users. In addition, for a finite number of users, simulation results demonstrate that the proposed two-way secrecy schemes are able to provide significant gains in the secrecy rates in both the opportunistic and non-opportunistic scenarios over a large range of user numbers.
6.1 Chapter Introduction

Information transmission in the wireless channel is prone to eavesdropping by unauthorised parties due to the broadcast nature of the wireless transmission. Traditionally, the secrecy of wireless transmissions is achieved using computation-theoretic security which relies on the inability of an eavesdropper to solve a "hard" problem. Such computation-theoretic approaches have the advantage that they assume the physical transmission medium to the eavesdropper is error free, and thus the eavesdropper is given a message identical to what is transmitted. However, these approaches rely on computational assumptions of the adversary that, if possible, it would be advantageous to avoid. Perfect secrecy where the eavesdropper gains no knowledge of the transmitted information cannot be guaranteed since in real life the physical channel is imperfect and the computational complexity of the eavesdropper might be underestimated.

In order to achieve security in the face of an adversary with infinite computational power, Shannon [35] introduced the concept of information-theoretic security. Shannon showed that perfect secrecy, where the mutual information between the secret message and what is observed at the eavesdropper is zero, can be achieved by means of a one-time pad [35], where the exclusive-or (X-OR) of a random key and the secret message is transmitted over the wireless channel. This is largely a negative result, as the condition to achieve perfect secrecy is that the entropy of the random key used to encrypt the secret message has at least the same entropy as the secret message. In other words, this scheme requires a new key for each new message and the key length has to be as long as the message length, which results in large overhead in key sharing.

However, Wyner [36] recognised that information-theoretic security could still be of interest if the channel from the transmitter to the eavesdropper is noisier than the channel from the transmitter to the legitimate receiver. In particular, Wyner showed that a non-zero secrecy capacity can be achieved using the wiretap coding scheme without the need of prior key-sharing. This motivated significant further work: [37] extends Wyner's scheme to non-degraded channels, while [38] generalises it to Gaussian channels. More recently, Wyner's wiretap coding scheme has served as an important framework for the development of secret communication in wireless fading channels, where variations of the wireless channel have been exploited to obtain the conditions for which a positive secrecy capacity can be employed; for example, [39] and [40] investigate secrecy communication in fading channels.
and reveal that by opportunistically exploiting the fluctuation of the channels, a positive secrecy capacity can be achieved using Wyner’s wiretap scheme even though on average the channel from the transmitter to the eavesdropper is less noisy than the channel from the transmitter to the legitimate user.

The study of secrecy communication extends to multi-user networks with more than the classical three-node-setup (source, legitimate user and eavesdropper). The wireless broadcast channel is of great interest, since it constitutes an important building block of modern communication networks. In [68], a scalar broadcast channel with $K$ users and 1 external eavesdropper, which is not from the user set, is considered. Leveraging the benefit of multi-user diversity, the opportunistic secrecy transmission scheme proposed by [68] is able to achieve a positive secrecy capacity which improves with increasing number of users $K$. Of more interest is the work in [19], which looks into the secrecy of opportunistic transmission in a scalar broadcast channel with $K$ users, where the transmitted message is meant to be kept secret from all but the intended recipient. Under opportunistic broadcast, only the active user with the best current channel gain is allowed to decode the transmission from the source at a particular time, and the $K - 1$ idle users are potential eavesdroppers. In this scenario, not only the legitimate user but also the internal eavesdroppers are able to take advantage of the multi-user diversity, and it is shown in [19] that, as $K$ goes to infinity, the secrecy outage probability goes to one while the average secrecy capacity reduces to zero. This is a straightforward application of order statistics: the channel gain of the best eavesdropper (user with the second largest channel gain from the transmitter) approaches very closely the channel gain of the legitimate user (user with the largest channel gain from the transmitter) when $K$ approaches infinity. The problem worsens for the case of non-opportunistic broadcast transmission, where the legitimate user does not necessarily have the best channel among all users. In this case, only eavesdroppers benefit from the multi-user diversity.

This chapter considers how to provide security and/or privacy for wireless information transmission in a cellular downlink architecture with a large number of users, which corresponds to the scalar broadcast channel. As in [19], the goal here is to have the message intended for a single user kept secret from the remainder of the users. For the first scenario considered, as in [19], this chapter assumes that it is sufficient to transfer the secret message of any user in a given time slot, and hence proceed opportunistically by transmitting to the user with the most favorable conditions. For this opportunistic case, the proposed two-way secrecy scheme exploits the reciprocity of the forward and
backward channels between the source and the legitimate user to communicate a secret key and a one-time pad encoded secret message. In contrast to the scheme of [19], the proposed scheme is shown to achieve a positive secrecy rate in the network, even when the number of users is large. The proposed scheme is then generalised to non-opportunistic broadcast, where, in each time slot, a secret message must be transmitted to a specific user. In this case, the proposed scheme invites a pair of idle users to act as relays and utilises forward and backward channels of each of the source-to-relay and relay-to-destination links to forward secret keys and one-time pad encoded secret messages. In both cases, the proposed schemes are able to achieve positive secrecy rates when all of the nodes except the desired recipient (including the relaying nodes) are treated as eavesdroppers. Analytical and simulation results verify that the proposed schemes are able to achieve non-zero secrecy rates and non-zero ergodic secrecy capacity under opportunistic and non-opportunistic broadcast, for a large range of user numbers, and in the limit as the number of users goes to infinity.

The rest of the chapter is organised as follows. Section 6.2 describes the system model and problem statement. The proposed two-way secrecy scheme for opportunistic broadcast and its asymptotic analysis are presented in Section 6.3. Section 6.4 generalises the two-way secrecy scheme to non-opportunistic broadcast. Numerical simulation results for the ergodic secrecy capacity of finite networks employing the proposed schemes are presented in Section 6.5, and Section 6.6 concludes the chapter.

6.2 System Model and Problem Statement

Consider a scalar broadcast channel with a source and $K + 1$ users who are potential destinations. All nodes are equipped with a single antenna. It will be assumed that all channels undergo i.i.d. and slowly-varying Rayleigh fading. Given the slow fading assumption, the block fading model is adopted: the fading is fixed for a block of symbols and changes independently to another realisation for the next block [18]. Throughout, the standard half-duplex constraint is enforced: nodes can either transmit or receive at a given time but they cannot do both. Finally, it is assumed that the uplink and downlink channels from the source to the users employ the same frequency bands (or frequency bands close enough together) so that channel reciprocity holds: for a given block, the fading gain when the source transmits and the user receives is identical to that when the user transmits and the
source receives. Since it is sufficient to deal with a single block throughout the chapter, the block index is suppressed to simplify the notation; hence, the received signal at receiver $i$ will be denoted by:

$$y_i = h_{S,i} x + n_i,$$  \hspace{1cm} (6.1)

where $h_{S,i}$ is the (complex) channel gain from the source $S$ to user $i$, $x$ is the transmitted signal from the source, and $n_i$ is the circularly symmetric (complex) Gaussian noise. In practice, of course, the transmission during each block would consist of a large number of symbols and a corresponding set of received samples and noise samples, making (6.1) a vector equation, but the slight abuse of notation employed in (6.1) maintains the precision of the results while hiding physical layer details that obfuscate the presentation.

Under channel fading, the opportunistic broadcast transmission where the source transmits to the user with the strongest channel at a particular time is able to produce the highest total non-secure throughput, i.e. optimal sum-rate [18]. In opportunistic broadcast transmission, the source $S$ transmits to the user $M$ with best instantaneous channel gain, i.e. $|h_{S,M}|^2 = \max_i |h_{S,i}|^2, \forall i \in \{1, \ldots, K+1\}$. The remaining $K$ idle users $\{1, \ldots, M-1, M+1, \ldots, K+1\}$ are considered the potential eavesdroppers (internal eavesdroppers). If the eavesdropper with the best connection to the source is not able to decode the secret message successfully, all other eavesdroppers will also not succeed. Hence, the system only needs to ensure that the eavesdropper with the best connection to the source is not able to decode the secret message intended for the legitimate user. Denote the best eavesdropper channel gain as $|w_E|^2 = \max_j |h_{S,j}|^2, \forall j \in \{1, \ldots, M-1, M+1, \ldots, K+1\}$. In order to secure the transmission between the source and the legitimate user from the eavesdroppers, Wyner’s wiretap coding scheme [36] can be used. The source transmits the secret message to the legitimate user using the following secrecy rate,

$$r_{\text{one-way}} = \begin{cases} 
\log_2 \left( \frac{1+\gamma_0 |h_{S,M}|^2}{1+\gamma_0 |w_E|^2} \right), & \text{when } |h_{S,M}|^2 > |w_E|^2, \\
0, & \text{when } |h_{S,M}|^2 \leq |w_E|^2,
\end{cases}$$  \hspace{1cm} (6.2)

where $\gamma_0$ is the mean signal-to-noise ratio (SNR). The derivation of $r_{\text{one-way}}$ is obtained using similar steps in [40] and serves as a baseline scheme for comparison. A positive secrecy rate can be achieved when $|h_{S,M}|^2 > |w_E|^2$. However, as the number of users gets large, i.e. $K \to \infty$, $\frac{1+\gamma_0 |h_{S,M}|^2}{1+\gamma_0 |w_E|^2}$ is
arbitrarily close to one with high probability. In other words, the best eavesdropper channel is nearly as good as the legitimate user channel. As a result, the ergodic secrecy capacity and the outage secrecy capacity go to zero, as shown in [19]. This result suggests that standard multi-user diversity is not effective for secrecy transmission in the broadcast channel.

The problem extends to the broadcast channel with non-opportunistic transmission. Under non-opportunistic broadcast, the legitimate user does not necessarily have the best channel connection to the source, since no user scheduling is performed. Any of the $K$ idle users with better channels are able to eavesdrop the active transmission and thus the eavesdroppers benefit from multi-user diversity but the legitimate user does not. Using Wyner’s wiretap secrecy scheme, the secrecy rate is readily shown to be zero when $K$ is large.

In this chapter, two-way secrecy schemes are proposed to provide a positive secrecy capacity for the scalar broadcast channel with a large number of users. Two cases are considered. First, the scalar broadcast channel with opportunistic transmission is discussed in Section 6.3 and second, the scalar broadcast channel with non-opportunistic transmission is presented in Section 6.4.

### 6.3 Two-Way Secrecy Scheme for Opportunistic Broadcast

In this section, a scalar broadcast channel with opportunistic transmission is considered. A two-way secrecy scheme which utilises both the forward and backward channels between the source and the legitimate user is proposed. The protocol description is presented in the first subsection while the secrecy rate is derived in the second subsection. The asymptotic analysis of the secrecy rate is described in the third subsection.

#### 6.3.1 Protocol Description

The proposed two-way secrecy scheme can be described in two time slots as shown in Figure 6.1. As per Section 6.2, the source $S$ wishes to convey a secret message $d$ to the destination $M$ with the best channel using the proposed scheme. In the first time slot, the legitimate user $M$ transmits $x$, a secret key encoded with wiretap codes [36], to the source $S$ at a secrecy rate $r_s$. The signal received by the
source node during the first time slot can be expressed as

\[ y_S(1) = h_{M,S}x + n_S(1), \]  

(6.3)

where \( n_S(t) \) is the noise observed by the source node in time slot \( t \). Note that the same notation is used to represent the secret message or key and the transmitted (wiretap encoded) signal, i.e. symbol \( x \) is used to represent both the secret key and the transmitted signal. This slight abuse of notation is only meant for convenience and does not affect the precision of the signal model.

At the same time, the signal received by idle user \( j \) (an internal eavesdropper) is

\[ y_j(1) = g_{M,j}x + n_j(1), \]  

(6.4)

\( \forall j \in \{1, \ldots, M - 1, M + 1, \ldots, K + 1\} \). The secrecy rate \( r_s \) will be determined in the following subsection.

The source node decodes the secret key and uses it as a one-time pad inside a wiretap submission for the secret message intended for the legitimate user. Denote the one-time pad encoded secret message as \( m = d \oplus x \).

In the second time slot, the source broadcasts the secret message \( m \) using wiretap coding at a rate

---

**Figure 6.1:** Data flows of the proposed two-way secrecy scheme for opportunistic broadcast.

---
The signal received by the legitimate user can be written as

\[ y_M(2) = h_{S,M}m + n_M(2). \]  

(6.5)

Note that, under channel reciprocity, the forward channel between the source and the legitimate user is exactly the same as the backward channel shown in (6.3), i.e. \( h_{M,S} = h_{S,M} \). The signal observed by any potential eavesdropper \( j \) is

\[ y_j(2) = h_{S,j}m + n_j(2), \]  

(6.6)

\( \forall j \in \{1, \ldots, M - 1, M + 1, \ldots, K + 1\} \). Since the legitimate user now has the knowledge of the secret key \( x \) and the one-time pad encoded message \( m \), the secret message can be decoded successfully, i.e. \( d = m \oplus x \). The eavesdroppers are not able to decode the secret message unless they have knowledge of both \( x \) and \( m \).

### 6.3.2 Secrecy Rate Derivation

In this subsection, the secrecy rate \( r_s \) is determined. As per above, the proposed two-way secrecy protocol only needs to ensure that the eavesdroppers will not be able to decode either \( x \) or \( m \). Hence, the worst channel gain among the backward and forward links of any eavesdropper \( j \) is of interest.

Define the worst channel gain of an eavesdropper \( j \) as follows

\[ |w_j|^2 = \min\left(|h_{S,j}|^2, |g_{M,j}|^2\right), \]  

(6.7)

\( \forall j \in \{1, \ldots, M - 1, M + 1, \ldots, K + 1\} \). If the eavesdropper with the largest worst-eavesdropper-channel-gain is not able to decode the secret message, no other eavesdropper will be able to decode the secret message either. Therefore, the proposed protocol only needs to consider the best eavesdropper (the eavesdropper with the largest worst-eavesdropper-channel-gain) in the design of the secrecy scheme. Define the largest worst-eavesdropper-channel-gain as

\[ |w_E|^2 = \max_j |w_j|^2, \]  

(6.8)
∀ \( j \in \{1, \ldots, M - 1, M + 1, \ldots, K + 1\} \). Using the conventional wiretap coding and assuming unit transmission power, the secrecy rate \( r_s \) of the proposed two-way secrecy scheme can be expressed as

\[
    r_s = \begin{cases} 
        \log_2 \left( \frac{1 + \gamma_0 |h_{S,M}|^2}{1 + \gamma_0 |w_E|^2} \right), & \text{when } |h_{S,M}|^2 > |w_E|^2, \\
        0, & \text{when } |h_{S,M}|^2 \leq |w_E|^2. 
    \end{cases} 
\] (6.9)

With equal time allocation between the two transmission time slots of the proposed protocol, the overall secrecy rate is \( r_{\text{two-way}} = \frac{1}{2} r_s \).

### 6.3.3 Asymptotic Analysis When \( K \to \infty \)

In this subsection, the asymptotic secrecy rate \( r_s \) in the event of \( K \to \infty \) is analysed. The following result is a critical tool.

**Lemma 6.1.** Let \( u_i, i = 1, 2, \ldots, K \) be a sequence of exponentially distributed variables, each with cumulative distribution function (CDF), \( F_{u_i}(u) = 1 - \exp(-\lambda u) \), the extremal, \( \max_i u_i \) converges almost surely as,

\[
    \lim_{K \to \infty} \frac{\max_i u_i \ln K}{\ln K} = \frac{1}{\lambda} \quad \text{a.s.} 
\] (6.10)

**Proof.** See [69].

The asymptotic behaviour of the secrecy rate \( r_s \) when \( K \to \infty \) is summarised in the following theorem.

**Theorem 6.1.** Assuming wiretap coding and i.i.d. Rayleigh fading, the rate \( r_s \) employed by the proposed two-way secrecy scheme under opportunistic broadcast converges to

\[
    r_s = 1 \text{ bits/s/Hz}, 
\] (6.11)

as \( K \to \infty \) and the overall secrecy rate of the proposed scheme is \( r_{\text{two-way}} = \frac{1}{2} r_s \).
Proof. First, consider $|w_j|^2$, $\forall j \in \{1, \ldots, M - 1, M + 1, \ldots, K + 1\}$ as in (6.7). The minimum of two independently distributed exponential random variables with parameters $\lambda_1$ and $\lambda_2$, respectively, is easily shown to be exponential with parameter $\lambda_1 + \lambda_2$ (see [54], for example). Therefore, $|w_j|^2$ is exponentially distributed with parameter $\lambda = 2$. By Lemma 6.1, this implies that the ratio of $|w_E|^2$ in (6.8) and $\frac{\ln K}{2}$ goes to 1 almost surely as $K \to \infty$. Likewise, the ratio of $|h_{S,M}|^2$ and $\ln K$ goes to 1 almost surely. Hence, from (6.9), noting $|h_{S,M}|^2 > |w_E|^2$ almost surely, one obtains the following

$$
\lim_{K \to \infty} r_s = \lim_{K \to \infty} \log_2 \left( \frac{1}{1 + \gamma_0 |w_E|^2} \right),
$$

$$
= \lim_{K \to \infty} \log_2 \left( \frac{1 + \gamma_0 \ ln K}{1 + \gamma_0 \ ln \frac{K}{2}} \right). \quad (6.13)
$$

Since both the numerator and denominator go to infinity, L’Hôpital’s rule can be invoked. By differentiating the numerator and denominator independently, one has the following convergence

$$
\lim_{K \to \infty} r_s = \lim_{K \to \infty} \log_2 \left( \frac{\gamma_0 \left( \frac{1}{K} \right)}{\gamma_0 \left( \frac{1}{2} \right) \left( \frac{1}{K} \right)} \right),
$$

$$
= \lim_{K \to \infty} \log_2(2),
$$

$$
= 1, \quad (6.16)
$$

almost surely and the theorem is proved.

Remark 6.1. Following similar steps as in the proof of Theorem 6.1, the asymptotic secrecy rate of the baseline scheme described in Section 6.2 when $K \to \infty$ is readily shown as $r_{\text{one-way}} = 0$ bits/s/Hz [19]. In comparison, the proposed two-way secrecy scheme is able to achieve an overall secrecy rate, $r_{\text{two-way}} = 0.5$ bits/s/Hz.
6.4 Two-Way Secrecy Scheme for Non-Opportunistic Broadcast

In this section, the proposed two-way secrecy scheme is generalised to a scalar broadcast channel with non-opportunistic transmission. In other words, a secret message must be transmitted to a specific user $M$. The proposed protocol makes use of the two-way secrecy scheme developed in the previous section and employs two idle users to relay the secret messages from the source to the destination. The proposed protocol ensures that the secret messages are hidden from all idle users (internal eavesdroppers), including the relays which help to forward the source messages. The proposed protocol for non-opportunistic broadcast is described in the first subsection while the secrecy rate is derived in the second subsection. The secrecy rate in large networks is analysed in the third subsection.

6.4.1 Protocol Description

The protocol starts by selecting two idle users with good channel connections to the source and the destination as relays. The selection criterion for the best relay is

$$R_1 = \arg \max_{j \in K_1} \min (|h_{S,j}|^2, \ |h_{M,j}|^2)$$

and the selection criterion for the second best relay is

$$R_2 = \arg \max_{k \in K_2} \min (|h_{S,k}|^2, \ |h_{M,k}|^2)$$

where $K_1 = \{1, \ldots, K\}$ and $K_2 = \{1, \ldots, R_1 - 1, R_1 + 1, \ldots, K + 1\}$.

Suppose the source $S$ wishes to convey a secret message $d$ to destination $M$ using the proposed protocol. The source first generates a random binary string $b$ and then sets a string $c$ such that $d = b \oplus c$. The proposed protocol can be described in two phases.

In the first phase, three time slots are used. See Figure 6.2. In the first time slot, the first relay $R_1$ transmits a wiretap encoded random binary string (secret key) $\tilde{b}$ at a secrecy rate $r_s$. The source then transmits the one-time pad encoded message, $m_1 = b \oplus \tilde{b}$ using wiretap coding at secrecy rate $r_s$. In the third time slot, the relay $R_1$ transmits $m_1$ using wiretap coding at a secrecy rate $r_s$.

A similar process is repeated in the second phase, for the source to communicate message $c$ to the...
Figure 6.2: Data flows in the first phase of the proposed two-way secrecy scheme for non-opportunistic broadcast.

Specifically, in the first time slot, the relay $R_2$ transmits a wiretap encoded random binary string (secret key) $\tilde{c}$ at a secrecy rate $r_s$, while in the second time slot, the source transmits the one-time pad encoded message, $m_2 = c \oplus \tilde{c}$ to the relay $R_2$ at a secrecy rate $r_s$. In the third time slot, the relay transmits the message $m_2$ at a secrecy rate $r_s$. The destination is able to recover the secret message $d$ using the knowledge of $m_1$, $m_2$, $\tilde{b}$ and $\tilde{c}$, since $d = m_1 \oplus \tilde{b} \oplus m_2 \oplus \tilde{c}$. The proposed protocol only needs to ensure that eavesdroppers and relays will miss at least one of the required messages, $m_1$, $m_2$, $\tilde{b}$ and $\tilde{c}$. The secrecy rate $r_s$ is determined in the following subsection.

6.4.2 Secrecy Rate Derivation

In this subsection, the secrecy rate $r_s$ for non-opportunistic broadcast is determined. As per above, each eavesdropper needs the full knowledge of $m_1$, $m_2$, $\tilde{b}$ and $\tilde{c}$ before the secret message $d$ can be decoded. One needs to know the worst eavesdropper-channel-gain of every potential eavesdropper,
Figure 6.3: Data flows in the second phase of the proposed two-way secrecy scheme for non-opportunistic broadcast.

which is defined as follows

\[ |w_l|^2 = \min \left( |h_{S,l}|^2, |h_{R_1,l}|^2, |h_{R_2,l}|^2 \right), \]

(6.19)

\[ \forall l \in \{1, \ldots, R_1 - 1, R_1 + 1, \ldots, R_2 - 1, R_2 + 1, \ldots, K + 1\} \text{ where } h_{R_i,l} \text{ is the channel from relay } R_i \]

to idle user l (potential eavesdropper). It is known that if the best eavesdropper is not able to decode the secret message successfully, other eavesdroppers will not succeed either. Therefore, the proposed protocol only needs to consider the largest worst-eavesdropper-channel-gain, which can be defined as

\[ |w_E|^2 = \max_l |w_l|^2, \]

(6.20)

\[ \forall l \in \{1, \ldots, R_1 - 1, R_1 + 1, \ldots, R_2 - 1, R_2 + 1, \ldots, K + 1\} \]. In addition, the proposed protocol needs to prevent both the relays, \( R_1 \) and \( R_2 \) from decoding the secret message \( d \). This can be achieved by keeping \( R_1 \) ignorant of the secret key \( \tilde{c} \) and \( R_2 \) ignorant of the secret key \( \tilde{b} \). For this reason, the proposed protocol accounts for the inter-relay channel between \( R_1 \) and \( R_2 \), \( h_{R_1,R_2} \) in determining the
secrecy rate. Define the overall maximum-eavesdropper-channel-gain as

\[
|w_O|^2 = \max \left( |w_E|^2, |h_{R_1, R_2}|^2 \right).
\]  

In the absence of eavesdroppers, the overall maximum-legitimate-channel-gain available for information transmission from source to destination is

\[
|h_O|^2 = \max_k \min \left( |h_{S,k}|^2, |h_{M,k}|^2 \right),
\]  

\(\forall k \in \{1, \ldots, R_1 - 1, R_1 + 1, \ldots, K + 1\}\). Using wiretap coding and assuming unit transmission power, the secrecy rate \(r_s\) of the proposed two-way secrecy scheme can be expressed as

\[
r_s = \begin{cases} 
\log_2 \left( \frac{1 + \gamma_0 |h_O|^2}{1 + \gamma_0 |w_O|^2} \right), & \text{when } |h_O|^2 > |w_O|^2, \\
0, & \text{when } |h_O|^2 \leq |w_O|^2.
\end{cases}
\]  

Accounting for the number of channel uses, the overall secrecy rate is \(r_{\text{two-way}} = \frac{1}{6} r_s\).

### 6.4.3 Asymptotic Analysis When \(K \to \infty\)

In this subsection, the asymptotic behaviour of the secrecy rate \(r_s\) when \(K \to \infty\) is analysed. The achievable secrecy rate of the proposed two-way secrecy scheme under non-opportunistic broadcast is summarised in the following theorem.

**Theorem 6.2.** Assuming wiretap coding and i.i.d. Rayleigh fading, the rate \(r_s\) employed by the proposed two-way secrecy scheme under non-opportunistic broadcast converges to

\[
r_s = \log_2 \left( \frac{3}{2} \right) \text{ bits/s/Hz},
\]  

as \(K \to \infty\) and the overall secrecy rate of the proposed scheme is \(r_{\text{two-way}} = \frac{1}{6} r_s\).

**Proof.** First, consider \(|w_l|^2, \forall l \in \{1, \ldots, R_1 - 1, R_1 + 1, \ldots, R_2 - 1, R_2 + 1, \ldots, K + 1\}\) as in (6.19).
From [54], the minimum of three independently distributed exponential variables with \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) respectively, has exponential distribution with \( \lambda = \lambda_1 + \lambda_2 + \lambda_3 \). Therefore, \(|w_t|^2\) is exponentially distributed with parameter \( \lambda = 3 \). Following Lemma 6.1, the ratio of \(|w_E|^2\) in (6.20) and \(\frac{\ln K}{3}\) goes to 1 almost surely as \( K \to \infty \). Consider \(|w_O|^2\) in (6.21). Since \(|h_{R_1,R_2}|^2\) is just an average channel gain, one obtains \(|w_O|^2 = |w_E|^2\). Recall the overall maximum-legitimate-channel-gain, \(|h_O|^2\) in (6.22). One knows that \( \min(|h_{S,k}|^2, |h_{M,k}|^2) \) is exponential distributed with parameter \( \lambda = 2 \). By Lemma 6.1, the ratio of \(|h_O|^2\) and \(\frac{\ln K}{2}\) goes to 1 almost surely. Hence, from (6.23), noting that \(|h_O|^2 > |w_O|^2\) almost surely, one obtains the following

\[
\lim_{K \to \infty} r_s = \lim_{K \to \infty} \log_2 \left( \frac{1 + \gamma_0 |h_O|^2}{1 + \gamma_0 |w_O|^2} \right),
\]

(6.25)

\[
= \lim_{K \to \infty} \log_2 \left( \frac{1 + \gamma_0 \frac{\ln K}{2}}{1 + \gamma_0 \frac{\ln K}{3}} \right),
\]

(6.26)

Invoking L’Hôpital’s rule, one has the following convergence

\[
\lim_{K \to \infty} r_s = \lim_{K \to \infty} \log_2 \left( \frac{3}{2} \right),
\]

(6.27)

(6.28)

almost surely and the theorem is proved.

Remark 6.2. It can be easily shown that the overall secrecy rate of the baseline one-way secrecy scheme described in Section 6.2 goes to zero when \( K \to \infty \). The proposed two-way secrecy scheme is able to achieve a positive overall secrecy rate, \( r_{two\text{-}way} = \frac{1}{6} \log_2 \left( \frac{3}{2} \right) \) bits/s/Hz. By introducing relays and two-way secrecy, the proposed protocol is able to average out the channel gain of the eavesdroppers. In other words, the proposed protocol is able to make sure that only the legitimate user is able to benefit from the multi-user diversity while the eavesdroppers fail to gain an advantage from the multi-user diversity.
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6.5 Numerical Results

In this section, the ergodic secrecy capacity of the proposed two-way secrecy scheme and baseline one-way secrecy scheme are simulated using a Monte Carlo method to consider the gain obtained for a finite number of users. The results are organised into two subsections. The first subsection discusses the simulation results for opportunistic broadcast while the second subsection describes the simulation results for non-opportunistic broadcast.

6.5.1 Opportunistic Broadcast

In this subsection, the performance of the proposed two-way secrecy scheme under opportunistic broadcast is examined. The ergodic secrecy capacity of the proposed scheme and the baseline one-way secrecy scheme are simulated. The ergodic secrecy capacity can be obtained by averaging the secrecy rate over all channel states.

Figure 6.4 shows the ergodic secrecy capacity versus the number of users $K$ of the proposed two-way secrecy scheme and the baseline one-way secrecy scheme when SNR=10dB. When $K$ is
increased from 2 to 10, the ergodic secrecy capacity of the baseline scheme decreases drastically. This is due to the fact that the best eavesdropper also benefits from the multi-user diversity as $K$ increases. When $2 \leq K \leq 10$, the proposed two-way secrecy scheme does not perform better than the baseline scheme. This is because the proposed two-way secrecy scheme uses extra channel resources to communicate a secret key from the legitimate user to the source. However, when $K > 10$, the proposed scheme outperforms the baseline scheme. The proposed scheme is less sensitive to the increase of $K$, as is evident from the curve which decreases gradually with $K$ and remains constant for large $K$. This agrees with the result in Theorem 6.1 that the secrecy rate of the proposed scheme converges to a positive constant when $K \to \infty$. In contrast, the ergodic secrecy capacity of the baseline scheme declines with $K$. When $K \to \infty$, the ergodic secrecy capacity of the baseline scheme will eventually go to zero, as shown in [19]. In general, the proposed two-way secrecy scheme is able to cope with the multi-user diversity through the use of the forward and the backward channels and deliver a positive secrecy capacity even when $K$ is large.

Figure 6.5 shows the ergodic secrecy capacity versus SNR when $K = 10, 30, \text{and} 60$. When $0 \leq \text{SNR} \leq 10 \text{dB}$, the ergodic secrecy capacity of both schemes increases with the SNR. When $\text{SNR} > 10 \text{ dB}$, the performance of both schemes quickly saturates because at high SNR, (6.2) and

---

Figure 6.5: Ergodic secrecy capacity versus SNR when $K = 10, 30, \text{and} 60$. $K$ increases in the direction of the arrow.
(6.9) reveal that further increases in SNR benefit the legitimate user and eavesdroppers equally. This suggests that a medium operating SNR is sufficient for both schemes. Generally, the proposed scheme outperforms the baseline scheme. When $K$ increases, the performance of the baseline scheme deteriorates significantly. For instance, when $K$ is increased from 30 to 60, an 18% drop in the ergodic secrecy capacity is recorded. In comparison, the proposed two-way secrecy scheme only experiences a 4% drop in the ergodic secrecy capacity. Hence, the proposed scheme is less sensitive to the increase of $K$, as compared to the baseline scheme.

### 6.5.2 Non-Opportunistic Broadcast

In this subsection, the performance of the proposed two-way secrecy scheme for the non-opportunistic broadcast is presented. The ergodic secrecy capacity of the proposed scheme and the baseline one-way secrecy scheme are simulated.

Figure 6.6 shows the ergodic secrecy capacity versus number of users $K$ of the proposed two-way secrecy scheme in comparison with the baseline one-way secrecy scheme when SNR = 30dB.

It can be observed that the ergodic secrecy capacity of the baseline scheme decreases with $K$, and approaches zero when $K$ is large. This is due to the fact that only eavesdroppers benefit from
multi-user diversity following the increase of $K$ whereas the legitimate user does not benefit from the increase of $K$. In contrast, the ergodic secrecy capacity of the proposed scheme increases gradually with $K$ and converges to a positive constant when $K$ is large. This agrees with the result in Theorem 6.2. By using the proposed scheme, the legitimate user is able to benefit from the multi-user diversity through the use of relays and the forward and backward channels, while preventing the eavesdroppers from gaining a similar benefit.

Figure 6.7 shows the ergodic secrecy capacity versus SNR when $K = 15, 30, \text{ and } 60$. When the SNR is increased from 0 to 10dB, both the proposed scheme and the baseline scheme display improvement in the ergodic secrecy capacity. The proposed scheme and the baseline scheme saturate when the SNR is beyond 15dB and 10dB respectively. This shows that a low to medium operating SNR is sufficient for both schemes. The ergodic secrecy capacity of the baseline scheme degrades when $K$ increases. This is due to the fact that only the eavesdroppers benefit from the multiuser diversity through the increase of $K$. In contrast, the ergodic secrecy capacity of the proposed scheme increases with $K$. This verifies that the proposed scheme is able to leverage the multi-user diversity from increasing $K$. 

Figure 6.7: Ergodic secrecy capacity versus SNR when $K=15, 30, \text{ and } 60$. $K$ increases in the direction of the arrow.
6.6 Chapter Conclusion

Previously-proposed schemes have demonstrated the difficulty in providing information-theoretic secrecy for the wireless broadcast of a message from a base station to one of $K$ wireless users; in particular, for standard multi-user diversity approaches, the secrecy capacity goes to zero in the limit of a large number of users. This chapter has exploited wiretap coding and reciprocity of the fading channel between the base station and the wireless users to address this problem. The proposed methods provide a positive secrecy capacity in the limit of a large number of users for both the opportunistic and non-opportunistic scenarios. Numerical results demonstrate that the proposed methods are also desirable in the finite case for more than a moderate number of users, i.e. 10-20 users, at SNR of interest.
Chapter 7

Conclusions and Future Works

In the first section of this chapter, conclusions are presented to provide a concise summary of the important findings in this thesis. The possible directions of future work are discussed in the second section.

7.1 Conclusions

This thesis has proposed several wireless transmission protocols using relays in the multi-user broadcast channels and the information exchange channels. It has been demonstrated that the use of relays is able to provide an additional dimension to improve the performance of wireless transmission in terms of reliability, throughput, power efficiency and secrecy. The findings of this thesis are summarised in the following paragraphs.

First, a spectrally efficient cooperative transmission protocol using linear precoding for the MISO broadcast channel has been proposed in Chapter 3, to improve the reliability of the broadcast transmission. Using practical zero-forcing beamforming at the source and relays, the proposed protocol is able to avoid the co-channel interference among multiple destinations and provide another dimension to improve the reliability of wireless transmission. The non-orthogonal relaying strategy used in the proposed protocol allows the source and the relays to access the shared bandwidth simultaneously, which results in a spectrally efficient cooperative transmission. The outage behaviour and the diversity and multiplexing tradeoff of the proposed protocol are analysed. Analytical results show that the maximum diversity gain expressed as the summation of the number of source transmitter antennas
and the available relays can be achieved. Analytical results also reveal that the proposed protocol uniformly dominates the non-cooperative protocol. In the event that the number of available relays is large, the diversity and multiplexing tradeoff of the proposed protocol significantly outperforms the comparable non-cooperative protocol. Numerical results further verify that the proposed protocol achieves better robustness than the comparable scheme. Both the analytical and simulation results agree that the use of multiple relays is beneficial in terms of improving the tradeoff between data rate and reliability.

Second, an analogue network coding protocol has been proposed for the information exchange channel with multiple user pairs and a multi-antenna relay in Chapter 4, to improve the data rate and reliability of the information exchange. The proposed protocol integrates analogue network coding and spatial multiplexing to enable both the relay and the users to participate in interference cancellation. Several low-complexity beamforming schemes are proposed for the multi-antenna relay to exploit the multiplexing and diversity gains. The proposed beamforming schemes deliver significant improvements in terms of ergodic capacity and outage probability. The developed analytical bounds approximate the ergodic capacity closely and show that the proposed beamforming scheme achieves higher multiplexing gain than existing schemes when the number of antennas at the relay is less than the total number of users. The analytical result on the outage probability is developed to quantify the diversity gain. The analytical result proves that the proposed beamforming schemes are able to extract all additional diversity gain offered by block-diagonalisation when the number of antennas at the relay is at least the total number of users. The diversity and multiplexing tradeoff of the proposed two-way relaying protocol is also derived. It reveals that the rate and reliability tradeoff offered by the proposed protocol outperforms existing schemes. Simulation results agree with the analytical results that the proposed protocol achieves higher ergodic capacity, lower outage probability and better diversity and multiplexing tradeoff than comparable schemes.

Third, the study on the information exchange channel extends to the scenario where both the users and the relay are equipped with multiple antennas. Specifically in Chapter 5, a low-complexity joint beamforming and power management scheme has been proposed to exploit the additional dimension offered by the use of multiple antennas to improve the sum-rate of the network. Based on the idea of subchannel alignment, transmit and receive beamformers at all nodes are designed such that user channel pair can be decomposed into parallel subchannels. The channel decomposition not only fa-
cilitates substream power allocation and power control, but also enables the use of low-complexity SISO decoders at the users. Joint power allocation dynamically allocates power to all substreams and nodes in order to maximise the sum-rate, subject to a total power constraint. On the other hand, joint power control minimises the total transmission power while satisfying the predefined target data rates. The convexity of the power allocation and power control formulations are determined. The non-concave power allocation utility function is approximated by a concave upper bound while the power control formulation are transformed from geometric program into equivalent convex form, in order to facilitate the use of efficient convex optimisation techniques in solving the optimisation problems. Numerical simulation results demonstrate that the proposed joint beamforming and power management scheme is able to deliver significant sum-rate improvement or achieve substantial transmission power saving, if compared to existing schemes.

Last but not least, the secrecy of the wireless scalar broadcast channel has been studied in Chapter 6. Two-way secrecy schemes which combine one-time pad encryption and wiretap coding are proposed for the scalar broadcast channel. The proposed schemes prevent idle users from exploiting the multi-user diversity and abusing the broadcast nature of wireless transmission to eavesdrop the information transmitted to the legitimate user. Two cases, opportunistic and non-opportunistic broadcast are considered. The proposed schemes utilise the forward and backward channels of the legitimate user to average out the channel gain of the eavesdroppers. In non-opportunistic broadcast, relays are selected from idle users to forward secret messages and to prevent the eavesdroppers from gaining an advantage of the multi-user diversity. The asymptotic secrecy rate of the proposed schemes in a large network is analysed. Analytical results reveal that the proposed schemes are able to achieve positive secrecy rates in both opportunistic and non-opportunistic broadcast even when the number of users goes to infinity. Simulations results verify that the proposed schemes are able to achieve positive ergodic secrecy capacity and significantly outperform the conventional scheme when the number of users is large.

Overall, the results in this thesis provide new insights into the potential capability of relays in the wireless broadcast and information exchange channels. All of the proposed wireless transmission protocols have demonstrated that the efficient use of relays, multi-antenna beamforming, power management and multi-user diversity are able to provide significant improvement in various aspects including throughput, reliability, power efficiency and secrecy.
7.2 Future Work

Following the studies in this thesis, several future directions are suggested to further improve the transmission protocols proposed in this thesis and to extend the application of the proposed protocols to more complicated network scenarios.

First, it would be interesting to investigate the sensitivity of the proposed protocols towards imperfect CSI and time-varying channels. Beamforming and interference cancellation procedures in the proposed CBC protocol and the proposed two-way relaying protocols might need to be adjusted to increase the immunity from imperfect CSI and time-varying channels. Dynamic rate and power management can be performed to exploit the degrees of freedom benefit available in time-varying channels.

Second, developing techniques to enable reusable relays in the proposed CBC protocol is another research direction. Recall the proposed CBC protocol in Chapter 3. A relay can only be used once in each CBC transmission time frame due to the half duplex constraint, which results in the relay missing the current source transmission when it is relaying the previous source message. Without knowledge of the source message in the \( k \)th time slot, the relay is not able to decode the new source message in the subsequent \((k + 1)\)th time slot where the received signal is a mixture of new source message and the previous source message (broadcast by other relay). A potential solution is to use alternating relay pair which has channels orthogonal to each other. The channel orthogonality can be achieved by means of beamforming (using more antennas) or relay scheduling. The channel orthogonality prevents the relays from interfering each other. As a result, the relays only hear the transmission from the source. In this way, the relay pair can be used alternately for many times until the channels change. The performance of such a strategy still remains an open question.

Third, the study of more complicated two-way relaying scenarios such as the multi-pair MIMO two-way relaying channels is another challenging research direction. In such scenarios, multiple pairs of users attempt to engage in information exchange simultaneously in the same channel with the help of relays. This scenario is more complicated if compared to the MIMO interference channels where information only flows in one direction. Although it has been shown that interference alignment [70] is able to achieve the best degrees of freedom in the MIMO interference channels, the applicability of interference alignment in the multi-pair MIMO two-way relaying channels remains unexplored.
Fourth, the effect of path loss to the proposed two-way secrecy protocol is another area worth investigation. Under large scale path loss, eavesdroppers located in proximity of the source have significant channel advantage over the legitimate user. This leads to the “near eavesdropper” problem. The proposed two-way secrecy protocol has the potential to overcome the “near eavesdropper” problem. The key lies in properly selecting relays which can minimise the channel advantage obtained by the near eavesdroppers. The investigation of the proposed protocol under both path loss and fading in large network is valuable to give insight on the asymptotic performance of the proposed two-way secrecy protocol.
Appendix A

Proof of Lemma 3.3

From Lemma 3.1, $h_k^HQAQ^Hh_k = h_k^HQAQ^HQAQ^Hh_k$ since $QAQ^H$ is idempotent. Due to the fact that the columns of $H$ are independent of each other, the unitary matrix $Q$ does not alter the distribution of $h_k$. Using Lemma 3.2, it can be shown that $h_k^HQAQ^H \sim CN_{Mr}(0, ||w_k||^2 \Sigma)$. According to [71], the sum-of-square of standardised normal variables $z = \frac{h_k^HQAQ^H \Sigma^{-1}QAQ^Hh_k}{||w_k||^2}$ is chi-square distributed with $2(M_r - M_t + 1)$ degrees of freedom since the rank of $\Lambda$ is $M_r - M_t + 1$. Assuming that $\Sigma = \sigma^2 I_{Mr}$ (independent and identical distributed with variance $\sigma^2$), the PDF of the chi-square variable $z$ is

$$f(z) = \frac{z^{M_r - M_t}}{\Gamma(M_r - M_t + 1)} \exp(-z). \quad (7.1)$$

Let $c = h_k^HQAQ^Hh_k$, applying the change of variable, $z = \frac{c}{\sigma^2||w_k||^2}$, $dz = \frac{1}{\sigma^2||w_k||^2} dc$ and therefore

$$\int f(z) dz = \int f(c) \frac{1}{\sigma^2||w_k||^2} dc. \quad \therefore$$

Thus, the statistical distribution of $c$ can be expressed as

$$f(c) = \frac{c^{M_r - M_t}}{(\sigma^2||w_k||^2)^{(M_r - M_t + 1)}} \exp\left(-\frac{c}{\sigma^2||w_k||^2}\right), \quad (7.2)$$

where $\Gamma(M_r - M_t + 1) = (M_r - M_t)!$. From Lemma 3.1, applying the change of variable, $c = \frac{\gamma_k}{\gamma_0}$, $dc = \frac{1}{\gamma_0} d\gamma_k$ and therefore

$$\int f(c) dc = \int f(\gamma_k) \frac{1}{\gamma_0} d\gamma_k, \quad \therefore$$

the PDF of the instantaneous SNR at the $k$th stream can be written as

$$f(\gamma_k) = \frac{(\gamma_k)^{M_r - M_t}}{\left(\gamma_0 \sigma^2||w_k||^2\right)^{(M_r - M_t + 1)}} \frac{(M_r - M_t)!}{(M_r - M_t + 1)!} \exp\left(-\frac{\gamma_k}{\gamma_0 \sigma^2||w_k||^2}\right). \quad (7.3)$$
By combining the result from the table of integral, Section 3.351.1 in [72], the closed form equation for the CDF of the $k$th stream’s instantaneous SNR is as following,

$$F(\gamma_k) = 1 - \exp \left( - \frac{\gamma_k}{\gamma_0 \sigma^2 ||w_k||^2} \right) \sum_{n=0}^{M_r-M_t} \frac{1}{n!} \left( \frac{\gamma_k}{\gamma_0 \sigma^2 ||w_k||^2} \right)^n,$$

(7.4)

and the lemma is proved.

**Proof of Lemma 3.4**

From Lemma 3.3, the probability that the SNR at the $k$th stream of the relay receiver is less than or equal to $\gamma_k$ is expressed in (3.16). In order for the relay to decode each stream successfully, the instantaneous SNR at the $k$th stream must satisfy the condition $\gamma_k > 2^R - 1$, where $R$ is the target data rate of each stream in bit/s/Hz. Formally, the probability that the $k$th stream can be successfully decoded can be expressed as

$$P(\gamma_k > 2^R - 1) = 1 - P(\gamma_k \leq 2^R - 1).$$

(7.5)

Substituting (3.16) into the equation above, it follows that

$$P(\gamma_k > 2^R - 1) = \exp \left( - \frac{2^R - 1}{\gamma_0 \sigma^2 ||w_k||^2} \right) \sum_{n=0}^{M_r-M_t} \frac{1}{n!} \left( \frac{2^R - 1}{\gamma_0 \sigma^2 ||w_k||^2} \right)^n.$$

(7.6)

Define the variable $\gamma = \frac{2^R - 1}{\gamma_0 \sigma^2 ||w_k||^2}$ for simplicity of notation. The previous equation for the probability that the $k$th stream can be decoded by the relay is simplified into the following expression,

$$P(\gamma_k) = \exp (-\gamma) \sum_{n=0}^{M_r-M_t} \frac{1}{n!} (\gamma)^n,$$

(7.7)

where the notation $P(\gamma_k)$ implies $P(\gamma_k > 2^R - 1)$. Due to symmetrical channel assumption, the worst case SNR requirement is identical for each stream, i.e $P(\gamma_1) = P(\gamma_2) = \ldots = P(\gamma_{M_r})$ for a total of $M_r$ receiver antennas at each relay node. The SNR at each stream is also assumed to be independent of each other. A relay is qualified if and only if all $M_r$ streams of the received messages can be
decoded successfully. In other words, a relay, \( R_k \) is qualified when the condition (3.3) is satisfied \( \forall m \in \{1, 2, \ldots, M_r\} \). Therefore, the probability that a relay is qualified can be represented by the joint probability of the \( P(\gamma_k) \) of all \( M_r \) streams. Define \( A \) as the event when a relay is qualified, the probability that a relay is qualified can be expressed as

\[
P(A) = P(\gamma_1 \cap \gamma_2 \cap \cdots \cap \gamma_{M_r}) = P(\gamma_1)P(\gamma_2) \cdots P(\gamma_{M_r}),
\]

(7.8)
since the SNR of each stream is independent of each other. Substitute (7.7) into (7.8), the probability that a relay is qualified,

\[
P(A) = \exp \left( -\gamma \sum_{n=0}^{M_r-M_t} \frac{1}{n!} (\gamma)^n \right)^{M_r}.
\]

(7.9)

By expanding the Taylor series of the exponential function, i.e. \( \exp (-\gamma) = 1 - \frac{\gamma}{2!} + \frac{\gamma^2}{3!} - \frac{\gamma^3}{4!} + \cdots \), the \( P(A) \) can be written as

\[
P(A) = \left[ \left( 1 - \frac{\gamma}{2!} - \frac{\gamma^2}{3!} \cdots \right) \left( 1 + \frac{\gamma}{2!} + \cdots + \frac{\gamma^{M_r-M_t}}{(M_r-M_t)!} \right) \right]^{M_r}.
\]

(7.10)

It can be observed that the right hand side of the equation above is a multiplication of an infinite series and an \((M_r-M_t)\)th-order polynomial. Represent the infinite series \( \left( 1 - \frac{\gamma}{2!} - \frac{\gamma^2}{3!} \cdots \right) \) as \( p(\gamma) = p_0 + p_1 \gamma + p_2 \gamma^2 + \cdots \), and the polynomial \( \left( 1 + \frac{\gamma}{2!} + \cdots + \frac{\gamma^{M_r-M_t}}{(M_r-M_t)!} \right) \) as \( q(\gamma) = q_0 + q_1 \gamma + \cdots + q_{M_r-M_t} \gamma^{M_r-M_t} \), the multiplication of \( p(\gamma) \) and \( q(\gamma) \) can be written as \( r(\gamma) = p(\gamma)q(\gamma) = r_0 + r_1 \gamma + r_2 \gamma^2 + \cdots \), which is an infinite series. The \( i \)th coefficient of the infinite series \( r(\gamma) \) can be expressed in the form of summation,

\[
r_i = \sum_{j=0}^{i} p_j q_{i-j},
\]

(7.11)

where \( p_i = \frac{(-1)^i}{i!} \) and \( q_i = \begin{cases} \frac{1}{i!} & \text{when } 0 \leq i \leq M_r - M_t \\ 0 & \text{when } i > M_r - M_t \end{cases} \). For the case when \( 1 \leq i \leq M_r - M_t \), the \( i \)th coefficient is

\[
r_i = \frac{(-1)^0}{0!i!} + \frac{(-1)^1}{1!(i-1)!} + \cdots + \frac{(-1)^i}{i!0!} = \frac{1}{i!} \sum_{k=0}^{i} \frac{i!}{k!(k-i)!} (-1)^k.
\]

(7.12)
Using the binomial theorem, i.e. \((1 + x)^i = \sum_{k=0}^{i} \binom{i}{k} x^k\), \(x = -1\), the above equation is simplified into

\[
r_i = \frac{1}{i!} (1 - 1)^i = 0.
\] (7.13)

Interestingly, the \(i\)th coefficient \(r_i = 0\) when \(1 \leq i \leq M_r - M_r\). As a result, the equation of \(r(\gamma)\) is reduced to the following infinite series

\[
r(\gamma) = 1 + r_{M_r - M_r + 1} \gamma^{M_r - M_r + 1} + r_{M_r - M_r + 2} \gamma^{M_r - M_r + 2} + \ldots .
\] (7.14)

Using high SNR approximation, the previous equation can be further simplified into a finite series with two elements,

\[
r(\gamma) \approx 1 + r_{M_r - M_r + 1} \gamma^{M_r - M_r + 1}.
\] (7.15)

Next, the value of the coefficient \(r_{M_r - M_r + 1}\) is determined. Recall (7.11), \(r_{M_r - M_r + 1}\) can be expanded into a finite series

\[
r_{M_r - M_r + 1} = p_0 q_{M_r - M_r + 1} + p_1 q_{M_r - M_r} + \ldots + p_{M_r - M_r} q_1 + p_{M_r - M_r + 1} q_0.
\] (7.16)

Following that coefficient \(q_{M_r - M_r + 1} = 0\) and using (7.11),

\[
r_{M_r - M_r + 1} = \frac{(-1)^1}{1! (M_r - M_r)!} + \frac{(-1)^2}{2! (M_r - M_r - 1)!} + \frac{(-1)^{M_r - M_r}}{(M_r - M_r)! 1!} + \frac{(-1)^{M_r - M_r + 1}}{(M_r - M_r + 1)! 0!}.
\] (7.17)
Using the binomial theorem, the above equation is reduced to

\[ r_{M_r-M_t+1} = \frac{1}{(M_r-M_t+1)!} \left[ \sum_{k=0}^{M_r-M_t+1} \frac{(M_r-M_t+1)!}{k! (M_r-M_t+1-k)!} (-1)^k \right] - 1, \quad (7.18) \]

\[ = \frac{1}{(M_r-M_t+1)!} \left[ (1-1)^{M_r-M_t+1} - 1 \right], \quad (7.19) \]

\[ = \frac{-1}{(M_r-M_t+1)!}. \quad (7.20) \]

Hence, at high SNR, the coefficient \( r(\gamma) \) can be approximated as a simple two terms summation,

\[ r(\gamma) \approx 1 - \gamma^{M_r-M_t+1}, \quad (7.21) \]

Therefore, the probability that a relay is qualified can be written as a \( r(\gamma) \) with power of \( M_r \), such that

\[ P(A) \approx \left[ 1 - \frac{\gamma^{M_r-M_t+1}}{(M_r-M_t+1)!} \right]^{M_r}. \quad (7.22) \]

Applying the binomial theorem to reach the approximation, \((1 - x)^n \approx 1 - nx\). The probability that a relay is qualified can be expressed as

\[ P(A) \approx 1 - M_r \frac{\gamma^{M_r-M_t+1}}{(M_r-M_t+1)!}, \quad (7.23) \]

and the lemma is proved. Note that under Rayleigh fading, \( \gamma = \frac{\rho - 1}{\sigma^2 ||\omega_k||^2} \) since \( \sigma^2 = 1 \).

\[ \square \]

**Proof of Lemma 3.5**

Say in a broadcast scenario, there are \( L \) available relays, \( K \) qualified relays and \( K \leq L \). The probability that \( K \) relays can decode the source message successfully has a binomial distribution which is expressed as

\[ P(K) = \binom{L}{K} P(A)^K (1-P(A))^{L-K}. \quad (7.24) \]
Using the result of the probability that a relay is qualified, $P(A)$ in Lemma 3.4, the following high 
SNR approximation is obtained,

$$
P(K) \approx \frac{L!}{(L-K)!K!} \left( 1 - M_r \frac{\gamma^{M_r-M_t+1}}{(M_r - M_t + 1)!} \right)^K \left( M_r \frac{\gamma^{M_r-M_t+1}}{(M_r - M_t + 1)!} \right)^{L-K}.
$$

(7.25)

Since $M_r \frac{\gamma^{M_r-M_t+1}}{(M_r - M_t + 1)!} \ll 1$ as $\gamma_0 \to \infty$, the previous equation can be simplified into

$$
P(K) \approx \frac{L!}{(L-K)!K!} \left( M_r \frac{\gamma^{M_r-M_t+1}}{(M_r - M_t + 1)!} \right)^{L-K} \gamma_0^{-(1-r)(M_r-M_t+1)(L-K)}.
$$

(7.26)

As the SNR $\gamma_0 \to \infty$, $P(K = L) \to 1$ and the probability for $K \neq L$ is very small such that $P(K \neq L) \to 0$. Thus, at high SNR, all available relays can decode the $M_r$ streams of message successfully and the lemma is proved.

**Proof of Lemma 3.6**

Recall the mutual information of the proposed CBC protocol in (3.9), the outage probability for the 
event that $K$ relays are selected can be expressed as

$$
P(O_K) = P \left( \frac{1}{K+1} \log_2 \det \left( I_{K+1} + \gamma_0 H_m H_m^H \right) \leq R \right).
$$

(7.27)

Equivalently, the outage probability can be written as

$$
P(O_K) = P \left( \det \left( I_{K+1} + \gamma_0 H_m H_m^H \right) \leq 2^{(K+1)R} \right).
$$

(7.28)

It can be observed that the multiplication of the bi-diagonal matrix $H_m$, i.e $H_m H_m^H$, is a tri-diagonal 
matrix. As a result, $I_{K+1} + \gamma_0 H_m H_m^H$ is also a tri-diagonal matrix. According to [73], the determinant 
of a tri-diagonal matrix can be computed recursively using the following equation,

$$
D_n = [1 + \gamma_0 x + \gamma_0 z_{n-1}] D_{n-1} - \gamma_0^2 x z_{n-1} D_{n-2},
$$

(7.29)
where $D_n = \det \left[ I_n + \gamma_0 H_{n-1} H_{n-1}^H \right]$, $H_n$ is the top left submatrix of $H_m$ with dimension $n \times n$, the variable $x = ||h_m||^2$ is the norm square of the element on the principal diagonal of $H_m$ and the variable $z_{n-1} = |g_{R(n-1),m}^T P_{R(n-1),m}|^2$ is the absolute square of the sub-diagonal element of $H_m$. Applying such a property, the following inequality is obtained,

$$\det \left( I_{K+1} + \gamma_0 H_m H_m^H \right) \geq (1 + \gamma_0 x)^{K+1} + \prod_{i=1}^K (\gamma_0 z_i). \quad (7.30)$$

The proof can be achieved by following same steps as in [74]. Such lower bound facilitates the subsequent analytical development, by simplifying the determinant as a sum of the variable $x$ and the product $\prod_i^K \gamma_0 z_i$. Using the inequality, the following upper bound expression for outage probability is obtained,

$$P(O_K) \leq P((1 + \gamma_0 x)^{K+1} + \prod_{i=1}^K \gamma_0 z_i) \leq 2^{(K+1)R}), \quad (7.31)$$

$$\leq P((1 + \gamma_0 x) \leq 2^R) P(\prod_{i=1}^K \gamma_0 z_i) \leq 2^{(K+1)R}). \quad (7.32)$$

Note that the upper bound implies the worst case outage probability. Next, the distribution of $x$ is determined in order to obtain the closed form equation for the first term of the (7.32). Since the distribution of $h_m \sim CN(0, \sigma^2 I_{M_t})$, the variable $x = ||h_m||^2$ has a chi-square distribution with $2M_t$ degrees of freedom. Following similar steps as in the proof of Lemma 3.3, the PDF of $x$ can be expressed as

$$f(x) = \frac{x^{M_t-1} \exp\left(\frac{-x}{\sigma^2}\right)}{\sigma^{2M_t} \Gamma(M_t)}. \quad (7.33)$$

By rewriting $P((1 + \gamma_0 x) \leq 2^R) = P(x \leq \frac{2^R - 1}{\gamma_0})$, the CDF of $x$ is thus

$$P(x \leq \frac{2^R - 1}{\gamma_0}) = 1 - \exp \left( -\frac{2^R - 1}{\sigma^2 \gamma_0} \right) \sum_{n=0}^{M_t-1} \frac{1}{n!} \left( \frac{2^R - 1}{\sigma^2 \gamma_0} \right)^n. \quad (7.34)$$
Represent $\alpha = \frac{2^{\alpha-1}}{\sigma^2\gamma_0}$ for sake of simplicity and using the Taylor series of the exponent, the following equation is obtained,

$$
P(x \leq \alpha) = 1 - \left(1 - \alpha + \frac{\alpha^2}{2!} - \frac{\alpha^3}{3!} + \cdots \right) \left(1 + \alpha + \frac{\alpha^2}{2!} + \cdots + \frac{\alpha^{M_t-1}}{(M_t - 1)!}\right), \quad (7.35)$$

where the second term in the right hand side of the equation is a multiplication of a infinite series and a polynomial of order $(M_t - 1)$. Following similar steps as in the proof of Lemma 3.4, the following high SNR approximation, $(1 - \alpha + \frac{\alpha^2}{2!} - \frac{\alpha^3}{3!} + \cdots) \left(1 + \alpha + \frac{\alpha^2}{2!} + \cdots + \frac{\alpha^{M_t-1}}{(M_t - 1)!}\right) \approx 1 - \frac{\alpha\gamma_0}{M_t}$ can be used. Hence, by replacing $\alpha = \frac{2^{\alpha-1}}{\sigma^2\gamma_0}$, one obtains the following equation,

$$
P(x \leq \frac{2R - 1}{\gamma_0}) = \left(\frac{\frac{2^{\alpha-1}}{\sigma^2\gamma_0}}{M_t}\right)^{M_t}. \quad (7.36)$$

By substituting $R = r \log_2 \gamma_0$, one obtains the following expression,

$$
P(x \leq \frac{\gamma_0^6 - 1}{\gamma_0}) = \left(\frac{\frac{2^{\alpha-1}}{\sigma^2\gamma_0}}{M_t}\right)^{M_t} = \gamma_0^{-M_t(1-r)}, \quad (7.37)$$

which solves the first term of (7.32). Next, the closed form for $P(\prod_{i=1}^{K} \gamma_0 z_i \leq 2^{(K+1)R})$ in (7.32) is computed. Denote the mutual information $I = \ln(\prod_{i=1}^{K} \gamma_0 z_i)$ and $f(z_1, \ldots, z_K)$ as the joint density function of $(z_1, \ldots, z_K)$. Following similar steps in [75], one obtains the following expression for the PDF of $I$,

$$
q(I) = \frac{\exp(I)}{\gamma_0 K} \int_1^{\exp(I)} \int_1^{\psi_1} \cdots \int_1^{\psi_{K-2}} \Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0) \prod_{i=1}^{K-1} \frac{1}{\psi_i} d\psi_i, \quad (7.38)
$$

where $\Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0) = f\left(\frac{\exp(I)}{\gamma_0 \psi_1}, \frac{\psi_1}{\gamma_0 \psi_1}, \ldots, \frac{\psi_{K-2}}{\gamma_0 \psi_{K-1}}, \frac{\psi_{K-1}}{\gamma_0}\right)$. In order to determine the value of the density function of $\Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0)$, the joint density function of $f(z_1, \ldots, z_K)$ shall be derived. For this purpose, the individual PDF of $z_k$ for $k = 1, \cdots, K$ needs to be determined. Note that the subscripts of $g_{R_{(k,m)}}$ and $p_{R_{(k,m)}}$ are omitted for simplicity. It is known that $g \sim \mathcal{CN}(0, \sigma^2 I_M)$ or equivalently $g_i \sim \mathcal{CN}(0, \sigma^2)$ for $i = 1, \cdots, M$ where $g_i$ is the $i$th element of vector $g$. Note that we assume full spatial multiplexing at the relay, $M_r = M$. Express $z_k$ as the norm square of weighted sum of normal variables, i.e. $z_k = |\sum_{i=1}^{M} g_i p_i|^2$. Each $z_k$ represents the effective channel.
gain from relay $K$ to user $m$. According to [54], $\sum_{i=1}^{M} g_i p_i \sim \mathcal{CN}(\sum_{i=1}^{M} p_i \mu_i, \sum_{i=1}^{M} |p_i|^2 \sigma_i^2)$ since $g_i$ is independently distributed. As a result, $\sum_{i=1}^{M} g_i p_i \sim \mathcal{CN}(0, ||p||^2 \sigma^2)$. Interestingly, since $||p||^2 = 1$, $\sum_{i=1}^{M} g_i p_i \sim \mathcal{CN}(0, \sigma^2)$. Thus, $z_k$ is exponentially distributed with PDF, $f(z) = \frac{1}{\sigma^2} \exp \left(-\frac{z}{\sigma^2}\right)$. Since $p$ is orthogonal to all channels other than its desirable destination, $z_k$ is independently distributed.

The joint density function $f(z_1, \ldots, z_K) = \prod_{k=1}^{K} (f(z))$. Using this property, the density function of $\Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0)$, can be expressed as

$$
\Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0) = \left(\frac{1}{\sigma^2}\right)^K \exp \left(-\frac{\exp(\mathcal{I})}{\sigma^2 \gamma_0 \psi_1}\right) \exp \left(-\frac{\psi_1}{\sigma^2 \gamma_0 \psi_2}\right) \times \\
\cdots \times \exp \left(-\frac{\psi_{K-2}}{\sigma^2 \gamma_0 \psi_{K-1}}\right) \exp \left(-\frac{\psi_{K-1}}{\sigma^2 \gamma_0}\right), \quad (7.39)
$$

where $\psi_i \in [1, \exp(\mathcal{I})]$ for $i = 1, \ldots, K - 1$. At high SNR, the density function of the function $\Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0)$ can be approximated as following

$$
\lim_{\gamma_0 \to \infty} \Psi(\psi_1, \ldots, \psi_{K-1}, \gamma_0) = \left(\frac{1}{\sigma^2}\right)^K. \quad (7.40)
$$

Hence, the high SNR approximation of the density function of the mutual information $\mathcal{I}$ is

$$
q(\mathcal{I}) \approx \frac{\exp(\mathcal{I})}{(\sigma^2 \gamma_0)^K} \int_1^{\exp(\mathcal{I})} \int_1^{\psi_1} \cdots \int_1^{\psi_{K-2}} \frac{1}{\prod_{i=1}^{K-1} \psi_i} d\psi_i. \quad (7.41)
$$

Applying change of variable, $\phi_i = \ln \psi_i, d\phi_i = \frac{1}{\psi_i} d\psi_i$, one gets the following

$$
q(\mathcal{I}) \approx \frac{\exp(\mathcal{I})}{(\sigma^2 \gamma_0)^K} \int_1^{\exp(\mathcal{I})} \int_1^{\phi_1} \cdots \int_1^{\phi_{K-2}} \prod_{i=1}^{K-1} d\phi_i = \frac{\exp(\mathcal{I}) \mathcal{I}^{K-1}}{(\sigma^2 \gamma_0)^K (K-1)!}. \quad (7.42)
$$

Given the density of the mutual information $\mathcal{I}$, $P(\prod_{i=1}^{K} \gamma_0 z_i \leq 2^{(K+1)R})$ can be expressed as

$$
P(q(\mathcal{I}) \leq (K + 1) R \ln 2) = \int_0^{(K+1) R \ln 2} \frac{\exp(\mathcal{I}) \mathcal{I}^{K-1}}{(\sigma^2 \gamma_0)^K (K-1)!} d\mathcal{I}. \quad (7.43)
$$
Combining the results from the table of integrals in Section 3.351.1 of [72], the closed form equation for the CDF of \( q(I) \) is

\[
P(q(I) \leq (K+1) R \ln 2) = \frac{1}{(\sigma^2 \gamma_0)^K} \left( \frac{1}{(-1)^K} - \exp((K+1) R \ln 2) \sum_{i=0}^{K-1} \frac{((K+1) R \ln 2)^i}{i!(-1)^K-i} \right).
\] (7.44)

Substituting \( R = r \log_2 \gamma_0 \) into the previous equation, one obtains the following expression

\[
P(q(I) \leq (K+1) r \ln \gamma_0) = \frac{1}{(\sigma^2 \gamma_0)^K} \left( \frac{1}{(-1)^K} - \exp((K+1) r \ln \gamma_0) \sum_{i=0}^{K-1} \frac{((K+1) r \ln \gamma_0)^i}{i!(-1)^K-i} \right).
\] (7.45)

Following similar steps in [75], one obtains the closed form expression for the CDF of the \( q(I) \),

\[
P(q(I) \leq (K+1) r \ln \gamma_0) = \frac{1}{(\sigma^2 \gamma_0)^K} \left( \frac{1}{(-1)^K} - \gamma_0^{(K+1)r} \sum_{i=0}^{K-1} \frac{(\ln \gamma_0^{(K+1)r})^i}{i!(-1)^K-i} \right).
\] (7.46)

\[
\geq \gamma_0^{-(K(1-r)-r)}.
\] (7.47)

Combining equations (7.37) and (7.46), the outage probability when \( K \) relays are qualified can be expressed as the following inequality,

\[
P(O_K) \leq \frac{(\frac{\gamma_0-1}{\gamma_0})^{M_t}}{M_t! (\sigma^2 \gamma_0)^K} \left( (-1)^K - \gamma_0^{(K+1)r} \sum_{i=0}^{K-1} \frac{(\ln \gamma_0^{(K+1)r})^i}{i!(-1)^K-i} \right) \geq \frac{1}{\gamma_0^{[(M_t+K)(1-r)-r]}}.
\] (7.48)

and the lemma is proved.
Appendix B

Proof of Lemma 4.1

First, the distribution of the auxiliary variable $x$ is determined. With the knowledge of $h_i^T \sim CN(0, I_N)$ and applying the idempotent property of $W$, the quadratic form $h_i^T W h_i^*$ is shown in [71] to have a chi-square distribution with $2 \times \text{trace}(W)$ degrees of freedom. In this case, $\text{trace}(W)=1$. Denote $u = h_i^T W h_i^*$, the PDF of $u$ reduces to $f_u(u) = \exp(-u)$, which is an exponential distribution. Applying change of variables, $u = \sigma^2 x$, the PDF of variable $x$ can be expressed as $f_x(x) = \sigma^2 \exp(-\sigma^2 x)$. Using similar approach, the PDF of the variable $y$ is $f_y(y) = \sigma^2 \exp(-\sigma^2 y)$.

Next, the distribution of variable $z = \frac{xy}{(M+1)x+My+M}$ is derived. Knowing that $x$ and $y$ are independently distributed, the CDF of $z$ can be written as

$$F_z(z) = \int \int_{\frac{xy}{(M+1)x+My+M}} f_x(x) f_y(y) dx dy. \quad (7.49)$$

Since $x \geq 0$ and $y \geq 0$, $F_z(z)$ can be expressed with the following equation,

$$F_z(z) = P(0 \leq y \leq (M + 1)z, 0 \leq x \leq \infty)$$

$$+ P \left((M + 1)z \leq y \leq \infty, 0 \leq x \leq \frac{M y z + M z}{y - (M + 1)z}, \quad (7.50)\right)$$
which is then written in integral form as follows

\[
F_z(z) = \int_0^{(M+1)z} \sigma^2 \exp \left(-\sigma^2 y \right) \int_0^\infty \sigma^2 \exp \left(-\sigma^2 x \right) \, dx \, dy \\
+ \int_{(M+1)z}^\infty \sigma^2 \exp \left(-\sigma^2 y \right) \int_0^{\frac{Mz + Mz}{y-(M+1)z}} \sigma^2 \exp \left(-\sigma^2 x \right) \, dx \, dy. 
\] (7.51)

The first pair of the integrals in (7.51) can be calculated easily,

\[
\int_0^{(M+1)z} \sigma^2 \exp \left(-\sigma^2 y \right) \int_0^\infty \sigma^2 \exp \left(-\sigma^2 x \right) \, dx \, dy = 1 - \exp(-(M+1)\sigma^2 z), 
\] (7.52)

while the second pair of integrals in (7.51) is

\[
\int_{(M+1)z}^\infty \sigma^2 \exp \left(-\sigma^2 y \right) \int_0^{\frac{Mz + Mz}{y-(M+1)z}} \sigma^2 \exp \left(-\sigma^2 x \right) \, dx \, dy = \exp(-(M+1)\sigma^2 z) - 2\sigma^2 \exp\left(-(2M+1)\sigma^2 z\right) \int_0^\infty \exp\left(-\alpha u - \frac{\beta}{u}\right) du, 
\] (7.53)

where \( \alpha = \sigma^2 \) and \( \beta = (M(M+1)z^2 + Mz)\sigma^2 \). There is no closed-form solution available for the integral in (7.53). However, one can represent the integral according to equation 3.471.9 in [72], which is shown here for convenience,

\[
\int_0^\infty \exp\left(-\alpha u - \frac{\beta}{u}\right) du = 2\sqrt{\frac{\beta}{\alpha}} K_1\left(2\sqrt{\alpha\beta}\right), 
\] (7.54)

where \( K_1(z) \) is the modified Bessel function of second kind. Substituting (7.54) into (7.53), one obtains the following

\[
\int_{(M+1)z}^\infty \sigma^2 \exp \left(-\sigma^2 y \right) \int_0^{\frac{Mz + Mz}{y-(M+1)z}} \sigma^2 \exp \left(-\sigma^2 x \right) \, dx \, dy \\
= \exp(-(M+1)\sigma^2 z) - 2\sigma^2 \exp\left(-(2M+1)\sigma^2 z\right) \\
\times \sqrt{M(M+1)z^2 + Mz}K_1\left(2\sigma^2 \sqrt{M(M+1)z^2 + Mz}\right). 
\] (7.55)

Combining (7.52) and (7.55), the CDF of \( z \) can be obtained and the lemma is proved. ■
Proof of Lemma 4.2

Since the CDF of \( z \) is related to the Bessel function, it can be bounded by first determining the upper and lower bounds for the modified Bessel function of second kind. According to equation 8.432.3 in [72], one can express \( K_1(z) \) as following

\[
K_1(z) = \frac{z \Gamma \left( \frac{1}{2} \right)}{2 \Gamma \left( \frac{3}{2} \right)} \int_1^\infty \exp(-zt) \sqrt{t^2 - 1} dt, \quad z \geq 0, \quad (7.56)
\]

where \( \Gamma(x) \) is the Gamma function. Knowing that \( t \geq 1 \), the following lower bound is defined,

\[
K_1(z) \geq z \frac{\Gamma \left( \frac{1}{2} \right)}{2 \Gamma \left( \frac{3}{2} \right)} \int_1^\infty \exp(-zt) (t - 1) dt
\]

\[
= \frac{z \sqrt{\pi}}{2 \sqrt{\pi/2}} \int_1^\infty \exp(-zt) (t - 1) dt
\]

\[
= z \int_1^\infty \exp(-zt) (t - 1) dt
\]

\[
y = t - 1
\]

\[
K_1(z) \geq z \exp(-z) \int_0^\infty \exp(-zy) (y) dy
\]

\[
= z \exp(-z) \left( \frac{1}{z^2} - \frac{1}{z^2} \exp(-\infty)(1 + \infty) \right)
\]

\[
= \frac{\exp(-z)}{z}.
\quad (7.57)
\]

where equation 3.351.7 in [72] is used in to obtain the equality in (7.57). Besides, using the other integral representation of the modified bessel function as in equation 8.432.6 in [72],

\[
K_1(z) = \frac{z}{4} \int_0^\infty \exp\left(-t - \frac{z^2}{4t}\right) dt
\]

(7.58)

Since \( t \geq 0 \) which leads to \( \exp(-t) \leq 1 \), one can have the following upper bound

\[
K_1(z) \leq \frac{z}{4} \int_0^\infty \frac{\exp\left(-\frac{z^2}{4t}\right)}{t^2} dt
\]

\[
= \frac{1}{z}
\quad (7.59)
\]
where equation 3.471.1 in [72] is used to obtain the equality in (7.59). Using the bounded $K_1(x)$, the upper and lower bounds for the CDF of $z$ can be obtained and thus the lemma is proved. ■

**Proof of Theorem 4.1**

Since the distribution function $F_z(z)$ is bounded, the density function $f_z(z)$ is bounded as well. It is shown in [76] that the inequalities between the expected value of two exponential density functions of $x$ is such $\int_0^\infty xf_1(x)dx < \int_0^\infty xf_2(x)dy$ happens when $F_1(x) \geq F_2(x)$, and $\int_0^\infty xf_1(x)dx > \int_0^\infty xf_2(x)dy$ happens when $F_1(x) \leq F_2(x)$. Using this relationship, and let the function $g(u) = \int_0^\infty \frac{1}{2}u \exp(-uz) \log_2(1+z)dz$, one can have the following bounds for the ergodic capacity,

$$g((2M + 1)\sigma^2 + 2\sqrt{M(M+1)}\sigma^2) \leq C_{erg} \leq g((2M + 1)\sigma^2). \quad (7.60)$$

The function $g(u)$ is solved as follows

$$g(u) = \int_0^\infty \frac{1}{2}u \exp(-uz) \log_2(1+z)dz$$

$$= \frac{1}{2}u \log_2(e) \int_0^\infty \exp(-uz) \ln(1+z)dz$$

$$= \frac{1}{2} \log_2(e) \exp(u)E_1(u), \quad (7.61)$$

where $E_1$ is the exponential integral and the equality (7.61) is obtained using equation 4.337.2 in [72].

The exponential integral, $E_1(u)$ can be represented as series expansion which is found in Section 5.1.11 in [77],

$$E_1(u) = -\gamma - \ln u - \sum_{n=1}^\infty \frac{(-1)^n u^n}{nn!}, \quad (7.62)$$

where $\gamma$ is the Euler constant. When $u \to 0$, the following approximation can be made

$$E_1(u) \approx -\gamma - \ln u, \quad \text{when } u \to 0. \quad (7.63)$$
At high SNR, the noise power $\sigma^2 \to 0$, therefore one obtains the following approximation

$$g(u) \approx \frac{1}{2} \log_2(e) \exp(u) (-\gamma - \ln u).$$  \hfill (7.64)\]

Substituting (7.64) into (7.60) and performing some algebraic manipulations, the upper and lower bounds for the ergodic capacity are obtained and the theorem is proved. \hfill ■

**Proof of Theorem 4.2**

Define the variables $x_k = \frac{1}{\sigma^2}||h_i^T W(k)||^2$ and $y_k = \frac{1}{\sigma^2}||W(k)^T h_j||^2$, where $W(k) = w(k)w^H(k)$, one can rewrite the beamforming selection criterion in (4.8) as follows,

$$\arg\max_{k=1,...,N-2(M-1)} \frac{1}{2} \log_2 \left( 1 + \frac{x_k y_k}{(M+1)x_k + My_k + M} \right)$$

$$+ \frac{1}{2} \log_2 \left( 1 + \frac{x_k y_k}{Mx_k + (M+1)y_k + M} \right).$$ \hfill (7.65)

It can be observed that the first term and the second term of the objective function are almost identical, except at the denominator, where the multiplier of variable $x_k$ and the multiplier of variable $y_k$ interchange. The minor difference between the first term and the second term does not result in any statistical difference. It can be verified that the CDF of the first term and the second term are the same. In order to simplify the analytical development, the sum rate criterion in (7.65) is reduced into

$$\arg\max_{k=1,...,N-2(M-1)} \frac{x_k y_k}{(M+1)x_k + My_k + M},$$ \hfill (7.66)

where only the instantaneous SNR of user $i$ is maximised. This is named as the individual rate criterion. Figure 7.1 shows the outage probability versus SNR of the proposed null-space vector selection scheme under two different selection criteria in comparison with the baseline zero-forcing scheme. In the simulation, the fixed parameters are $N = 4$, $M = 2$ and $R = 2$ bits/s/Hz. From Figure 7.1, it can be easily seen that the outage probability obtained using sum rate criterion is almost the same as the outage probability obtained using individual rate criterion. This verifies that the individual rate criterion is a very accurate approximation for the sum rate criterion.
Figure 7.1: Outage probability versus SNR \((1/\sigma^2)\) under two different selection criteria in comparison with the baseline zero-forcing scheme. The fixed parameters are \(M = 2\), \(N = 4\) and \(R = 2\) bits/s/Hz.

Using the simplified selection criterion in (7.66), one can arrange the mutual information of a user, in ascending order as follows,

\[ I(1) \leq I(2) \leq \ldots \leq I(N-2(M-1)). \]  

(7.67)

The null-space vector producing the maximum mutual information, \(I(N-2(M-1))\) is selected. When the \(k\)th null-space vector is randomly chosen, the outage probability can be described as

\[ P(I(k) < R) = P \left( \frac{x_k y_k}{(M+1)x_k + My_k + M} < 2^{2R} - 1 \right). \]  

(7.68)

Introduce the auxiliary variable \(z_k = \frac{x_k y_k}{(M+1)x_k + My_k + M}\). Following the result in Lemma 4.1, one can obtain the CDF of \(z_k\) as

\[ P(z_k < R) = 1 - \exp \left( -(2M + 1)^2 \zeta \right) \omega K_1(\omega), \]  

(7.69)
where \( \omega = 2\sigma^2 \sqrt{M(M+1)\zeta^2 + M\zeta} \) and \( \zeta = 2^{2R} - 1 \). In order to determine the outage probability when the best null-space vector is selected, order statistics [78] is used. Specifically, the outage probability is

\[
P(I < R) = (P(z_k < R))^{N-2(M-1)},
\]

(7.70)

where \( I = I_{(N-2(M-1))} \) is the mutual information when the best null-space vector is used. Substituting (7.69) into (7.70), the theorem is proved.
Appendix C

Complexity Analysis

This section provides the proof of the worst case computational complexity of the beamforming schemes proposed in Chapter 4. Define a floating point operation as one complex multiplication or addition. The number of floating point operations (flops) to measure the computation complexity. The complexity of the proposed schemes for two cases, case I: \( N = 2M - 1 \) and case II: \( N \geq 2M \) are studied. The computation of the null space vectors can be obtained using Golub-Reinsch SVD technique with complexity \( 4mn^2 + 8n^3 \) flops for any matrix with \( m \) rows and \( n \) columns [79].

Case I: \( N = 2M - 1 \)

Refer to table 7.1, the overall complexity is at most \( O(MN^3) \) flops.

<table>
<thead>
<tr>
<th>Key Operations</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_{i,j} = \text{null}(\tilde{H}<em>{i,j}^T) ), where ( \tilde{H}</em>{i,j}^T \in \mathbb{C}^{N-1 \times N} )</td>
<td>( O((4N-1)N^2 + 8N^3) = O(N^3) )</td>
</tr>
<tr>
<td>( F_{i,j} \in \mathbb{C}^{N \times N} = w_{i,j}w_{i,j}^T )</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td>(</td>
<td></td>
</tr>
<tr>
<td>Overall for ( M ) user pairs</td>
<td>( O(MN^3) )</td>
</tr>
</tbody>
</table>

Table 7.1: Complexity of key operations when \( N = 2M - 1 \).

Case II: \( N \geq 2M \)

Null-Space Vector Selection

Refer to table 7.2, the overall complexity is at most \( O(MN^3) \) flops.
Key Operations |
---|
\( \mathbf{w}_{i,j} = \text{null}(\tilde{\mathbf{H}}^T_{i,j}) \), where \( \tilde{\mathbf{H}}^T_{i,j} \in \mathbb{C}^{2(M-1) \times N} \) |
\( \mathcal{O} (4(2M - 2)N^2 + 8N^3) = \mathcal{O}(N^3) \) |
\( \mathbf{F}_{i,j}(k) \in \mathbb{C}^{N \times N} = \mathbf{w}_{i,j}(k) \mathbf{w}_{i,j}^T(k) \) and repeated for \( N - 2(M - 1) \) times. |
\( \mathcal{O}(N^3 - 2MN^2 + 2N^2) = \mathcal{O}(N^3) \) |
\( \| \mathbf{F}_{i,j}(k) \|_F^2 \) and repeated for \( N - 2(M - 1) \) times. |
\( \mathcal{O}(N^3 - 2MN^2 + 2N^2) = \mathcal{O}(N^3) \) |
Exhaustive search on a sequence of \( N - 2M + 1 \) elements |
\( \mathcal{O}(N - 2M + 1)) = \mathcal{O}(N) \) |
Overall for \( M \) user pairs |
\( \mathcal{O}(M \times \max(N^3, MN^2)) = \mathcal{O}(MN^3) \) |

Table 7.2: Complexity of key operations of the null-space vector selection scheme when \( N \geq 2M \).

**Coherent Combining of Null-space Vectors**

Refer to table 7.3, the overall complexity is at most \( \mathcal{O}(MN^3) \) flops.

Key Operations |
---|
\( \mathbf{W}_{i,j} = \text{null}(\tilde{\mathbf{H}}^T_{i,j}) \), where \( \tilde{\mathbf{H}}^T_{i,j} \in \mathbb{C}^{2(M-1) \times N} \) |
\( \mathcal{O} (4(2M - 2)N^2 + 8N^3) = \mathcal{O}(N^3) \) |
\( \Phi_i = \sum_{k=1}^{N-2(M-1)} \| \mathbf{h}_i^T \mathbf{w}(k) \|^2 \) |
\( \mathcal{O}(N^2 - 2MN + N) = \mathcal{O}(N^2) \) |
\( \mathbf{F}_{i,j} \in \mathbb{C}^{N \times N} = \mathbf{W}_{i,j} \mathbf{B}_{i,j} \mathbf{P}_{\pi} \mathbf{B}_{i,j}^T \mathbf{W}_{i,j}^T \) |
\( \mathcal{O}(2N^2 - 4MN + 2N) = \mathcal{O}(N^2) \) |
\( \| \mathbf{F}_{i,j} \|_F^2 \) |
\( \mathcal{O}(N^3) \) |
Overall for \( M \) user pairs |
\( \mathcal{O}(MN^3) \) |

Table 7.3: Complexity of key operations of the coherent combining scheme when \( N \geq 2M \).

**Pair-aware with semi-definite relaxation (PA-SDR) [9]**

The complexity of the PA-SDR is dominated by the complexity of the semi-definite programming used to determine the multicast vectors. From [58], it can be easily shown that the complexity of PA-SDR is at most \( \mathcal{O} \left( \left( 2 + (N - 2(M - 1)) \right)^3 \right) = \mathcal{O}(N^7) \) flops.
Appendix D

Convexity Analysis of (5.16)

The convexity of the objective function in (5.16) is analysed. In order to determine the convexity of the objective function, the composition rule [20] is used. Since positive weighted sum of any convex (or concave) functions preserves convexity (or concavity), one only needs to check the concavity of the \( k \)th substream rate of user 1, \( \log_2 \left( 1 + \frac{t_{1,k}b_kc_k}{t_{2,k}a_k + t_{3,k}b_k + t_{4,k}c_k + t_{5,k}} \right) \) and the \( k \)th substream rate of user 2, \( \log_2 \left( 1 + \frac{u_{1,k}b_kc_k}{u_{2,k}a_k + u_{3,k}b_k + u_{4,k}c_k + u_{5,k}} \right) \). Representing variable \( x = \tilde{a}_k \), \( y = \tilde{b}_k \) and \( z = \tilde{c}_k \). Define function \( f(x, y, z) = h(g(x, y, z)) \) where \( h(g) = \log_2 g \) and \( g(x, y, z) = 1 + \frac{t_{1,yz}}{t_{2,x} + t_{3,y} + t_{4,z} + t_{5}} \). Note that the subscript \( k \) of the constants \( t_{j,k} \) is omitted for simplicity. Recall the composition rule [20], function \( f \) is concave if

1. \( h \) is concave, \( \tilde{h} \) is non-decreasing, and \( g \) is concave; or
2. \( h \) is concave, \( \tilde{h} \) non-increasing, and \( g \) is convex,

where \( \tilde{h} \) is the extended-value extension of function \( h \). It can be easily verified that \( h \) is concave and \( \tilde{h} \) is non-decreasing. Next, the concavity of function \( g \) is determined using Hessian matrix. The Hessian matrix can be calculated as follows,

\[
H(g) = \begin{bmatrix}
\frac{\partial^2 g}{\partial x^2} & \frac{\partial^2 g}{\partial x \partial y} & \frac{\partial^2 g}{\partial x \partial z} \\
\frac{\partial^2 g}{\partial y \partial x} & \frac{\partial^2 g}{\partial y^2} & \frac{\partial^2 g}{\partial y \partial z} \\
\frac{\partial^2 g}{\partial z \partial x} & \frac{\partial^2 g}{\partial z \partial y} & \frac{\partial^2 g}{\partial z^2}
\end{bmatrix}.
\] (7.71)
If function $g$ is jointly concave with respect to parameter set $(x, y, z)$, then $g$ must be concave with respect to each of the variables. Note that the converse is not true. In other words, the diagonal elements of the Hessian matrix needs to be non-positive. Since the constants $t_j \geq 0$, $\forall j = \{1, \ldots, M\}$, and the variables $x \geq 0$, $y \geq 0$ and $z \geq 0$, the main diagonal elements can be computed as follows,

\[
\frac{\partial^2 g}{\partial x^2} = \frac{2t_1 t_2 yz}{(t_2 x + t_3 y + t_4 z + t_5)^3} \geq 0, 
\]

\[
\frac{\partial^2 g}{\partial y^2} = \frac{2t_1 t_3 z(t_2 x + t_4 z + t_5)}{(t_2 x + t_3 y + t_4 z + t_5)^3} \leq 0, 
\]

\[
\frac{\partial^2 g}{\partial z^2} = \frac{2t_1 t_4 y(t_2 x + t_3 y + t_5)}{(t_2 x + t_3 y + t_4 z + t_5)^3} \leq 0.
\]

From the results, one can conclude that the function $g$ is concave with respect to $y$, $g$ is concave with respect to $z$ but the function $g$ is non-concave with respect to $x$. Therefore, function $g$ is not jointly concave with respect to the parameter set $(x, y, z)$. Following the composition rule, it is obvious that function $f$, which corresponds to the $k$th substream rate function of user 1, is non-concave. Applying similar steps, it can be shown that the $k$th substream rate function of user 2 is also non-concave. Since the $k$th substream rate function of both users are non-concave, it can be concluded that the sum-rate objective function in (5.16) is non-concave with respect to variables $\tilde{a}_1, \ldots, \tilde{a}_M, \tilde{b}_1, \ldots, \tilde{b}_M, \tilde{c}_1, \ldots, \tilde{c}_M$.

**Proof of Theorem 5.1**

The upper bound of the objective function can be derived from the inequality of the $k$th substream SNR of user 1 given by $\gamma_{1,k} = \frac{t_{1,k} \tilde{b}_k \tilde{c}_k}{t_{2,k} \tilde{a}_k + t_{3,k} \tilde{b}_k + t_{4,k} \tilde{c}_k + t_{5,k}}$ and the $k$th substream SNR of user 2 given by $\gamma_{2,k} = \frac{t_{1,k} \tilde{c}_k}{u_{2,k} \tilde{a}_k + u_{3,k} \tilde{b}_k + u_{4,k} \tilde{c}_k + u_{5,k}}$. Represent $x = \tilde{a}_k$, $y = \tilde{b}_k$ and $z = \tilde{c}_k$, and omit subscript $k$ of the constants $t_{j,k}$ for simplicity, the $k$th substream SNR of user 1 can be expressed as $\gamma_{1,k} = \frac{t_{1} yz}{t_{2} x + t_{3} y + t_{4} z + t_{5}}$. Using the fact that $x \geq 0$, the $k$th substream SNR of user 1 can be upper bounded as follows,
\[
\frac{t_1 y z}{t_2 x + t_3 y + t_4 z + t_5} \leq \frac{t_1 (x + y) z}{t_2 x + t_3 y + t_4 z + t_5}, \tag{7.75}
\]
\[
\leq \frac{t_1 (x + y) z}{t_n (x + y) + t_4 z + t_5}, \tag{7.76}
\]
\[
\leq \frac{(x + y) z}{t_a (x + y) + t_b z}, \tag{7.77}
\]

where the second inequality is obtained by choosing \( t_n = \min(t_2, t_3) \), the third inequality is obtained by omitting \( t_5 \), and normalising \( t_a = \frac{t_n}{t_1} \) and \( t_b = \frac{t_4}{t_1} \). Since \( y \geq 0 \), similar steps can be applied to the \( k \)th substream SNR of user 2 to get the following upper bound,

\[
\frac{u_1 x z}{u_2 x + u_3 y + u_4 z + u_5} \leq \frac{(x + y) z}{u_a (x + y) + u_b z}, \tag{7.78}
\]

where \( u_a = \min\left(\frac{u_2, u_3}{u_1}\right) \) and \( u_b = \frac{u_4}{u_1} \).

Denote \( f_{upper} \) as the upper bound objective function obtained using the derived \( k \)th substream SNR inequality. The proof of the concavity of \( f_{upper} \) is described in the following. Since the positive weighted sum of any convex (or concave) functions preserves convexity (or concavity), one only needs to check the concavity of \( k \)th substream rate upper bound of user 1, \( \log_2 \left(1 + \frac{(x + y) z}{t_a (x + y) + t_b z}\right) \) and \( k \)th substream rate upper bound of user 2, \( \log_2 \left(1 + \frac{w z}{u_a (x + y) + u_b z}\right) \). This enables one to focus on developing the proof of the concavity of the rate function of user 1. Define function \( h(w, z) = \log_2 \left(1 + \frac{w z}{t_a w + t_b z}\right) \) and \( w(x, y) = x + y \). From the Hessian matrix, \( H(h) = \begin{bmatrix} \frac{\partial^2 h}{\partial w^2} & \frac{\partial^2 h}{\partial w \partial z} \\ \frac{\partial^2 h}{\partial z \partial w} & \frac{\partial^2 h}{\partial z^2} \end{bmatrix} \), one obtains the following inequalities,

\[
\frac{\partial^2 h}{\partial w^2} = -\frac{t_b z^2 (2t_a^2 w + 2t_a w z + 2t_a t_b z + t_b z^2)}{\ln 2 (t_a w + t_b z)^2 (t_a w + t_b z + w z)^2} \leq 0, \tag{7.79}
\]
\[
\frac{\partial^2 h}{\partial z^2} = -\frac{t_a w^2 (t_a w^2 + 2t_a t_b w + 2t_a w z + 2t_b w z)}{\ln 2 (t_a w + t_b z)^2 (t_a w + w z)^2} \leq 0, \tag{7.80}
\]

while the determinant of the Hessian matrix can be represented by the following inequality,

\[
\det(H) = \frac{2t_a t_b w^2 z^2}{(\ln 2)^2 (t_a w + t_b z)^2 (t_a w + w z)^3} \geq 0. \tag{7.81}
\]
since the constants \( t_a \geq 0, t_b \geq 0 \), and the variables \( w \geq 0 \) and \( z \geq 0 \). Recall that the determinant of the Hessian matrix corresponds to the product of two eigen values. For concave functions, each eigen value is non-positive. By observing the inequalities from (7.79) to (7.81), matrix \( H \) is proved to be negative semi-definite matrix. This indicates that function \( h(w, z) \) is concave with respect to \( (w, z) \). Recall that composition with affine function preserves concavity (or convexity) [20]. Since the function \( w(x, y) \) is affine, one can conclude that function \( h(w(x, y), z) = \log_2 \left( 1 + \frac{(x+y)z}{t_a(x+y)+t_bz} \right) \) is concave with respect to \( (x, y, z) \). Similar steps can be used to prove the concavity of the rate function of user 2, \( \log_2 \left( 1 + \frac{(x+y+z)}{u_a(x+y)+u_bz} \right) \). Since concavity is closed under positive summation, it can be concluded that the upper bound objective function \( f_{\text{upper}} \) is jointly concave with respect to all input parameters \( \tilde{a}_1, \ldots , \tilde{a}_M, \tilde{b}_1, \ldots , \tilde{b}_M, \tilde{c}_1, \ldots , \tilde{c}_M \) and the theorem is proved.

\[\Box\]

**Transformation of (5.24) and (5.25) to Equivalent Convex Forms**

The power control problem can be transformed into equivalent convex form by performing change of variables and logarithmic transformation on constraint functions in (5.24) and (5.25). Represent \( x_k = \log \tilde{a}_k \), \( y_k = \log \tilde{b}_k \) and \( z_k = \log \tilde{c}_k \). By taking the logarithm of the constraint in (5.24), the posynomial function can be transformed into the following log-sum-exponent function,

\[
\log \left\{ \exp(x_k - y_k - z_k + p_{1,k}) + \exp(-z_k + p_{2,k}) \\
+ \exp(-y_k + p_{3,k}) + \exp(-y_k - z_k + p_{4,k}) \right\} \leq 0, \tag{7.82}
\]

where constants \( p_{m,k} = \log (\gamma_{1,k} r_{m,k}) \), \( \forall m = \{1, \ldots , 4\} \). Recall the composition rule: composition with affine function preserves convexity [20], therefore every exponent in (7.82) remains convex. It is shown in [20] that the Hessian of the log-sum-exponent function is positive semi-definite, therefore one can conclude that the constraint in (7.82) is convex. The constraint in (5.25) can be transformed to convex form using similar approach, which is written as

\[
\log \left\{ \exp(-z_k + q_{1,k}) + \exp(-x_k + y_k - z_k + q_{2,k}) \\
+ \exp(-x_k + q_{3,k}) + \exp(-x_k - z_k + q_{4,k}) \right\} \leq 0 \tag{7.83}
\]
where $q_{m,k} = \log (\gamma_{2,k} s_{m,k})$, $\forall m = \{1, \ldots, 4\}$. The equivalent problem can be solved efficiently using convex optimisation technique, i.e. interior point method.
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