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Adaptive Control for Systems with Time-Varying
Parameters

Kaiwen Chen and Alessandro Astolfi, Fellow, IEEE

Abstract— This paper investigates the adaptive control
problem for systems with time-varying parameters using
the so-called congelation of variables method. First, two
scalar examples to illustrate how to deal with time-varying
parameters in the feedback path and in the input path,
respectively, are discussed. The control problem for an n-
dimensional lower triangular system via state feedback is
then discussed to show how to combine the congelation of
variables method with adaptive backstepping techniques.
To achieve output regulation problem via output feedback,
problem which cannot be solved directly due to the cou-
pling between the input and the time-varying perturbation,
the ISS of the inverse dynamics, referred to as strong
minimum-phaseness, is exploited. This allows converting
such coupling into the coupling between the output and
the time-varying perturbation. A set of filters, resulting in
ISS state estimation error dynamics, are designed to cope
with the unmeasured state variables. Finally, a controller is
designed based on a small-gain-like analysis that takes all
subsystems into account. Simulation results show that the
proposed controller achieves asymptotic output regulation
and outperforms the classical adaptive controller, in the
presence of time-varying parameters that are neither known
nor asymptotically constant.

Index Terms— Adaptive control, Nonlinear systems, Out-
put feedback.

I. INTRODUCTION

Since the 1980s, adaptive control has undergone extensive
research (see e.g. [1]–[5]), yet the works on systems with time-
varying parameters appear not to be as voluminous as works
that only consider time-invariant systems. Some pioneering
works on adaptive control for time-varying systems (see e.g.
[6]) exploit persistence of excitation to guarantee stability by
ensuring that parameter estimates converge to the true param-
eters.1 Subsequent works (see e.g. [9], [10]) have removed the

This work has been partially supported by the European Union’s
Horizon 2020 Research and Innovation Programme under grant agree-
ment No 739551 (KIOS CoE), and by Italian Ministry for Research in
the framework of the 2017 Program for Research Projects of National
Interest (PRIN), Grant no. 2017YKXYXJ.

K. Chen is with the Department of Electrical and Electronic En-
gineering, Imperial College London, London, SW7 2AZ, UK. E-mail:
kaiwen.chen16@imperial.ac.uk

A. Astolfi is with the Department of Electrical and Electronic En-
gineering, Imperial College London, London, SW7 2AZ, UK and
with the Dipartimento di Ingegneria Civile e Ingegneria Informat-
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1In recent literature, methods requiring that the parameter estimates con-
verge to the true parameters are categorized as identification methods, see e.g.
[7], [8]. In the rest of this paper we only consider control methods which do
not require convergence of the parameter estimates.

restriction of persistence of excitation by requiring bounded
and slow (in an average sense) parameter variations.

More recent works can be mainly categorized into two
trends. One of them is based on the so-called robust adaptive
law or switching σ-modification, see [3], a mechanism which
adds leakage to the parameter update law if the parameter
estimates drift out of a pre-specified reasonable region to
guarantee boundedness of the parameter estimates. This ap-
proach achieves asymptotic tracking when the parameters are
constant, otherwise the tracking error is nonzero and related
to the rates of the parameter variations, see [11]. In [12] and
[13] the parameter variations are modelled in two parts: known
parameter variations and unknown variations, and the residual
tracking error only depends on the rates of the unknown
parameter variations.

The other trend exploits the so-called filtered transfor-
mation, which is essentially an adaptive observer described
via a change of coordinates, and the projection operation,
which confines the parameter estimates within a pre-specified
compact set to guarantee the boundedness of the parame-
ter estimates, see [14], [15] and [16]. These methods can
guarantee asymptotic tracking provided that the parameters
are bounded in a compact set, their derivatives are L1 and
the disturbance on the state evolution is additive and L2.
Moreover, a priori knowledge on parameter variations is not
needed and the residual tracking error is independent of the
rates of the parameter variations.

The methods mentioned above cannot guarantee zero-error
regulation when the unknown parameters are persistently vary-
ing. To achieve asymptotic state/output regulation when the
time-varying parameters are neither known nor asymptotically
constant, in [17] and [18] a method called the congelation of
variables has been proposed and developed on the basis of the
adaptive backstepping approach and the adaptive immersion
and invariance (I&I) approach, respectively. In the spirit of the
congelation of variables method each unknown time-varying
parameter is treated as a nominal unknown constant parameter
perturbed by the difference between the true parameter and the
nominal parameter, which causes a time-varying perturbation
term. The controller design is then divided into a classical
adaptive control design, with constant unknown parameters,
and a damping design via dominance to counteract the time-
varying perturbation terms. This method is compatible with
most adaptive control schemes using parameter estimates, as
it does not change the original parameter update law designed
for time-invariant systems.

Since full-state feedback is not always implementable, most
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practical scenarios require an output-feedback adaptive control
scheme. In the output-feedback design with the congelation of
variables method, the major difficulty is caused by the cou-
pling between the input and the time-varying perturbation. In
this case simply strengthening damping terms in the controller
alters the input (as well as the perturbation itself) and therefore
causes a chicken-and-egg dilemma, which prevents stabiliza-
tion via dominance. In [19] and [20], a special output-feedback
case is solved on the basis of adaptive backstepping and
adaptive I&I, respectively, by exploiting a modified minimum-
phase property for time-varying systems and decomposing the
coupling between the input and the time-varying perturbation
into couplings between some output-related nonlinearities and
some other time-varying perturbations, which enables the use
of the dominance design again, though it is still restricted by
a relative degree condition. This restriction is relaxed in this
paper.

The paper is organized as follows. In Section II, two
motivating examples of scalar systems to illustrate the use
of the congelation of variables method are presented, and
an n-dimensional lower-triangular system with unmatched
uncertainties controlled by an adaptive state-feedback con-
troller is discussed to elaborate on the combination of the
congelation of variables method with adaptive backstepping.
With these design tools, in Section III the paper revisits,
integrates, and further develops the results in [19] and [20] on
the decomposition of the perturbation coupled with the input,
and proposes a controller design based on the scheme in [21]
together with a more comprehensive small-gain-like analysis,
when compared with the one in [19] and [20], that incorporates
the filter subsystems into the analysis. These allow the output-
feedback scheme proposed in this paper to achieve asymptotic
output regulation and to guarantee boundedness of all closed-
loop signals and, at the same time, remove the restriction of
having relative degree 1 or constant high-frequency gain, as
assumed in [19] and [20]. In Section IV a numerical example
to highlight the performance improvement achievable with the
proposed scheme is presented.

Notation: This paper uses standard notation unless stated
otherwise. For an n-dimensional vector v ∈ Rn, |v| denotes
the Euclidean 2-norm, |v|M =

√
v>Mv, M = M> � 0,

denotes the weighted 2-norm with weight M , vi ∈ Ri,
1 ≤ i ≤ n, denotes the vector composed of the first i elements
of v. ei denotes the i-th unit vector of proper dimension.
For an n × m matrix M , (M)i denotes the i-th column,
(M>)i denotes the i-th row, (M)ij denotes the i-th element
on the j-th column, tr(M) denotes the trace, and |M |F =√∑n

i=1

∑m
j=1(M)2

ij denotes the Frobenius norm. I and S

denote the identity matrix and the upper-shift matrix with
proper dimension, respectively. For an n-dimensional time-
varying signal s : R→ Rn, the image of which is contained in
a compact set S, ∆s : R→ Rn denotes the deviation of s from
a constant value `s, i.e. ∆s(t) = s(t)−`s, and δs ∈ R denotes
the supremum of the 2-norm of s, i.e. δs = supt≥0 |s(t)| ≥ 0.
(·)(n) = dn

dtn denotes the n-th time derivative operator. �

In this paper the unknown time-varying system parameters
θ : R → Rq and bm : R → R may verify one of the

assumptions below.

Assumption 1 (Bounded parameters): The parameter θ is
piecewise continuous and θ(t) ∈ Θ0, for all t ≥ 0, where
Θ0 is a compact set. The “radius” of Θ0, i.e. δ∆θ

, is assumed
to be known, while Θ0 can be unknown (see Fig. 1). �

Fig. 1. Graphical illustration of the role of Θ0, `θ , ∆θ(t), and δ∆θ
.

Assumption 2 (Smooth bounded parameters): The parame-
ter θ is smooth, that is, θ(i)(t) ∈ Θi, for i ≥ 0, for all t ≥ 0,
respectively, where Θi are compact sets possibly unknown.
δ∆θ

is assumed to be known. �

Assumption 3 (Sign-definite parameter): The parameter
bm(t) is bounded away from 0 in the sense that there exists
a constant `bm such that sgn(`bm) = sgn(bm(t)) 6= 0 and
0 < |`bm | ≤ |bm(t)|, for all t ≥ 0. The sign of `bm and bm(t),
for all t ≥ 0, is known and does not change. �

II. MOTIVATING EXAMPLES AND PRELIMINARY RESULT

In this section two motivating examples are provided
to briefly introduce the so-called congelation of variables
method, which is the core idea of this paper for coping with
time-varying parameters.

A. Parameter in the Feedback Path

To begin with consider a scalar nonlinear system described
by the equation

ẋ = θ(t)x2 + u, (1)

where x(t) ∈ R is the state, u(t) ∈ R is the input, and
θ(t) ∈ R is an unknown time-varying parameter satisfying
Assumption 1. Assuming that we have an “estimate” θ̂ of the
parameter θ(t), we can rewrite (1) as

ẋ = θ̂x2 + u+ (θ − θ̂)x2. (2)

One way to design an update law for θ̂ is to consider a
Lyapunov function candidate of the form

V (x, θ̂, θ) =
1

2
x2 +

1

2γθ
(θ − θ̂)2. (3)



CHEN AND ASTOLFI: ADAPTIVE CONTROL FOR SYSTEMS WITH TIME-VARYING PARAMETERS 3

Assuming θ is differentiable with respect to time for the time
being and taking the time derivative of V along the solutions
of (2) yields

V̇ = θ̂x3 + ux+ (θ − θ̂)x3 − (θ − θ̂)
˙̂
θ

γθ
+ (θ − θ̂) θ̇

γθ
, (4)

which means that the selection of the parameter update law

˙̂
θ = γθx

3 (5)

cancels the effect of the unknown (θ−θ̂)x3 term. The constant
γθ > 0 is known as the adaptation gain. In classical adaptive
control problems one assumes that θ is constant, that is θ̇ = 0
for all t ≥ 0, and selects the control law

u = −kx− θ̂x2, (6)

with k > 0, which yields V̇ = −kx2 ≤ 0. We can conclude
from this that x and θ̂ are bounded, and x converges to 0
by invoking Barbalat’s lemma. When θ̇ 6= 0, one has to
deal with the indefinite term (θ − θ̂) θ̇γθ . One way to do
this is to modify (5) with the so-called projection operation
(see e.g. [22], [23]), which confines the parameter θ̂ inside a
convex compact set and therefore guarantees the boundedness
of (θ − θ̂). It follows that the boundedness of θ̇ guarantees
the boundedness of x (either exact boundedness, e.g. in [24]
or boundedness in an average sense, e.g. in [10]), and θ̇ ∈ L1

guarantees the convergence of x to 0 (e.g. in [15], [25],
[16]). In some other works (e.g. in [11], [12], [13]), the
boundedness of θ̂ is guaranteed by the so-called switching σ-
modification, which adds some leakage to the integrator (5) if
the parameter estimate drifts outside a reasonable region, and
it is often referred to as soft projection. All these schemes
share the similarity that they treat θ̇ as a disturbance. As a
result some disturbance attenuation effort is made to guarantee
that bounded θ̇ causes bounded state/output regulation/tracking
error, and sufficiently fast converging θ̇, which means that θ
becomes constant sufficiently fast, guarantees the convergence
of the error to 0. As a result, none of these methods can
guarantee zero-error regulation/tracking when the unknown
parameter is persistently time-varying, in which case θ̇ is non-
vanishing.

However, note that the reason why we cannot avoid θ̇ in
the analysis is the θ − θ̂ term in (3). This term is included
only to guarantee the boundedness of θ̂, yet by no means
guaranteeing the convergence of θ̂ to θ, no matter whether
θ is time-varying or constant, thus replacing θ with a constant
`θ, to be determined, can guarantee the same properties. `θ can
be regarded as the average of θ(t), which is not necessarily
known. In the light of this, consider the modified Lyapunov
function candidate

V`(x, θ̂, `θ) =
1

2
x2 +

1

2γθ
(`θ − θ̂)2. (7)

Taking the time derivative of V` along the trajectories of (2)
yields

V̇` = θ̂x3 + ux+ (`θ − θ̂)x3 − (`θ − θ̂)
˙̂
θ

γθ
+ ∆θx

3, (8)

where ∆θ = θ − `θ. Comparing (8) with (4) we see that
the substitution of `θ for θ eliminates the θ̇ term, at the cost
of adding a perturbation term ∆θx

3 due to the inconsistency
between θ and `θ. Considering the same parameter update law
as in (5) and a new control law

u = −
(
k +

1

2ε∆θ

δ∆θ

)
x− 1

2
ε∆θ

δ∆θ
x3 − θ̂x2, (9)

where ε∆θ
> 0 is a constant, to balance the linear and the

nonlinear terms, yields

V̇` = −
(
k +

1

2ε∆θ

δ∆θ

)
x2 − 1

2
ε∆θ

δ∆θ
x4 + ∆θx

3

≤ −kx2 ≤ 0.

(10)

Therefore we can conclude boundedness of all trajectories
of the closed-loop system as well as convergence of x to
0 using the same argument as the one used in the classical
constant parameter problem, without requiring a vanishing θ̇.
The method of substituting the constant `θ for the time-varying
θ to avoid unnecessary time derivatives is called congelation
of variables [17]2. Note that controllers designed via the
congelation of variables method can be used for systems
with fast-varying parameters, as the design does not rely on
properties of θ̇.

Remark 1: The control law (9) and the parameter update
law (5) do not depend on `θ, in the same way as classical
adaptive controllers do not depend on θ, thus showing the
“adaptive” property of the proposed mechanism. One can in-
terpret the proposed controller as a combination of an adaptive
controller, to cope with the unknown parameter `θ, and a
robust controller, to cope with the time-varying perturbation
∆θ(t). This fact can also be revealed by noting that, when θ
is a constant, one could select `θ = θ, hence δ∆θ

= 0, and the
control law (9) is reduced to the classical control law (6).

It is also worth discussing the difference between the
proposed adaptive control scheme and a pure robust control
scheme in which `θ is treated as nominal parameter. To
illustrate this consider a practical scenario in which we have a
circuit that has to work with one of three resistors with values
50Ω, 100Ω, and 150Ω, yet which one is used is unknown. In
addition, due to temperature variations, the resistances have a
fluctuation of ±10Ω. In the spirit of the proposed method, `θ
equals either 50Ω, 100Ω, or 150Ω, which is unknown and
not used in the controller design, as it is replaced by the
dynamically updated θ̂, and δ∆θ

= 10Ω, which is known and
used in the controller design. In the spirit of robust control,
one has to determine the nominal resistance of the resistor
before designing the controller, and according to the known
information, the best guess is `θ = 100Ω. In this case the
maximum deviation from this nominal value is δ∆θ

= 60Ω,
which is caused not only by the parameter variation but also

2Some works predating [17] exploit similar ideas to avoid involving θ̇ in the
analysis. For example, in [26] the unknown time-varying controller parameter
in the Lyapunov function is replaced with a constant (0, as a matter of fact).
In other works one first derives a constant parameter controller via dominance
design (instead of directly using a time-varying parameter controller that
cancels the time-varying parameter) and then estimates the constant parameter
of the dominance controller, see e.g. [27], [28].
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by the imperfect knowledge on the true resistance of the
resistor used. This leads to a more conservative design that
uses an unnecessarily high gain and may cause severe noise
amplification issues. In an extreme case in which the nominal
resistance of the used resistor is completely unknown, one
cannot design a robust controller while one can still design an
adaptive controller using the proposed method. �

Remark 2: The control law (9) depends on δ∆θ
, which is

assumed to be known by Assumption 1. Even if δ∆θ
is un-

known, one can easily overcome this by building an “estimate”
for δ∆θ

via classical adaptive control techniques, since δ∆θ
is

a constant and the control law is linearly parameterized, see
Remark 2 of [21] for a brief example. �

Remark 3: It worth introducing a convention to clarify the
spirit in which we treat unknown quantities. If an unknown
indefinite term in the time derivative of the Lyapunov function
vanishes as the system parameters become constant, then this
term is to be dominated by a static damping design, like the
∆θ-term in this case, and we do not aim at estimating δ∆θ

, the
bound of ∆θ(t); if an unknown indefinite term is not vanishing
even when all system parameters are constant, like the `θ-
term in this case, then this term is to be compensated by a
dynamically updated “estimate”, which is θ̂ in this case. The
reasons for this convention of design are, first, that we do not
want to over-extend the dimension of the closed-loop system
by adding too many dynamic estimates, and second, that we
need the static damping terms to counteract fast parameter
variations for better transient performance (for the same reason
one can use nonlinear damping techniques even for system
with constant parameters). �

Remark 4: Consider the classical adaptive control problem
in which θ is constant. The closed-loop dynamics can be
described via a negative feedback loop consisting of two
passive systems, namely

Σ1 :

{
ẋ1 = −kx1 + x2

1u1,
y1 = x3

1,
(11)

Σ2 :

{
ẋ2 = γθu2,
y2 = x2,

(12)

where x1 = x, x2 = θ̂ − θ, u1 = −y2, u2 = y1. The storage
functions are S1 = 1

2x
2
1 and S2 = 1

2γθ
x2

2, respectively. It
is well-known that the parameter update law (5) is neither
designed to guarantee the convergence of θ̂ − θ to 0 nor to
make θ̂ estimate θ, though θ̂ is called the parameter estimate
by convention, but to make θ̂ − θ an input/output signal to
form a passive interconnection. When θ is time-varying, the
dynamics of Σ2 are described by

Σ2 :

{
ẋ2 = γθu2 − θ̇,
y2 = x2,

(13)

which causes the loss of passivity from u2 to y2. The
congelation of variables method can therefore be interpreted
as selecting a new signal θ̂ − `θ that can yield a passive
interconnection, while maintaining the passivity of Σ1 by
strengthened damping. Within this framework, the two passive

systems are described by

Σ1 :

{
ẋ1 = −a(x1, t)x1 + x2

1u1,
y1 = x3

1,
(14)

Σ2 :

{
ẋ2 = γθu2,
y2 = x2,

(15)

where x1 = x, x2 = θ̂−`θ, u1 = −y2, u2 = y2 and a(x1, t) =(
k + 1

2ε∆θ
δ∆θ

)
+ 1

2ε∆θ
δ∆θ

x2
1 −∆θx1 ≥ k > 0. �

B. Parameter in the input path

In what follows we show how to extend the idea of congela-
tion of variables to systems in which a time-varying parameter
is coupled with the input by considering the nonlinear system

ẋ = θ(t)x2 + b(t)u, (16)

where θ(t) satisfies Assumption 1 and b(t) ∈ R satisfies
Assumption 1 and Assumption 3. Equation (16) can be re-
written as

ẋ = θ̂x2 + ū+ ∆θx
2 + ∆b%̂ū

+ (`θ − θ̂)x2 − `b
(

1

`b
− %̂
)
ū,

(17)

where ∆b(t) = b(t)−`b, %̂ is an “estimate” of 1
`b

, and u = %̂ū.
From classical adaptive control theory (see e.g. [2]) we know
that the effect of the second line of (17) can be cancelled by
selecting the parameter update laws (5) and

˙̂% = −γ%sgn(`b)ūx, (18)

and considering the Lyapunov function candidate V (x, θ̂, %̂) =
1
2x

2 + 1
2γθ

(θ− θ̂)2 + |`b|2γ%
( 1
`b
− %̂)2, the time derivative of which

along the trajectories of (17) satisfies

V̇ = θ̂x3 + ūx+ ∆θx
3 + ∆b%̂ūx. (19)

Note that the perturbation term ∆b%̂ūx depends on ū explicitly,
which means that we cannot dominate this term by simply
adding damping terms to ū, as doing this also alters the
perturbation term itself. Instead, we need to make ∆b%̂ūx
non-positive by designing ū and selecting `b. Consider ū as a
feedback control law with a non-positive nonlinear gain, that
is

ū = −
(
k +

1

2

(
δ∆θ

ε∆θ

+
1

εθ̂

)
+

1

2
(ε∆θ

δ∆θ
+ εθ̂ θ̂

2)x2

)
x

= −κ(x, θ̂)x,
(20)

where εθ̂ > 0. Note that κ(x, θ̂) > 0 by construction.
Substituting (20) into (18) yields ˙̂% = γ%sgn(`b)κx

2. When
b(t) > 0, for all t ≥ 0, due to Assumption 3, there exists a
constant `b such that 0 < `b ≤ b(t), ∆b > 0, ˙̂% ≥ 0, which
means that any initialization with %̂(0) > 0 guarantees that
%̂(t) > 0, for all t ≥ 0, and therefore ∆b%̂ūx = −∆b%̂κx

2 ≤
0, for all t ≥ 0. When b(t) < 0, for all t ≥ 0, similarly there
exists `b such that b(t) ≤ `b < 0, ∆b < 0, ˙̂% ≤ 0. Then
selecting %̂(0) < 0 guarantees %̂(t) < 0, for all t ≥ 0, and
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∆b%̂ūx ≤ 0. Recalling (19), (20), and noting that ∆b%̂ūx ≤ 0
yields

V̇ ≤ − kx2 −
(
εθ̂
2
θ̂2x4 +

1

2εθ̂
x− θ̂x3

)
−
(
ε∆θ

δ∆θ

2
x4 +

δ∆θ

2ε∆θ

x2 + ∆θx
3

)
≤ −kx2 ≤ 0.

(21)

Exploiting the same stability argument as before, boundedness
of the system trajectories and convergence of x to zero follows.

Remark 5: This example highlights the flexibility of the
congelation of variables method: the congealed parameter `(·)
can be selected according to the specific usage. It can be a
nominal value for robust design, or an “extreme” value to
create sign-definiteness, as long as the resulting perturbation
∆(·) is considered consistently. One can even make `(·) a time-
varying parameter subject to some of the assumptions used in
the literature (e.g. ˙̀

(·) ∈ L∞, ˙̀
(·) ∈ L1, see e.g. [10], [15]),

and use the congelation of variables method to relax these
assumptions. This is the reason why the proposed method is
named “congelation”3 not “freeze”. �

Remark 6: Similarly to the effect of the selection of `θ in
Remark 4, the selection of `b makes %̂ − 1

`b
a passivating

input/output signal. In addition, note that the overall system
is passive from −∆b%̂κx to x. Our selection of `b always
guarantees that −∆b%̂κ is negative and therefore yields a
negative feedback “control” (if regarding −∆b%̂κx as the
control law), which is well-known to possess an arbitrarily
large gain margin in a passive system and robust against the
variation of ∆b%̂κ. �

Fig. 2. Schematic representation of system (17), (5) and (18) as the
interconnection of passive subsystems.

The examples discussed above are simple, yet illustrate the
core ideas put forward in the paper: no matter if the time-
varying parameters appear in the feedback path or in the
input path. The readers will see that the following sections
are essentially applying the same ideas in more sophisticated
ways and to more complicated scenarios.

3The word “congelation” is polysemous: it means both “coagulation” and
“freeze/solidification” [29].

C. Preliminary Result: State-Feedback Design for
Unmatched Parameters

In the examples of Section II-A and Section II-B the
unknown parameter θ(t) enters the system dynamics from the
same integrator from which the input u enters, that is, the so-
called matching condition holds. For a more general class of
systems in which the unknown parameters are separated from
the input by integrators, adaptive backstepping design [2] is
needed. Consider an n-dimensional nonlinear system in the
so-called parametric strict-feedback form, namely

ẋ1 = φ>1 (x1)θ(t) + x2,...
ẋi = φ>i (xi)θ(t) + xi+1,...
ẋn = φ>n (x)θ(t) + b(t)u,

(22)

where i = 2, . . . , n − 1, x(t) = [x1, . . . , xn]> ∈ Rn is
the state, u(t) ∈ R is the input, θ(t) ∈ Rq is the vector
of unknown parameters satisfying Assumption 1, and b(t) ∈
R is an unknown parameter satisfying Assumption 1 and
Assumption 3. The regressors φi : Ri → Rq , i = 1, . . . , n,
are smooth mappings and satisfy φi(0) = 0.

Remark 7: The condition φi(0) = 0 implies that
φ>i (0)θ(t) = 0, which allows zero control effort at x = 0. One
can easily see that if φi(0) 6= 0, φ>i (0)θ(t) becomes an un-
known time-varying disturbance, yielding a disturbance rejec-
tion/attenuation problem not discussed here. By Hadamard’s
lemma [30], one can express the regressors as φi(xi) =
Φ̄i(xi)xi, where Φ̄i are smooth mappings. �

We directly give the results below and omit the step-by-
step procedures4. For each step i, i = 1, . . . , n, define the
error variables

z0 = 0, (23)
zi = xi − αi−1, (24)

the new regressor vectors

wi(xi, θ̂) = φi −
i−1∑
j=1

∂αi−1

∂xj
φj , (25)

the tuning functions

τi(xi, θ̂) = τi−1 + wizi =

i∑
j=1

wizi, (26)

and the virtual control laws

α0 = 0, (27)

αi(xi, θ̂) = − zi−1 − (ci + ζi)zi − w>i θ̂

+

i−1∑
j=1

∂αi−1

∂xj
xj+1 +

∂αi−1

∂θ̂
Γθτi

+

i−1∑
j=2

∂αj−1

∂θ̂
Γθwizj , i = 1, . . . , n− 1,

(28)

αn = %̂ᾱn = −%̂κ(x, θ̂)zn, (29)

4The classical procedures of adaptive backstepping, on which the following
procedures are based, can be found in Chapter 4 of [2].
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where ci > 0 are constant feedback gains, ζi(xi, θ) are
nonlinear feedback gains to be defined later, Γθ = Γ>θ � 0 is
the adaptation gain, κ(x, θ̂) is a positive nonlinear feedback
gain to be defined later, and similar to the one in Section II-B.
To proceed with the analysis, select the control law and the
parameter update laws as

u = αn, (30)
˙̂
θ = Γθτn, (31)
˙̂% = −γ%sgn(`b)ᾱnzn, (32)

respectively, and consider the Lyapunov function candidate
V (z, θ̂, %̂) = 1

2 |z|
2 + 1

2 |`θ − θ̂|2Γ−1 + |`b|
2γ%
| 1
`b
− %̂|2, where

z = [z1, . . . , zn]>. Taking the time-derivative of V yields

V̇ = −
n∑
i=1

(ci + ζi)zi + znᾱn + ∆ + znψ

+ (`θ − θ̂)>
( n−1∑
i=1

wizi − Γ−1
θ

˙̂
θ

)
+ `b

(
1

`b
− %̂
)(

ᾱnzn −
˙̂%

γ%

)
,

(33)

where

∆ =

n−1∑
i=1

ziw
>
i ∆θ + ∆b%̂ᾱnzn, (34)

ψ = zn−1 + w>n θ̂ −
n−1∑
j=1

∂αn−1

∂xj
xj+1

− ∂αn−1

∂θ̂
Γθτn −

n−1∑
j=2

∂αj−1

∂θ̂
Γθwnzj .

(35)

Remark 8: Recalling Remark 7 and implementing (23) to
(29) recursively, it is not hard to see that zi(xi, θ̂), wi(xi, θ̂),
τi(xi, θ̂), αi(xi, θ̂) are smooth and zi(0, θ̂) = 0, wi(0, θ̂) = 0,
τi(0, θ̂) = 0, αi(0, θ̂) = 0. Note also that the θ̂-dependent
change of coordinates between zi and xi is smooth, invertible,
and xi = 0 ⇔ zi = 0, thus we can directly express wi as
wi = W̄i(xi, θ̂)zi with Wi smooth and, similarly, ψ as ψ =

ψ̄>(x, θ̂)z with ψ̄ smooth. �
The last two lines of (33) are eliminated by the parameter

update laws (31) and (32), and the non-positivity of ∆b%̂ᾱnzn
can be established in the same way as in Section II-B, thanks
to the form5 of ᾱn. The rest of the problem is to determine
the nonlinear damping gains ζi(xi, θ̂) and κ(x, θ̂) to dominate
the ∆θ-terms.

Proposition 1: Consider system (22) and the control law
(30) with the nonlinear damping gains

ζi(xi, θ̂) =
1

2

(
(n− i+ 1)

δ∆θ

ε∆θ

+ ε∆θ
δ∆θ
|W̄i|2F +

1

εψ̄

)
,

(36)

κ(x, θ̂) = cn + ζn +
1

2
εψ̄|ψ̄|2, (37)

5This form of ᾱn is inspired by [31], which also designs a control law
with a nonlinear negative feedback gain, albeit to achieve inverse optimality.

with cn > 0 and ε(·) > 0, and the parameter update laws
(31) and (32) with sgn(%̂(0)) = sgn(b). Then all closed-loop
signals are bounded and lim

t→+∞
x(t) = 0. �

Proof: Recalling Remark 8 and invoking Young’s in-
equality yields

ziw
>
i ∆θ = zi∆

>
θ W̄izi

≤ 1

2

(
δ∆θ

ε∆θ

+ ε∆θ
δ∆θ
|W̄i|2F

)
z2
i +

δ∆θ

2ε∆θ

|zi−1|2,

(38)

znψ = znψ̄z =
1

2

(
1

εψ̄
+ εψ̄|ψ̄|2

)
z2
n +

1

2εψ̄
|zn−1|2

(39)

Consider now (33) and note that there exists `b such that
∆b%̂ᾱnzn ≤ 0 provided that sgn(%̂(0)) = sgn(b), which yields

V̇ ≤ −
n∑
i=1

(ci + ζi)zi − κz2
n + znψ +

n−1∑
i=1

ziw
>
i ∆θ. (40)

Substituting (36) and (37) together with (38) and (39) into
(40) yields V̇ ≤ −

∑n
i=1 ciz

2
i ≤ 0, which guarantees that z,

θ̂ and %̂ are globally uniformly bounded. The global uniform
boundedness of x is also guaranteed by Remark 8. Note that
the exogenous input signals to the dynamics of z are θ(t) and
b(t), which are bounded by Assumption 1 and Assumption 3,
and therefore ż is also bounded. Hence invoking Barbalat’s
lemma one can conclude that lim

t→+∞
z(t) = 0, which further

indicates that lim
t→+∞

x(t) = 0, by Remark 8.

Although state-feedback is in general not available in prac-
tice, the result presented above indicates how to combine the
congelation of variables method and backstepping to cope with
the unmatched time-varying parameters. We will see that, once
proper filters are built, the same techniques can be also applied
to systems in which only the output is available for feedback.

III. OUTPUT-FEEDBACK DESIGN

Consider now an n-dimensional system in output feedback
form with relative degree ρ described by the equations

ẋ1 = x2 + φ0,1(y) +

q∑
j=1

φ1,j(y)aj(t),

...
ẋρ = xρ+1 + φ0,ρ(y) +

q∑
j=1

φρ,j(y)aj(t) + bm(t)g(y)u,

...
ẋn = φ0,n(y) +

q∑
j=1

φn,j(y)aj(t) + b0(t)g(y)u,

y = x1, (41)

or, in compact form, by the equations

ẋ = Sx+ φ0(y) + F>(y, u)θ,

y = e>1 x,
(42)

where x(t) = [x1, . . . , xn]> ∈ Rn is the state, u(t) ∈ R is
the input, y(t) ∈ R is the output, θ(t) = [b>(t), a>(t)]>

is the vector of unknown time-varying parameters, a(t) =
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[a1(t), . . . , aq(t)]
> ∈ Rq , b(t) = [bm(t), . . . , b0(t)]> ∈

Rm+1, m = n− ρ,

F>(y, u) =

[[
0(ρ−1)×(m+1)

Im+1

]
g(y)u,Φ>(y)

]
, (43)

(Φ>(y))ij = φi,j(y) and g : R→ R is a smooth mapping and
g(y) 6= 0, for all y ∈ R. In addition, θ(t) satisfies Assump-
tion 2, and, in particular, bm(t) also satisfies Assumption 3.
The mappings φ0,i : R→ R and φi,j : R→ R, i = 1, . . . , n,
j = 1, . . . , q, are smooth and such that φ0,i(0) = 0, φi,j(0) =
0.

Remark 9: Similarly to what is discussed Remark 7, there
exist smooth mappings φ̄0,i and φ̄i,j such that φ0,i(y) =
φ̄0,i(y)y, φi,j(y) = φ̄i,j(y)y. �

A. System Reparameterization
Due to the presence of unmeasured state variables we

use Kreisselmeier filters (K-filters) [32] to reparameterize the
system with the filter state variables (which are known) into
a new form that is favorable for the adaptive backstepping
design [2]. The filters are given by the equations

ξ̇ = Akξ + ky + φ0(y), (44)

Ξ̇> = AkΞ> + Φ>(y), (45)

λ̇ = Akλ+ eng(y)u, (46)

where Ak = S−ke>1 and k ∈ Rn is the vector of filter gains.
These filters are equivalent, see [2], to the filters

ξ̇ = Akξ + ky + φ0(y), (47)

Ω̇> = AkΩ> + F>(y, u), (48)

where

Ω> = [vm, . . . , v0,Ξ
>], (49)

vi = Aikλ, i = 0, . . . ,m. (50)

Define now the non-implementable state estimate

x̂ = ξ + Ω>`θ. (51)

The state estimation error dynamics are then described by the
equation

ε̇ = Akε+ F>(y, u)∆θ

= Akε+ Φ>(y)∆a +

[
0(ρ−1)×1

∆b

]
g(y)u,

(52)

where ε = x− x̂. We now show that after using the K-filters
(44)–(46) with the congelation of variables method the orig-
inal n-dimensional system with time-varying parameters can
be reparameterized as a ρ-dimensional system with constant
parameters `θ and some auxiliary systems to be defined. The
substitution of `θ for θ(t) prevents θ̇ from appearing in the
ε-dynamics. For ρ > 1 one has the problem described by the
equations

ẏ = ω0 + ω̄>`θ + ε2 + `bmvm,2

v̇m,i = −kivm,1 + vm,i+1, i = 2, . . . , ρ− 1,

v̇m,ρ = −kρvm,1 + vm,ρ+1 + g(y)u,

(53)

and, for ρ = 1 one has

ẏ = ω0 + ω>`θ + ε2 + `bmg(y)u, (54)

where ω0 = φ0,1 + ξ2, ω̄ = [0, vm−1,2, . . . , v0,2, (Φ)>1 +
(Ξ)>2 ]>, ω = ω̄ + e1vm,2.

Similarly to the classical adaptive backstepping scheme we
consider the ρ-th order system (53) (or (54) if ρ = 1) to exploit
its lower triangular form yet (53) and (54) are useful only if the
estimation error ε2 is converging to 0. In classical schemes this
is not a problem since there are no ∆a(t) or ∆b(t) terms and ε
converges to 0 exponentially provided that Ak is Hurwitz. The
effect of ∆a(t) can be dominated via a strengthened damping
design, as proposed in [17]. However, the dominance method
cannot be directly applied to (52) since ∆b(t) is coupled with
the input u, which causes a chicken-and-egg dilemma if we
add additional damping terms to the controller without further
modifications. To this end, in the next section we revisit the
ideas of [19] and [20] to see how we can decouple ∆b(t) and
u with the help of the inverse dynamics of system (41).

B. Inverse Dynamics

To study the inverse dynamics of (41) pretend that the sys-
tem is “driven” by y, φ0,i(y), φi(y), and their time derivatives.
Then one could write

x2 = y(1) − (φ>1 a+ φ0,1),

...

xρ = y(ρ−1) − (φ>1 a+ φ0,1)(ρ−2) − · · ·
− (φ>ρ−1 + φ0,ρ−1).

(55)

Setting yi = φ>i a+φ0,i, i = 1, . . . , n and ug = g(y)u, yields

ug =
1

bm
(−xρ+1 + y(ρ) − y(ρ−1)

1 − · · · − yρ). (56)

The resulting inverse dynamics are then described by

ẋρ+1 = − bm−1

bm
xρ+1 + xρ+2 + yρ+1

+
bm−1

bm
(y(ρ) − y(ρ−1)

1 − · · · − yρ),

...

ẋn = − b0
bm

xρ+1 + yn

+
b0
bm

(y(ρ) − y(ρ−1)
1 − · · · − yρ).

(57)

Since it is difficult to use backstepping techniques to establish
stability, or convergence, properties for the time derivatives of
y or yi, we need to perform a change of coordinates to remove
the derivative terms from the inverse dynamics. Note that for
any pair of smooth signals s1(t) and s2(t) the equation

s1s
(i)
2 = (−1)is

(i)
1 s2 +

( i−1∑
j=0

(−1)js
(j)
1 s

(i−1−j)
2

)(1)

(58)
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Algorithm 1 Change of coordinates xρ+1, . . . , xn.
Input: xρ+1, . . . , xn, ẋρ+1, . . . , ẋn.
Output: x̄ρ+1, . . . , x̄n, ˙̄xρ+1, . . . , ˙̄xn.

1: while time derivatives of y appear in the expression of
ẋρ+1, . . . , ẋn do . This while-loop iterates for ρ times
as it reduces the order of y(ρ) by one each iteration.

2: for i = n→ ρ+ 2 do
3: Update x̄i and ˙̄xi using (58).
4: Rewrite xi in terms of x̄i in the expression of

ẋi−1 and leave the feedback term − bn−i
bm

xρ+1

unchanged.
5: end for
6: Update x̄ρ+1 and ˙̄xρ+1 using (58).
7: Rewrite xρ+1 in terms of x̄ρ+1 in the expressions of

˙̄xρ+1, . . . , ˙̄xn, respectively. .
This brings back the time derivatives of y, y1, . . . , yρ,
but with the order reduced by one.

8: xρ+1 ← x̄ρ+1, . . . , xn ← x̄n, ẋρ+1 ← ˙̄xρ+1, . . . ,
ẋn ← ˙̄xn. . Update the old coordinates before the
next iteration.

9: end while

holds. With this fact, the change of coordinate

x̄n = xn −
ρ−1∑
j=0

(−1)j(
b0
bm

)(j)y(ρ−1−j)

+

ρ−1∑
i=1

ρ−i−1∑
j=0

(−1)j(
b0
bm

)(j)y
(ρ−i−1−j)
i

(59)

yields

˙̄xn = − b0
bm

xρ+1 + yn + (−1)ρ(
b0
bm

)(ρ)y

−
ρ∑
i=1

(−1)ρ−i(
b0
bm

)(ρ−i)yi,
(60)

which does not contain time derivatives of y and yi. In the
same spirit, applying the change of coordinates specified by
Algorithm 1, we are able to remove the terms containing
the time derivatives of y and yi in each equation of the
inverse dynamics. The resulting inverse dynamics in the new
coordinates (we use x̄i, i = ρ + 1, . . . , n with a slight abuse
of notation) are described by the equations

˙̄x = Ab̄(t)x̄+ bx̄y(t)y +

n∑
i=1

bx̄φ,0,i(t)φ0,i(y)

+

n∑
i=1

q∑
j=1

bx̄φ,i,j(t)φi,j(y),

(61)

ug =
1

bm(t)

(
− x̄ρ+1 + y(ρ) +

ρ−1∑
j=0

augy(j)(t)y(j)

+

ρ∑
i=1

ρ−i∑
j=0

a
ugy

(j)
i

(t)y
(j)
i

)
,

(62)

where x̄(t) = [x̄ρ+1(t), . . . , x̄n(t)]> ∈ Rm, Ab̄ = S − b̄e>1 ,
b̄(t) = 1

bm(t) [bm−1(t), . . . , b0(t)]> ∈ Rm.

Remark 10: The time-varying vectors bx̄y(t), bx̄φ,0,i(t),
bx̄φ,i,j(t) and the time-varying scalars augy(j)(t), a

ugy
(j)
i

(t)

are unknown as they depend on the unknown θ(t). However,
as a consequence of Assumption 2, they are bounded. �

Assumption 4 (Strong minimum-phase property): The
time-varying system (41) has a strong minimum-phase
property in the sense that the inverse dynamics (61) are
input-to-state stable (ISS) with respect to the inputs y,
φ0,i(y), φi,j(y), i = 1, . . . , n, j = 1, . . . , q. Moreover, there
exists an ISS Lyapunov function γ

x̄
|x̄|2 ≤ Vx̄(x̄, t) ≤ γ̄x̄|x̄|2,

0 ≤ γ
x̄
≤ γ̄x̄, and the time derivative of Vx̄ along the

trajectories of the inverse dynamics satisfies the inequality

V̇x̄ ≤ −|x̄|2 + σx̄yy
2 + σx̄φ0

|φ0(y)|2 + σx̄Φ|Φ(y)|2F, (63)

for some constant σ(·) > 0. �
Remark 11: Assumption 4 is verified if x̄ = 0 is a glob-

ally exponentially stable equilibrium of the zero dynamics
described by ˙̄x = Ab̄(t)x̄, see e.g. Lemma 4.6 in [33].
Some works (e.g. [11] and [16]) exploit this exponential
stability property as a substitute for the classical minimum-
phase assumption. Note, finally, that Assumption 4 is not
more restrictive than the classical minimum-phase assumption
because for time-invariant systems Assumption 4 reduces to
minimum-phaseness. �

C. Filter Design

Consider now the state estimation error dynamics (52) with
ug given by (62), which yields

ε̇ = Akε+ Φ>(y)∆a +

[
0(ρ−1)×1

∆b

]
1

bm

(
− x̄ρ+1 + y(ρ)

+

ρ−1∑
j=0

augy(j)(t)y(j) +

ρ∑
i=1

ρ−i∑
j=0

a
ugy

(j)
i

(t)y
(j)
i

)
. (64)

Similarly to what is done in Section III-B, we need to use
a change of coordinates to remove the time derivative terms
brought by ug . Implementing a change of coordinates in the
same spirit of Algorithm 1, the state estimation error dynamics
in the new coordinates ε̄ are described by the equations

˙̄ε = Akε̄− ∆̄bx̄ρ+1 + bε̄y(t)y

+

n∑
i=1

bε̄φ,0,i(t)φ0,i(y) +

n∑
i=1

q∑
j=1

bε̄φ,i,j(t)φi,j(y),
(65)

where ∆̄b = [01×(ρ−1),∆
>
b ]> 1

bm
.

Remark 12: The time derivative terms are injected into
the ε-dynamics via the vector of gains ∆b(t). Similarly to
Remark 10, the time-varying vectors ∆̄b(t), bε̄y(t), bε̄φ,0,i(t),
bε̄φ,i,j(t) are unknown, yet bounded, due to Assumption 2.
We will see that as long as these parameters are bounded they
do not affect the controller design. In particular, when b(t)
is constant, ∆b(t) ≡ 0, provided `b = b, thus ∆̄b, bε̄y(t),
bε̄φ,0,i(t), bε̄φ,i,j(t) are all identically 0 and ε̄ = ε, which
yields ε̇ = Akε + Φ>(y)∆a, a simplified case that has been
dealt with in [17]. �
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Similarly to the description of the ISS inverse dynamics,
we want the state estimation error dynamics to be ISS, but
in this case, rather than assuming it, we can guarantee such a
property by designing the K-filters.

Proposition 2: The state estimation error dynamics are ISS
with respect to the inputs x̄ρ+1, y, φ0,i(y), φi,j(y), i =
1, . . . , n, j = 1, . . . , q, if the vector of filter gains is given
by k = 1

2Xε̄e1, Xε̄ = X>ε̄ � 0, and Xε̄ satisfies the Riccati
inequality6

SXε̄ +Xε̄S
> −Xε̄(e1e

>
1 − γ−1

ε̄ I)Xε̄ +Qε̄ � 0, (66)

where

Qε̄ =

(
δ∆̄b

ε∆̄b

+
δbε̄y
εbε̄y

+

n∑
i=1

δbε̄φ,0,i
εbε̄φ,0,i

+

n∑
i=1

q∑
j=1

δbε̄φ,i,j
εbε̄φ,i,j

)
I,

(67)

and ε(·) > 0. Moreover, there exists an ISS Lyapunov function
Vε̄ = γε̄|ε̄|2Pε̄ , with Pε̄ = X−1

ε̄ and the time derivative of Vε̄
along the trajectories of the state estimation error dynamics
satisfies the inequality

V̇ε̄ ≤ − |ε|2 + εbε̄yδbε̄yy
2 +

n∑
i=1

εbε̄φ,0,iδbε̄φ,0,iφ
2
0,i(y)

+

n∑
i=1

q∑
j=1

εbε̄φ,i,jδbε̄φ,i,jφ
2
i,j(y) + ε∆̄b

δ∆̄b
x̄2
ρ+1,

(68)

where ε(·) > 0, or in a more compact (yet more conservative)
form,

V̇ε̄ ≤ − |ε̄|2 + σε̄yy
2 + σε̄φ0

|φ0(y)|2 + σε̄Φ|Φ(y)|2F
+ σε̄x̄ρ+1 x̄

2
ρ+1,

(69)

for some constant σ(·) > 0. �
Proof: Taking the time derivative of Vε̄ = γε̄|ε̄|2Pε̄ along

the trajectories of system (65) yields

V̇ε̄ = 2γε̄ε̄
>Pε̄

(
Akε̄+ bε̄y(t)y +

n∑
i=1

bε̄φ,0,i(t)φ0,i(y)

+

n∑
i=1

q∑
j=1

bε̄φ,i,j(t)φi,j(y)− ∆̄bx̄ρ+1

)
≤ γε̄

(
ε̄>(Pε̄S + S>Pε̄ − e1e

>
1 + Pε̄Qε̄Pε̄)ε̄

)
+ εbε̄yδbε̄yy

2 +

n∑
i=1

εbε̄φ,0,iδbε̄φ,0,iφ
2
0,i(y)

+

n∑
i=1

q∑
j=1

εbε̄φ,i,jδbε̄φ,i,jφ
2
i,j(y) + ε∆̄b

δ∆̄b
x̄2
ρ+1.

(70)

Left-multiplying and right-multiplying by Pε̄ on both sides of
(66) yields

Pε̄S + S>Pε̄ − (e1e
>
1 − γ−1

ε̄ I) + Pε̄Qε̄Pε̄ � 0 (71)

or, equivalently,

Pε̄S + S>Pε̄ − e1e
>
1 + Pε̄Qε̄Pε̄ � −γ−1

ε̄ I. (72)

6The solvability of (66) has been discussed in [17].

Substituting (72) into (70) yields (68). Finally, defining
σε̄y = εbε̄yδbε̄y , σε̄φ0

= max
i
εbε̄φ,0,iδbε̄φ,0,i , σε̄φ0

=

max
i,j

εbε̄φ,i,jδbε̄φ,i,j , and σε̄x̄ρ+1 = ε∆̄b
δ∆̄b

yields (69), which

completes the proof.

Remark 13: In practice Qε̄ is tuned to achieve better fil-
tering performance rather than computed analytically. This is
feasible since there exist ε(·) for any bounded δ(·) such that
Qε̄ can be set to an arbitrary positive multiple of I , due to
(67). Moreover, ε(·) and δ(·) do not affect the controller design,
as the σ(·)-related terms in (69) are dominated adaptively as
shown in the subsection that follows. In this sense, neither ε(·)
nor δ(·) are implemented or need to be known. �

D. Controller Design

In Sections III-B and III-C we have established the ISS of
the inverse dynamics and the state estimation error dynamics.
However, before proceeding to design the controller, we have
to consider (53) in the new coordinates. Note that ε2 can be
written as

ε2 = ε̄2 + aε2y(1)(t)ẏ + Yε2(y), (73)

where Yε2(y) = aε2y(t)y +
∑n
i=1 aε2φ,0,i(t)φ0,i(y) +∑n

i=1

∑q
j=1 aε2φ,i,j(t)φi,j(y) and aε2y(1)(t) =

∆bm (t)
bm(t) . Two

special cases, in which either ρ = 1 or ρ ≥ 2 and bm is
constant, and therefore aε2φ,0,i(t) = 0, for all t ≥ 0, have
been discussed in [19]. In general, aε2y(1)(t) 6= 0 and, as a
result, ε2 contains ẏ. Substituting (73) into the first equation
of (53) yields

(1− aε2y(1))ẏ = ω0 + ω̄>`θ + `bmvm,2 + ε̄2 + Yε2 . (74)

Noting that 1
1−a

ε2y
(1)

= bm
bm−∆bm

= bm
`bm

, we can write the
dynamics of y as

ẏ =
bm(t)

`bm
(ω0 + Yε2 + ε̄2) + ω̄>

(
bm(t)

`bm
`θ

)
+ bm(t)vm,2.

(75)

Observe that the effect of the aε2y(1)(t)ẏ term is to bring the
time-varying parameters back to the dynamics of y, which
requires the congelation of variables method again. To do
this, we need first to augment system (53) with the ξ, Ξ and
v-dynamics, which are not needed in the classical constant
parameter scenarios but necessary in the current setup. It turns
out that the extended system is in the so-called parametric
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block-strict-feedback form [2], described by the equations

ξ̇ = Akξ + ky + φ0(y), (76)

Ξ̇> = AkΞ> + Φ>(y), (77)

ẏ =
bm(t)

`bm
(ω0 + Yε2 + ε̄2) + ω̄>

(
bm(t)

`bm
`θ

)
+ bm(t)vm,2,

v̇0,2 = v1,2,
...

v̇m−1,2 = vm,2,

(78)

v̇m,2 =− k1vm,1 + vm,3,
...

v̇m,ρ−1 = − kρ−1vm,1 + vm,ρ,

v̇m,ρ = − kρvm,1 + vm,ρ+1 + g(y)u.

(79)

In these equations, (76) and (77) describe the state evolu-
tion of the filters of the regressors; equations (79) give the
integrator-chain structure used for backstepping; and equa-
tions (78) are the key part of the design that contains the
dynamics of the output y. Recall that ω0 = φ0,1 + ξ2 and
ω̄ = [0, vm−1,2, . . . , v0,2, (Φ)>1 + (Ξ)>2 ]>. The congelation of
variables method requires an ISS-like property of the state
variables coupled with the time-varying parameters. It turns
out that we need to first establish ISS properties for (76) and
(77), and the zero dynamics of (78) before developing the
backstepping design. For the subsystems described by (76)
and (77) we have the following result.

Lemma 1: Let the filter gain k be as in Proposition 2. Then
system (76) is ISS with respect to the inputs y, φ0,i(y) and
system (77) is ISS with respect to the inputs φi,j(y), where
i = 1, . . . , n, j = 1, . . . , q. Moreover, there exist two ISS
Lyapunov functions Vξ = |ξ|2Pξ , VΞ = tr(ΞPΞΞ>), with Pξ =
PΞ = γε̄Pε̄ � 0, such that the time derivative of Vξ along the
trajectories of (76) satisfies

V̇ξ ≤ − |ξ|2 + σξyy
2 + σξφ0

|φ0(y)|2 (80)

and the time derivative of VΞ along the trajectories of (77)
satisfies

V̇Ξ ≤ − |Ξ|2F + σΞΦ|Φ(y)|2F, (81)

for some constant σ(·) > 0. �

Proof: Noting (66) and the fact that Pξ = γε̄Pε̄ yields

A>k Pξ + PξAk � −I − γε̄Pε̄Qε̄Pε̄. (82)

Define Q̄ξ = γε̄Pε̄Qε̄Pε̄ � 0, take the time derivative of
Vξ = |ξ|2Pξ along the trajectories of (77), and invoke Young’s
inequality to obtain

V̇ξ = ξ>(A>k Pξ + PξAk)ξ + 2ξ>Pξ(ky + φ0)

= − ξ>(I + Q̄ξ)ξ + 2ξ>Pξ(ky + φ0)

≤ − |ξ|2 + σξyy
2 + σξφ0 |φ0(y)|2.

(83)

Similarly, we take the time derivative of VΞ = tr(ΞPΞΞ>)
along the trajectories of (77), which yields

V̇Ξ =

n∑
i=1

((Ξ>)>i (A>k PΞ + PΞAk)(Ξ>)i + 2(Ξ>)iPΞ(Φ>)i)

=

n∑
i=1

((Ξ>)>i (I + Q̄Ξ)(Ξ>)i + 2(Ξ>)iPΞ(Φ>)i)

≤ |Ξ|2F + σΞΦ|Φ(y)|2F,
(84)

where PΞ = Pξ, Q̄Ξ = Q̄ξ, and this completes the proof.

The remaining work is to investigate if ISS holds for the
inverse dynamics of (78). To do this, first let

vm,2 =
1

bm
ẏ − 1

`bm
(ω0 + Yε2 + ε̄2)− 1

`bm
ω̄>`θ

= −
`bm−1

`bm
vm−1,2 − · · · −

`b0
`bm

v0,2 +
1

bm
ẏ

− ((Ξ)>2 + (Φ)>1 )`a −
1

`bm
(ω0 + Yε2 + ε̄2)

(85)

and then define the change of coordinates: v̄0,2 =
v̄0,2, . . . , v̄m−2,2 = vm−2,2, v̄m−1,2 = vm−1,2 − 1

bm
y. The

inverse dynamics of (78) are then described by

˙̄v = A`b̄ v̄ + gv̄(y, ξ,Ξ, ε̄2, t), (86)

where A`b̄ = S − em`
>
b̄

, `b̄ = [
`b0
`bm

, . . . ,
`bm−1

`bm
]>, and

gv̄(y, ξ,Ξ, ε̄2, t) = [0, . . . , 0, 1
bm
y,−(

`bm−1

bm`bm
+ ( 1

bm
)(1))y −

((Ξ)>2 + (Φ)>2 )`a − 1
`bm

(ω0 + Yε2 + ε̄2)]>. Exploiting the
flexibility of the congelation of variables method we can
always select `b to construct a Hurwitz A`b̄ , and therefore
ISS of system (86) can be established as shown in the lemma
that follows.

Lemma 2: Suppose `b = [`bm , . . . , `b0 ]> is such that the
polynomial `bms

m + `bm−1
sm−1 + · · ·+ `b0 is Hurwitz. Then

system (86) is ISS with respect to the inputs y, φ0,i(y),
φi,j(y), ξ2, (Ξ)j2 and ε̄2, where i = 1, . . . , n, j = 1, . . . , q.
Moreover, there is an ISS Lyapunov function Vv̄ = |v̄|2Pv̄ , with
Pv̄ = P>v̄ � 0, such that the time derivative of Vv̄ along the
trajectories of (86) satisfies

V̇v̄ ≤ − |v̄|2 + σv̄yy
2 + σv̄φ0 |φ0(y)|2 + σv̄Φ|Φ(y)|2F

+ σv̄ξ2ξ
2
2 + σv̄(Ξ)2

|(Ξ)2|2 + σv̄ε̄2 ε̄
2
2,

(87)

where σ(·) > 0 are constant. �
Proof: Since `bms

m+`bm−1
sm−1 + · · ·+`b0 is Hurwitz,

A`b̄ = S − em`>b̄ is also Hurwitz, and therefore there exist
Pv̄ = P>v̄ � 0 and Qv̄ = Q>v̄ � 0 such that A>`b̄Pv̄ +Pv̄A`b̄ +
Qv̄ = 0. Without loss of generality we assume that Qv̄ =
I + Q̄v̄ , where Q̄v̄ = Q̄>v̄ � 0. This condition can always be
satisfied by scaling Pv̄ . Taking the time derivative of Vv̄ along
the trajectories of (86) yields

V̇v̄ = v̄>(A>`b̄Pv̄ + Pv̄A`b̄)v̄ + v̄>Pv̄gv̄ + gv̄Pv̄ v̄
>

= − v̄>(I + Q̄v̄)v̄ + 2v̄>Pv̄gv̄.
(88)
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Note that in gv̄(y, ξ,Ξ, ε̄2, t) all the coefficients coupled with
the inputs y, φ0,i(y), φi,j(y), ξ2, (Ξ)j2, ε̄2 are bounded. Thus,
by Young’s inequality, the condition

− v̄>Q̄v̄ v̄ + 2v̄>Pv̄gv̄ − (σv̄yy
2 + σv̄φ0

|φ0(y)|2

+ σv̄Φ|Φ(y)|2F + σv̄ξ2ξ
2
2 + σv̄(Ξ)2

|(Ξ)2|2 + σv̄ε̄2 ε̄
2
2) ≤ 0

(89)

holds for some constant σ(·) > 0. Substituting (89) into (88)
yields (87), which completes the proof.

Having established the ISS properties of (76), (77) and the
zero dynamics of (78), we proceed to the backstepping design
on the chain of integrators (79). Define the error variables

z1 = y, (90)
zi = vm,i − αi−1, i = 2, . . . , ρ, (91)

the tuning functions

τ1 = (ω − %̂ᾱ1e1)z1, (92)

τi = τi−1 −
∂αi−1

∂y
ωzi, i = 2, . . . , ρ, (93)

the virtual control laws

α1 = %̂ᾱ1 = −%̂κz1, (94)

α2 = − b̂mz1 − (c2 + ζ2)z2 + β2 +
∂α1

∂θ̂
Γθτ2, (95)

αi = − zi−1 − (ci + ζi)zi + βi +
∂αi−1

∂θ̂
Γθτi

−
i−1∑
j=2

∂αj−1

∂θ̂
Γθ
∂αi−1

∂y
ωzj , i = 3, . . . , ρ,

(96)

with

κ = c1 +
εθ̂
2
|θ̂|2 + ζ̂y + ζ̂φ0

|φ̄0(y)|2 + ζ̂Φ|Φ̄(y)|2F, (97)

ζ2 =
1

2εθ̂
+
ρδ∆bm

2ε∆bm

+
1

2

(
∂α1

∂y

)2

×(
ε∆bm

δ∆bm
(%̂2κ2 + 1) + ε∆θ̄

δ∆θ̄
+ εYε2 + εε̄2

)
,

(98)

ζi =
1

2

(
∂αi−1

∂y

)2

×(
ε∆bm

δ∆bm
(%̂2κ2 + 1) + ε∆θ̄

δ∆θ̄
+ εYε2 + εε̄2

)
,

(99)

βi =
∂αi−1

∂y
(ω0 + ω>θ̂) +

∂αi−1

∂ξ
(Akξ + ky + φ0)

+

q∑
j=1

∂αi−1

∂(Ξ>)j
(Ak(Ξ>)j + (Φ>)j) + kivm,1

+

m+i−1∑
j=1

∂αi−1

∂λj
(−kjλ1 + λj+1) +

∂αi−1

∂%̂
˙̂%

+
∂αi−1

∂ζ̂y

˙̂
ζy +

∂αi−1

∂ζ̂φ0

˙̂
ζφ0

+
∂αi−1

∂ζ̂Φ

˙̂
ζΦ,

i = 2, . . . , ρ,

(100)

the control law

u =
1

g(y)
(αρ − vm,ρ+1), (101)

and the parameter update laws

˙̂% = γ%sgn(`bm)κz2
1 , (102)

˙̂
ζy = γζyz

2
1 ,

˙̂
ζφ0

= γζφ0
|φ0|2, ˙̂

ζΦ = γζΦ |Φ|2F, (103)
˙̂
θ = Γθτρ, (104)

where ci > 0, i = 1, . . . , ρ, ε(·) > 0, γ(·) > 0, Γθ = Γ>θ � 0,
θ̄(t) = bm(t)

`bm
`θ, and ∆θ̄ = θ̄(t) − `θ. In the definition of κ,

φ̄0(y), Φ̄(y) are defined such that φ0(y) = φ̄0(y)y, Φ(y) =
Φ̄(y)y, which is feasible due to Remark 9. Moreover, the initial
value of the parameter estimates are selected such that %̂(0) >
0, ζ̂(·)(0) > 0.

Remark 14: We use dynamically updated “estimates” ζ̂(·)
as the coefficient of the additional damping terms due to
the convention mentioned in Remark 3, since the required
damping coefficients are in general hard to compute (this fact
is indicated by the proof of Proposition 3 that follows) and
not vanishing even when all system parameters are constant.
Meanwhile, thanks to these adaptive damping terms, we do not
need to know δ∆θ̄

for a reason similar to what is explained in
Remark 13 �

Proposition 3: Consider the adaptive controller described
by equations (90)–(104) for the system described by equa-
tions (76)–(79). Suppose Assumptions 2, 3, and 4 hold. Then
the closed-loop signals z, x̄, ε̄, ξ, Ξ, v̄, θ̂, %̂, and ζ̂(·) are
bounded. �

Proof: We first analyze the backstepping error variables
zi step by step.

Step 1. Consider the dynamics of z1, which are described
by

ż1 =
bm
`bm

(ω0 + Yε2 + ε̄2) + ω̄>
bm
`bm

`θ + bmvm,2

= (ω0 + Yε2 + ε̄2) + ω̄>θ̄ + `bmvm,2

+ ∆ bm
`bm

(ω0 + Yε2 + ε̄2) + ω̄>∆θ̄ + ∆bmvm,2

= (ω0 + Yε2 + ε̄2) + ω̄>θ̂ + ᾱ1 + bmz2

ω̄>(`θ − θ̂)− `bm
(

1

`bm
− %̂
)
ᾱ1

+ ∆ bm
`bm

(ω0 + Yε2 + ε̄2) + ω̄>∆θ̄ + ∆bm %̂ᾱ1,

(105)

where ∆ bm
`bm

(t) = bm(t)
`bm

− 1 (recall also that θ̄(t) = bm(t)
`bm

`θ

and ∆θ̄ = θ̄(t)− `θ). Note that z2 = vm,2 − %̂ᾱ1 and

bmz2 = b̂mz2 + (`bm − b̂m)z2 + ∆bmz2, (106)

which yields

ω̄>(`θ − θ̂) + bmz2

= (ω − %̂ᾱ1e1)>(`θ − θ̂) + b̂mz2 + ∆bmz2.
(107)
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Considering Vz1 = 1
2z

2
1 and taking the time derivative of Vz1

along the trajectories of (105) yields

V̇z1 = z1(ω0 + Yε2 + ε̄2) + z1ω̄
>θ̂ + ᾱ1z1 + b̂mz1z2

+ ∆ bm
`bm

(ω0 + Yε2 + ε̄2)z1 + z1ω̄
>∆θ̄ + ∆bmz1z2

+ z1(ω − %̂ᾱ1e1)>(`θ − θ̂)− `bm(`−1
bm
− %̂)ᾱ1z1

+ ∆bm %̂ᾱ1z1.
(108)

Invoking Young’s inequality several times yields

V̇z1 ≤ − κz2
1 +

(
εθ̂
2
|θ̂|2 + σz1y

)
z2

1 + σz1φ0
|φ0|2

+ σz1Φ|Φ|2F + σz1ε̄2 ε̄
2
2 + σz1ξ2ξ

2
2 + σz1(Ξ)2

|(Ξ)2|2

+ σz1v̄ v̄
2 +

(
1

2εθ̂
+

δbm
2ε∆bm

)
z2

2 +R1 −∆bm %̂κ̄z
2
1 ,

(109)

where R1 = z1(ω − %̂ᾱ1e1)>(`θ − θ̂) − `bm(`−1
bm
− %̂)ᾱ1z1

consists of the remaining terms to be cancelled by the up-
date law/tuning function design. Moreover, using the same
argument as in Section II-B and Section II-C, we can show
that −∆bm %̂κ̄z

2
1 ≤ 0, and therefore this term can be dropped

hereafter.
Step 2, . . . , ρ. Consider the sum of the functions Vzi = 1

2z
2
i ,

i = 1, . . . , ρ, and take the time derivative of the sum along
the trajectories of the system, which yields7

ρ∑
i=1

V̇zi = V̇z1 −R1 −
ρ∑
i=2

(ci + ζi)z
2
i −

ρ∑
i=2

zi
∂αi−1

∂y
×

(ε̄2 + Yε2 + ω̄>∆θ̄ + (α1 + z2)∆bm) +Rρ

≤ V̇z1 −R1 −
ρ∑
i=1

(ci + ζi)z
2
i +

(ρ− 1)δ∆bm

2ε∆bm

z2
2

+

ρ∑
i=2

1

2
z2
i

(
∂αi−1

∂y

)2

×(
ε∆bm

δ∆bm
(%̂2κ2 + 1) + ε∆θ̄

δ∆θ̄
+ εYε2 + εε̄2

)
+

ρ∑
i=2

σziyz
2
1 +

ρ∑
i=2

σziφ0 |φ0|2 +

ρ∑
i=2

σziΦ|Φ|2F

+

ρ∑
i=2

σziε̄2 ε̄
2
2 +

ρ∑
i=2

σziξ2ξ
2
2 +

ρ∑
i=2

σzi(Ξ)2
|(Ξ)2|2

+

ρ∑
i=2

σziv̄|v̄|2 +Rρ

= −
ρ∑
i=1

ciz
2
i − ζ̂yz2

1 − ζ̂φ0 |φ0|2 − ζ̂Φ|Φ|2F

+ σzyz
2
1 + σzφ0

|φ0|2 + σzΦ|Φ|2F + σzε̄2 ε̄
2
2

+ σzξ2ξ
2
2 + σz(Ξ)2

|(Ξ)2|2 + σzv̄|v̄|2 +Rρ,
(110)

7Some technical details such as cancellations related to the tuning function
design are omitted as they are already well known and not directly related
to the modifications for parameter variations. The readers can refer to [2] for
these details.

where σz(·) =
∑ρ
i=1 σzi(·) > 0 and Rρ = τ>ρ (`θ − θ̂) −

`bm(`−1
bm
− %̂)ᾱ1z1 consists of the remaining terms to be

cancelled by the update laws. Then considering the function
Vz =

∑ρ
i=1 Vzi + 1

2 |`θ − θ̂|
2
Γ−1 +

|`bm |
2γ%
|`−1
bm
− %̂|2 and taking

its time derivative along the system trajectories yields

V̇z ≤ −
ρ∑
i=1

ciz
2
i − ζ̂yz2

1 − ζ̂φ0 |φ0|2 − ζ̂Φ|Φ|2F

+ σzyz
2
1 + σzφ0

|φ0|2 + σzΦ|Φ|2F + σzε̄2 ε̄
2
2

+ σzξ2ξ
2
2 + σz(Ξ)2

|(Ξ)2|2 + σzv̄|v̄|2.

(111)

Consider now the Lyapunov function candidate V = Vz +
γVx̄Vx̄ + γVε̄Vε̄ + γVξVξ + γVΞVΞ + γVv̄Vv̄ + 1

2γζy
(ζy −

ζ̂y)2 + 1
2γζφ0

(ζφ0 − ζ̂φ0)2 + 1
2γζΦ

(ζΦ − ζ̂Φ)2, where γVx̄ =

σε̄x̄ρ+1
(σzε̄2 +σv̄ε̄2σzv̄), γVε̄ = σzε̄2 +σv̄ε̄2σzv̄ , γVξ = σzξ2 +

σv̄ξ2σzv̄ , γVΞ
= σz(Ξ)2

+σv̄(Ξ)2
σzv̄ , γVv̄ = σzv̄ are the scaling

coefficients of the corresponding partial Lyapunov function
candidate, and ζy = σzy+γVx̄σx̄y+γVε̄σε̄y+γVξσξy+γVv̄σv̄y ,
ζφ0

= σzφ0
+ γVx̄σx̄φ0

+ γVε̄σε̄φ0
+ γVξσξφ0

+ γVv̄σv̄φ0
,

ζΦ = σzΦ + γVx̄σx̄Φ + γVε̄σε̄Φ + γVΞ
σΞΦ + γVv̄σv̄Φ are the

required damping coefficients to be compensated by ζ̂y , ζ̂φ0
,

and ζ̂Φ, respectively. Taking the time derivative of V along
the trajectories of the system yields

V̇ ≤ −
ρ∑
i=1

ciz
2
i + (ζy − ζ̂y)(z2

1 − γ−1
ζy

˙̂
ζy)

+ (ζφ0
− ζ̂φ0

)(|φ0|2 − γ−1
ζφ0

˙̂
ζφ0

)

+ (ζΦ − ζ̂Φ)(|Φ|2F − γ−1
ζΦ

˙̂
ζΦ) = −

ρ∑
i=1

ciz
2
i ≤ 0.

(112)

Hence z, x̄, ε̄, ξ, Ξ, v̄, θ̂, %̂, and ζ̂(·) are bounded, which
completes the proof.

We should not forget that the invariance-like proof of
asymptotic output regulation requires the boundedness of ε.
In Proposition 3 we have proved the boundedness of ε̄ after
the change of coordinates described by Algorithm 1. However,
it is not easy to directly imply the boundedness of ε since
Algorithm 1 involves the time derivatives of y, φ0,i(y), and
φi,j(y), i = 1, . . . , n, j = 1, . . . , q, the boundedness of which
is difficult to conclude. Recall that these time derivatives are
present because u has to be decomposed at the design stage
with the help of the inverse dynamics. Now that we have
completed the design, it is more convenient to directly use
the boundedness of u for concluding the boundedness of ε,
provided that we can first prove the boundedness of λ, as
shown in what follows.

Theorem 1: Consider the system described by the equa-
tions (76)–(79) and the adaptive controller described by the
equations (90)–(104). Suppose the same assumptions hold as
in Proposition 3. Then, all closed-loop signals are bounded
and lim

t→+∞
y(t) = 0, that is, asymptotic output regulation to 0

is achieved. �
Proof: We can directly conclude the boundedness of ξ,

Ξ, θ̂, %̂, and ζ̂(·) from Proposition 3, and therefore, in this
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proof we only need to establish the boundedness of λ, ε, and
x. First recall (50), which yields

v0,2

...
vm,2

...
vm,ρ

 =


0 1 0 · · · 0

∗ ∗ 1
. . . 0

∗ ∗ ∗
. . . 0

∗ ∗ ∗ ∗ 1



λ1

λ2

...
λn

 , (113)

where “∗” represents terms that are not important. Note that
v0,2 = λ2 is bounded due to the boundedness of v̄ and thus
λ2 is also bounded. Note that by Vieta’s formula,

k1 = −tr(Ak) (114)

and since Ak is Hurwitz, tr(Ak) < 0. Hence k1 > 0. Consider
the dynamics of the first state variable of the input filter (46),
that is, λ̇1 = −k1λ1 + λ2 with a bounded input λ2. Thus
λ1 is also bounded due to the bounded-input bounded-output
property. Rewriting (113) yields

v0,2

...
vm,2

...
vm,ρ

 =


1 0 · · · 0

∗ 1
. . . 0

∗ ∗
. . . 0

∗ ∗ ∗ 1


λ2

...
λn

+


0
∗
∗
∗

λ1. (115)

Since v̄, λ1, and z1 (or y) are bounded, we can conclude that
λ3, . . . , λm+1 are bounded by exploiting the lower-triangular
structure of the matrix in (115). Since λ1, . . . , λm+1 are
bounded, by Proposition 3, α1 is bounded. Note that z2 is
bounded, thus vm,2 is bounded, which further guarantees the
boundedness of λm+2 due to (115). In the same spirit, the
boundedness of λm+3, . . . , λn can be established in a recursive
way similar to [2], which proves that λ is bounded.

The boundedness of λ and Proposition 3 yields the bound-
edness of αρ and vm,ρ+1, and therefore the boundedness of
u, which further proves the boundedness of ε along with the
boundedness of y due to (52). Since x = ξ + Ω>`θ + ε,
we can conclude that x is also bounded. Finally, consider
(112) and note that ż is also bounded due to the boundedness
of the parameters and all other closed-loop state variables,
hence Barbalat’s lemma yields lim

t→+∞
z(t) = 0, and also

lim
t→+∞

y(t) = 0, which completes the proof.

Remark 15: Using the fact that lim
t→+∞

z(t) = 0 we can
proceed to prove the convergence of ξ, Ξ, λ, ε and x to 0 by
exploiting the converging-input converging-output property of
the corresponding subsystems or the dependency on converg-
ing signals. �

Remark 16: We do not implement any projection operation
in the parameter update laws and therefore the proposed
method cannot guarantee boundedness of the parameter es-
timates in the presence of noise or additive disturbances. The
reason for this is that we intend to present a plain scheme that
precisely and concisely shows the spirit of the congelation
of variables method, which exploits nonlinear damping and
small-gain-like design to cope with time-varying parameters,

instead of exploiting robust modifications to the update laws,
as done in some of the aforementioned works. This, however,
does not mean that the proposed method is not compatible with
such robust modifications. In fact one can replace the classical
adaptive backstepping procedure with the adaptive backstep-
ping with projection method [34] to guarantee boundedness of
the parameter estimates. This, however, is not pursued in the
paper. �

IV. SIMULATIONS

To compare the proposed controller with the classical adap-
tive controller, consider the nonlinear system described by the
equations

ẋ1 = a1(t)x2
1 + x2,

ẋ2 = a2(t)x2
1 + x3 + b1(t)u,

ẋ3 = a3(t)x2
1 + b0(t)u,

y = x1,

(116)

where the time-varying parameters are defined by

b1(t) = 1 + 0.2 sin(5t), b0(t) = 6 + sin(20t), (117)

a(t) = [1, 1, 1]> − 20 sgn
(
∂α1

∂y
z2

)
(ω̄)3:5

|(ω̄)3:5|
, (118)

with (ω̄)3:5 = [(ω̄)3, (ω̄)4, (ω̄)5]>. Each of these parameters
comprise of a constant nominal part and a time-varying (a(t) is
also state-dependent) part designed to destabilize the system.
It is not difficult to verify that Assumption 4 is satisfied since
b0
b1
≥ 5

1.2 > 0. Consider now two controllers: Controller 1 is
the classical adaptive backstepping controller, and Controller 2
is the controller proposed in this paper. To compare fairly, set
the common controller parameters as c1 = c2 = 1, Γθ = I ,
γ% = 1 and the initial conditions θ̂(0) = 0, %̂(0) = 1 for
both controllers. Each of the controllers uses an identical set
of K-filters given by (44)–(46). The filter gains are obtained
by solving the algebraic Riccati equation (66) with Qε̄ = 10
and γε̄ = 100, and the filter states are initialized to 0. For
the parameters solely used in Controller 2, set γ(·) = 1,
ε(·) = 1, δ∆bm

= 0.2, ε∆θ̄
δ∆θ̄

= 1 (note that one does
not need to know δ∆θ̄

as mentioned in Remark 14), and
set the initial conditions to ζ̂y(0) = 2, ζ̂Φ(0) = 1 (non-
zero initial conditions provide additional damping from the
beginning to counteract the parameter variations). The initial
condition for the system state is set to x(0) = [1, 0, 0]>.

Two scenarios are explored: in the first scenario, each
controller is applied to a separate yet identical system while
the state-dependent time-varying parameters of both systems
are generated by the closed-loop system controlled by Con-
troller 1, and the second scenario has the same setting as
the first scenario except that the state-dependent time-varying
parameters are generated by the closed-loop system controlled
by Controller 2. In both scenarios, “Baseline” results are the
responses of the closed-loop system with constant nominal
parameters controlled by Controller 1, which demonstrate the
performance of the classical controller in the case of constant
parameters. The responses of the system state variables in
each scenario are plotted in Fig. 4 and Fig. 6, respectively,
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Fig. 3. Scenario 1: time-varying parameters generated by the closed-
loop system controlled by Controller 1.
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Fig. 4. Scenario 1: time histories of the system state and control effort
driven by different controllers and the parameters shown in Fig. 3.

and the parameters used in each scenario are shown in Fig. 3
and Fig. 5, respectively. These results show that the proposed
controller (Controller 2) outperforms the classical controller
(Controller 1) in the presence of time-varying parameters
and effectively prevents the oscillations caused by parameter
variations.

V. CONCLUSIONS AND FUTURE WORK

This paper discusses a new adaptive control scheme to
cope with time-varying parameters based on the so-called
congelation of variables method. Several examples with full-
state feedback, including scalar systems with time-varying
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Fig. 5. Scenario 2: time-varying parameters generated by the closed-
loop system controlled by Controller 2.
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Fig. 6. Scenario 2: time histories of the system state and control effort
driven by different controllers and the parameters shown in Fig. 5.

parameters in the feedback path and in the input path, n-
dimensional systems with unmatched time-varying parameters,
to illustrate the preliminary results, are considered. The output
regulation problem for a more general class of nonlinear
systems, to which the previous results are not directly ap-
plicable due to the coupling between the input and the time-
varying perturbation, is then discussed. To solve this problem,
ISS of the inverse dynamics, a counterpart of minimum-
phaseness in classical adaptive control schemes, is exploited
to convert the coupling between the input and the time-varying
perturbation into the coupling between the output and the
time-varying perturbation. A set of K-filters that guarantee ISS
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state estimation error dynamics are also designed to replace
the unmeasured state variables. Finally, a controller with
adaptively updated damping terms is designed to guarantee
convergence of the output to 0 and boundedness of all closed-
loop signals, via a small-gain-like analysis. The simulation
results show performance improvement resulting from the use
of the proposed controller compared with the classical adaptive
controller in the presence of time-varying parameters, even if
the time-varying parameters are both unknown and persistently
varying.

In future work the knowledge of the internal model of
time-varying parameters can be exploited to avoid an over-
conservative controller design.
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