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Abstract

Combined convection–radiation is a common phenomenon in many engineering problems. A

differentially–heated rectangular enclosure is a widely–used benchmark for testing numerical

techniques developed for solving the coupled momentum and energy equations related to combined

convection–radiation. Previous studies have tended to describe the phenomenon in cases using

simplified characteristics for the participating media including the assumptions of: (i) uniform

distribution, (ii) homogeneous cross section, (iii) grey gas radiation and (iv) under steady state

conditions. The effects of an inhomogeneous unsteady participating media, e.g. composed of

a mixture of gases, are arguably understudied. In this work the effect of an inhomogeneous

unsteady participating media on combined convection–radiation inside a rectangular enclosure is

considered, under both grey and non-grey gas modelling approaches involving a mixture of gases.

A key novelty in this work is the inclusion of the ability to handle inhomogeneous participating

media which change in space, time and absorption cross section values as a result of the convection–

radiation coupling, allowing us to assess different gas modelling approaches. A global gas radiation

model is used and a new non–uniform discretisation method for the absorption distribution

function is introduced; this method allows a better handling of those energy groups in which

the Planck absorption coefficient is low, improving the performance of the spherical harmonics

method and mitigating ray–effects on finite elements in angle discretisation. The momentum

and energy equations are solved numerically using finite element based discretisation methods.

The radiative transfer equation is solved numerically using both spherical harmonics and finite

elements for the angular discretisation, with their relative performance compared. The results

highlight the importance that the characteristics of the participating media can have on the

convection phenomenon and therefore on the resulting temperature field.

Keywords: Coupled convection–radiation, inhomogeneous unsteady participating media, gas

radiation model, finite elements method.



Nomenclature

𝑎 Absorption distribution function
weight values (−)

𝐵𝑟 Ratio of Boltzmann populations (−)
𝐶 Absorption cross section

(cm2 molecule−1)
𝑐2 Second radiation constant

(1.438777 cm K)
𝐸″ Lower–state energy (cm−1)
𝐸𝑟 Ratio of stimulated emissions (−)
𝐸𝑏 Planck’s function
F Absorption distribution function
𝑓𝐿 Spectral lines shape function
𝐺 Incident radiation (W m−2)
G Angular basis functions
𝐼 Radiative intensity (W m−2)
𝐼𝑏 Blackbody intensity (W m−2)
𝑁 Molar density (mol m−3)
�̂� Outward normal vector
𝑝 Pressure (Pa)
𝑄𝑟 Ratio of total internal partition sum

values (−)
qr Radiative heat flux (W m−2)
r Spatial position
𝑆 Spectral line intensity at 𝑇 = 296 K

(cm−1 (molecule−1 cm2))
𝑆∗ Spectral line intensity at 𝑇 ≠ 296 K

(cm−1 (molecule−1 cm2))

𝑇 Temperature (K)
𝑡 Time (s)
u Velocity (m s−1)
𝑤 Basis functions for finite elements

discretisation
𝑋 Molar fraction (−)
𝑌 Real orthonormal spherical harmonics
Greek symbols
𝛿 Pressure shift of spectral lines position

(cm−1 atm)
𝜖𝑤 Boundary emissivity (−)
𝛾 Spectral line pressure–broadened half

width at half maximum (cm−1 atm)
𝜅𝜈 Absorption coefficient (cm−1)
𝜅𝑝 Plank absorption coefficient (cm−1)
𝜈 Spectral line position (cm−1)
𝜈∗ Shifted spectral line position (cm−1)
𝛼 Thermal diffusivity (m2 s−1)
𝜈 Kinematic viscosity (m2 s−1)
𝜙 Scalar tracer (−)
𝜌 Density (kg m−1)
𝜌″ Boundary reflectance (−)
𝜎 Stefan–Boltzmann constant

(5.67 × 10−8 W m2 K4)
𝛀 Angular direction (rad)

1. Introduction

Combined convection–radiation is a common phenomenon in many engineering problems

including electronic devices cooling, furnaces and building ventilation [1, 2, 3, 4]. A

typical combined convection–radiation scenario is the case of natural convection inside a

rectangular enclosure with differentially–heated walls [5]. This test case has been widely used

both experimentally and numerically to describe the coupling of radiation and flow fields.

Miroshnichenko & Sheremet [6] present an exhaustive review of experimental and numerical

methods applied to natural convection in rectangular enclosures, including some studies that
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assess the effects of radiation. Experimental studies have faced some challenges related to their

accuracy, mainly due to the high sensitivity of the fluid flow inside the cavity to the experimental

conditions [6, 7, 8]. In many of the experimental studies a tandem numerical simulation has

been carried out in order to evaluate the agreement between experimental and numerical results.

For example, Tian & Karayiannis [7] and Ampofo & Karayiannis [8] considered experimental

studies and demonstrated high accuracy for the obtained numerical results. These works have

thus been used as a benchmark for numerical models.

In rectangular enclosures, radiation effects can be related to both walls and gas radiation

[9]. In both cases the radiative intensity depends on material properties. In the case of walls,

radiation is characterised by the emissivity value, whilst in the case of gas radiation it is

characterised by the molecular cross section of the participating media [10]. Gas radiation

properties depend strongly on the absorption spectrum of the participating media. Computing

this involves integrating the radiative transfer equation over the spectrum, making this process

complex and expensive [11]. A way to simplify this issue is to assume that the participating

medium is a so–called grey gas; this implies that the radiative properties of the gas are reduced

to a single mean value. However, it should be noted that this approximation is not advisable

for evaluating the effect of thermal radiation due to its reduced accuracy. Contrary to the grey

gas approximation, the line–by–line method involves solving the radiative transfer equation

for every spectral line, making the method the most accurate but also the most expensive

considering that millions of spectral lines can be found in a particular spectral resolution [11].

In order to find a practical and feasible way to solve the radiative transfer equation

considering the spectral dependence of the gas cross section, different non-grey radiation models

have been developed. These methods can be classified into two categories: narrow band models

and global or full spectrum models [12]. In narrow band models, the spectrum is divided into

small spectral intervals containing hundreds of lines, in which the radiative properties of the

gas are averaged. The accuracy of these models is close to that obtained with line–by–line

calculations; however, these methods are still expensive compared to global models [11, 12].

Global models allow the integration of radiative transfer for the full spectrum of the

participating gas while demanding less computational resource and achieving good accuracy

[13, 14]. However, global models have some limitations, such as the need for grey boundaries

[15].

In realistic problems, such as combustion systems, the participating gases are composed

of multiple species. Different approaches to approximate the effect of the mixture of gases

on radiation have been described in previous studies. In some studies the radiative transfer
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equation has been solved for mixtures of gases using line–by–line methods; however, in the

majority of cases high computational cost has been remarked upon [16, 17]. Other studies

compare the performance of narrow band models and global models. Chu et al. [18] compared

narrow band and global models for a mixture of gases under different pressures, concluding

that in global methods the accuracy is decreased at high pressures and in some cases near the

boundaries, while narrow band models are accurate in all cases, but computationally expensive.

Goutiere et al. [13] and Pierrot et al. [15] compared a set of narrow band and global models in

enclosures containing mixtures of CO2–H2O. Both studies highlight the accuracy of narrow band

models; however, global models based on an absorption–line blackbody distribution function

yield good accuracy being significantly less expensive than narrow band models. Solovjov &

Webb [19] tested different approaches to deal with a mixture of gases and compared three

methods to calculate the corresponding distribution function required for global models. In

the first method it is assumed that the spectral lines of each gas do not significantly overlap,

therefore a single discretisation of the cross section is required, simplifying the calculations. The

second method considers the probability of intersection of each gas spectrum, assuming that

the gas cross sections are uncorrelated, hence the calculation of the distribution function can be

reduced to a multiplication. Finally, the third method combines both previous considerations,

applying the first for the higher values of the cross section where overlapping is less probable

and the second for the lower values where the probability of intersection is high. This study

concludes that the proposed methods do not affect accuracy significantly while retaining low

computational cost by reducing the need to calculate multiple integrals to only one. Despite

the participating media in these studies being considered inhomogeneous, the mixture of gases

is considered to be at steady state.

The development and usage of numerical methods for solving the radiative transfer equation

is of significant importance for natural convection problems. This is because radiation can have

a strong effect on natural convection due to the dependency of the flow fields on temperature

[20]. This coupled effect was studied in detail by Soucasse et al. [21] finding that wall and gas

radiation lead to flow circulation in rectangular enclusores, and this flow circulation is stronger

in combined wall–gas radiation problems.

Two common deterministic methods for the discretisation of the radiative transfer equation

are the spherical harmonics method (via a so-called 𝑃𝑁 expansion) and the discrete ordinates

method (DOM or via a so-called 𝑆𝑁 expansion). The spherical harmonics method is an

approach to solve the radiative transfer equation by expressing the angular dependency of

the radiative intensity at a point via a series of spherical harmonics. The number of equations
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is related to the term at which the series is truncated, specifically the relation is (𝑁 + 1)2.

This value gives the method its order and name [10]. However, this implies a disadvantage in

terms of computational cost if the series is truncated at higher values of 𝑁 . One advantage

of the method is the fact that solutions are free of ray effects, however unphysical oscillations

can be observed in regions with anisotropy in the angular flux [22], which can result in slower

convergence in optically thin participating media. This can be a serious disadvantage when

using a global gas radiation method, considering that some energy groups, defined by the

discrete cross section values, could have low Planck absorption coefficients.

Sun, Zhang and Howell [23, 5] assessed the performance of 𝑃1, 𝑃3 and 𝑆𝑃3 (simplified

𝑃3) methods for combined convection–radiation inside a rectangular enclosure. For this test

all the walls were considered as black boundaries and the participating medium as absorbing,

emitting and non–scattering. The method was validated by comparing the results with those

obtained using the Monte–Carlo Method, which is known to be accurate but computationally

expensive. These methods showed poor accuracy for optically thin participating media, with

better accuracy for optically thick cases. Additionally, in the case of the 𝑃3 and 𝑆𝑃3 methods

the computational costs is also increased.

The discrete ordinates method (𝑆𝑁) is one of the most extensively used approaches

for radiative transfer modelling, offering good accuracy, reasonable computational cost and

compatibility with the models used for other transfer phenomena [24]. This method is

particularly popular due to its simplicity considering that the angular dependency in the

solutions is limited to a discrete set of directions; however, this leads to its major disadvantage

– ray effects [22]. Ray–effects, much like the unphysical oscillations in spherical harmonics,

manifest when the discrete cross section is low. Modelling radiative transfer in optically thin

media is therefore challenging regardless of the choice of angular discretisation.

Another method for solving the radiative transfer equation is the finite element method.

This method has been used in combined convection–radiation problems [25] and imaging

applications for medical devices [26]. In the finite element method, the angular dependence

of the radiative intensity is limited to a function space spanned by a set of basis functions

[27]. The application of the finite element method can be advantageous due to the possibility

of implementing sophisticated discretisations that provide improvements to accuracy and

computational performance [28, 27]. We should note however that any angular discretisation

that is not rotationally invariant will suffer from ray–effects, e.g., a 𝑃0 finite element method

in angle will show ray–effects like that of a similar discrete ordinates method [29]; the two

approaches however are not exactly equivalent [30].
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Most of the previous studies related to the combined convection–radiation problem consider

either uniform distribution, homogeneous cross section, grey gas radiation or steady state as

a condition for the participating media, therefore the analysis of the combined convection–

radiation problem with varying properties remains a challenge. Additionally, in those cases

that consider non–grey gas radiation using global models, the effect of the spectral resolution

and number of discrete cross sections has not been assessed.

The purpose of this work is to analyse the effect of an inhomogeneous unsteady participating

media in the combined convection–radiation problem in a differentially–heated rectangular

cavity, including the assessment of non–grey radiation under a global gas model approach.

We use both finite element discretisation and a spherical harmonics based method in angle,

in order to compare the performance of these different approaches. Importantly we introduce

a new non–uniform discretisation of the absorption distribution function, which ensures that

all discrete cross section values lead to the Planck absorption coefficients greater than the

optically thin limit. This is designed to improve the performance of the spherical harmonics

method without significantly compromising accuracy. This comparison is of particular interest

for problems where the characteristics of the participating media change in space, time and

cross section absorption values, therefore comparing both methods illustrates the sensitivity

of each method to these conditions, and our new discretisation of the absorption distribution

function. The effect of gas radiation on convection observed in this work is consistent with the

findings by Soucasse et al. [21]. While that work used the inherently expensive ray tracing

approach to solve the RTE, here we consider the more efficient approaches of finite elements in

angle and spherical harmonics. Therefore, the present work offers a computationally cheaper

alternative for simulating the effect of wall and gas radiation in coupled convection–radiation

problems, without the need to use ray tracing which is impractical for large scale problems.
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2. Governing equations

2.1. Natural convection problem
Natural convection is described here by the incompressible Navier–Stokes and Energy

equations under the Boussinesq approximation:

𝜕u
𝜕𝑡 + u ⋅ ∇u + ∇𝑝′ − ∇ ⋅ (𝜈∇u) = 𝜌′g, (1)

∇ ⋅ u = 0, (2)
𝜕𝑇
𝜕𝑡 + u ⋅ ∇𝑇 − ∇ ⋅ (𝛼∇𝑇 ) = −∇ ⋅ qr, (3)

𝜕𝜙
𝜕𝑡 + u ⋅ ∇𝜙 − ∇ ⋅ (𝐷∇𝜙) = 0, (4)

where u is the velocity vector, 𝑝′ is the perturbation pressure, 𝜈 is the kinematic viscosity,

𝜌′ = Δ𝜌/𝜌0 is the perturbation density, 𝑇 is the temperature, 𝛼 is the thermal diffusivity, qr is

the radiative heat flux vector, 𝜙 is a scalar tracer that represents the concentration of species

within the domain and 𝐷 is the diffusivity tensor associated with this field.
The divergence of the radiative heat flux at wavenumber 𝜈 is given by [10]:

∇ ⋅ qr = 𝜅𝜈(4𝜋𝐼𝑏𝜈 − 𝐺𝜈), (5)

where 𝜅𝜈 is the absorption coefficient, 𝐼𝑏𝜈
is the blackbody intensity and 𝐺𝜈 is the incident

radiation, which has to be calculated by solving the Radiative Transfer Equation (RTE).

2.2. Radiative Transfer Equation – RTE
The RTE for an absorbing, emitting, non–scattering medium at wavenumber 𝜈 is [10]:

𝛀 ⋅ ∇𝐼𝜈(r, 𝛀) = 𝜅𝜈(r)(𝐼𝑏𝜈(r) − 𝐼𝜈(r, 𝛀)), (6)

where 𝐼𝜈(r, 𝛀) is the radiative intensity at point r and direction 𝛀, 𝐼𝑏𝜈
(r) is the blackbody

intensity at point r, 𝜅𝜈(r) is the absorption coefficient at point r.
Appropriate boundary conditions for Eq. (6) may be written in the form:

𝐼(rw, ̂𝐬) = 𝜖𝑤(rw)𝐼𝑏(rw) + ∫
�̂�⋅ ̂𝐬′<0

𝜌″𝐼(rw, ̂𝐬′)|�̂� ⋅ ̂𝐬′|𝑑 ̂𝐬′, (7)

where �̂� is the outward surface normal, 𝜖𝑤 is the emissivity of the boundary and 𝜌″ is the

reflectance of the boundary and varies according to the type of reflection (diffuse or specular).

The radiative power is the quantity that is involved in (3) and is defined as the difference

between the absorbed and the emitted radiative power. The radiative power takes the form
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of the opposite of the divergence of the radiative flux qr as shown in Eq. (6), with 𝐺𝜈 =
∫𝛀 𝐼𝜈(r, 𝛀)𝑑𝛀.

3. Numerical methods

The following numerical methods were applied for the solution of this problem.

3.1. Fluid flow

The natural convection equations (1) were numerically solved using the Finite Element
Method with no–slip boundary condition (u ⋅ �̂� = 0) at the walls which yields the semi–discrete
system

𝑀 u̇ + 𝐴u + 𝐶𝑝 − 𝐾u = 𝑏, (8)

where the finite element discrete matrices are given by:

𝑀 = ∫
Ω

𝑤𝑖 ⋅ 𝑤𝑗, 𝐴 = ∫
Ω

𝑤𝑖(u ⋅ ∇𝑤𝑗), 𝐶 = ∫
Ω

𝑤𝑖 ⋅ ∇𝑤𝑗, 𝐾 = ∫
Ω

∇𝑤𝑖 ⋅ ∇𝑤𝑗, 𝑏 = ∫
Ω

𝑤𝑖 ⋅ 𝜌′g,

with 𝑤𝑖 and 𝑤𝑗 basis functions which belong to an appropriate function space, and where the

volume differentials in these integrals have been dropped for brevity.
For the temporal discretisation, here u̇ is approximated using Crank–Nicolson time stepping

(implemented via a Θ scheme with the choice Θ = 1/2). This yields the fully discrete system

𝑀(u𝑛 − u𝑛−1

Δ𝑡 ) = Θ(𝑏 − 𝐴u𝑛 − 𝐶𝑝 + 𝐾u𝑛) + (1 − Θ)(𝑏 − 𝐴u𝑛−1 − 𝐶𝑝 + 𝐾u𝑛−1). (9)

3.2. Radiative transfer

For the spatial discretisation of the RTE in space a Sub–Grid Scale model (SGS) is used.

This model decomposes the solution into two components approximated by a finite element

formulation – a coarse component and a sub–grid component. The sub–grid component handles

instability and oscillations related to a continuous finite element discretisation [31, 32, 33, 34,

25].
For the angular discretisation of the RTE, the intensity is represented by the span of M

angular basis functions:

𝐼(r, 𝛀) ≃
M

∑
𝑞=1

𝐼𝑞(r)G𝑞(𝛀), (10)

where G𝑞(𝛀) are the angular basis functions and 𝐼𝑞(r) are the coefficients of the projection

onto the basis.
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In this work, the spherical harmonics method and a finite element method in angle, with

P0 (constant) basis functions on each element, were applied.

3.2.1. Spherical Harmonics (𝑃𝑁)

In the spherical harmonics method the RTE is expressed in terms of a spherical harmonics
expansion up to order 𝑁 :

𝐼(r, 𝛀) ≃
𝑁

∑
𝑙=0

𝑙
∑

𝑚=−𝑙
𝐼𝑚

𝑙 (r)𝑌 𝑚
𝑙 (𝛀), (11)

where 𝑌 𝑚
𝑙 (𝛀) are the real orthonormal spherical harmonics.

3.2.2. Finite Elements

The finite element formulation consists of dividing the angular domain into M = 𝑁×(𝑁+2)
nonoverlapping angles ΔΩ𝑞. In this case P0 (constant) basis functions are defined on each
element over each angle as in [27]:

G𝑞(𝛀) =
⎧{
⎨{⎩

1 if 𝛀 ∈ ΔΩ𝑞,

0 otherwise.
(12)

4. Gas radiation model

The spectral intensity at wavenumber 𝜈 can be calculated using (6). However, in order

to calculate the total intensity it is necessary to integrate the RTE over the spectrum. This

can by performed using a Line–by–Line (LBL) or a Global Model. LBL models are discrete

approximations of the continuous spectrum, such that the RTE is solved for each discrete

spectral intensity and then integrated over all wavenumbers. LBL models require solutions at

several wavenumbers in order to represent a spectral range, which makes this model accurate but

highly expensive. In contrast, in global models the total intensity is calculated by integrating

the RTE over fractions of intensity which are summed to calculate the total intensity [12].
In this study, a Global Model based on an absorption distribution function (ADF) as

described in [14] is used. The absorption distribution function (F ) describes the fraction
of blackbody emissive power that lies in the spectrum cross section region below a maximum
cross section value 𝐶:

F (𝐶) = 1
𝜎𝑇 4 ∫

{𝜈∶𝐶𝜈<𝐶}
𝐸𝑏𝜈 𝑑𝜈, (13)

where 𝜎𝑇 4 is the total blackbody radiation power with 𝜎 the Stefan–Boltzmann constant and

𝑇 the gas temperature. 𝐸𝑏 is Planck’s function.
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The absorption distribution function is a cumulative distribution function which allows for
the discretisation the cross section as 𝐶𝑖 values within intervals [𝐶−

𝑖 , 𝐶𝑖
+] with corresponding

weight values calculated as:
𝑎𝑖 = F (𝐶+

𝑖 ) − F (𝐶−
𝑖 ). (14)

This discretisation of the absorption distribution function allows to write Eq. (6) as:

𝛀 ⋅ ∇𝐼𝑖(r, 𝛀) = 𝜅𝑖(r)(𝑎𝑖𝐼𝑏(r) − 𝐼𝑖(r, 𝛀)), (15)

where 𝜅𝑖 is the discrete absorption coefficient.

The total intensity is the result of the contribution of each fraction of intensity calculated
using Eq. (15) as:

𝐼 = ∑
𝑖

𝐼𝑖. (16)

In this work data from the HITRAN2016 database [35] has been used for calculating the line–
by–line absorption cross section. These data requires an initial treatment in order to define the
profile function that describes the cross section. This has been performed using the Lorentz
broadening function for the lines shape:

𝑓𝐿 = 1
𝜋( 𝛾

𝛾2 + (𝜈 − 𝜈∗)2 ), (17)

where 𝛾 is the line pressure–broadened half width at half maximum, 𝜈 is the line position
and 𝜈∗ is the shifted line position due to pressure. 𝛾 and 𝜈∗ are calculated using the following
equations:

𝜈∗ = 𝜈 + 𝛿𝑝ref, (18)

𝛾 = (𝑇ref
𝑇 )

𝑛air

(𝛾air(𝑝ref − 𝑝self) + 𝛾self 𝑝self)), (19)

where 𝛿 is the pressure shift of the line position at reference pressure, 𝑝 is the gas pressure,
𝑇ref = 296 K and 𝑝ref = 1 atm are reference temperature and pressure, 𝑛air is the temperature
dependence coefficient and 𝑝self is the partial pressure of the gas. The line intensity at a
temperature different than 𝑇ref = 296 K is calculated as:

𝑆∗ = 𝑆 ⋅ 𝑄𝑟 ⋅ 𝐵𝑟 ⋅ 𝐸𝑟, (20)

where 𝑆 is the line intensity at 𝑇ref = 296 K found in HITRAN database [35], 𝑄𝑟 is the ratio
of total internal partition sum values, 𝐵𝑟 is the ratio of Boltzmann populations and 𝐸𝑟 is the
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ratio of stimulated emissions. These ratios are defined as:

𝑄𝑟 =
𝑄𝑇ref

𝑄𝑇
, (21)

𝐵𝑟 = exp(−𝑐2 ⋅ 𝐸″/𝑇)
exp(−𝑐2 ⋅ 𝐸″/𝑇ref)

, (22)

𝐸𝑟 = 1 − exp(−𝑐2 ⋅ 𝜈/𝑇)
1 − exp(−𝑐2 ⋅ 𝜈/𝑇) , (23)

where 𝑄𝑇ref
and 𝑄𝑇 are the total internal partition sum values at reference temperature

(𝑇ref = 296 K) and gas temperature respectively, 𝑐2 = 1.438777 cm−1K is the second radiation
constant and 𝐸″ is the lower–state energy of the transition. 𝐸″ values are included in the
line–by–line parameters in HITRAN database [35] and 𝑄 values are calculated using the code
TIPS [36].
The absorption cross section is defined as:

𝐶 = 𝑆∗ ⋅ 𝑓𝐿. (24)

The global gas radiation model has been computed following the procedure described in [12].
The cross section of each gas was discretised into 𝑛 intervals [𝐶−

𝑖 , 𝐶+
𝑖 ], 𝑖 = 1, 2, ..., 𝑛, using a

logarithmic scale:

𝐶−
𝑖 = 𝐶min(𝐶max

𝐶min
)

(𝑖−1)/𝑛

, (25)

𝐶+
𝑖 = 𝐶min(𝐶max

𝐶min
)

𝑖/𝑛

. (26)

The mean value of the interval 𝐶𝑖 and the corresponding wavenumber Δ𝑖 are defined as:

𝐶𝑖 = (𝐶−
𝑖 ⋅ 𝐶+

𝑖 )
1/2

, (27)

Δ𝑖 = {𝜈 ∣ 𝐶−
𝑖 < 𝐶𝑖 < 𝐶+

𝑖 }. (28)

The discrete form of the absorption distribution function, Eq. (13), is:

F (𝐶) = 1
𝜎𝑇 4

𝑛
∑
𝑗=1

( ∫
∆𝑗

𝐸𝑏𝜈 𝑑𝜈)
𝑗
. (29)

The weights for each discrete cross section 𝐶𝑖 are calculated using Eq. (14), and the discrete
absorption coefficients are calculated each discrete cross section value as:

𝜅𝑖 = 𝑁𝑋𝐶𝑖, (30)
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with 𝑁 and 𝑋 being the molar density and the molar fraction of the participating gas. For an

ideal gas 𝑁 = 𝑝/𝑘𝑇 where 𝑘 is the Boltzmann constant.

This procedure is summarised in the following algorithm:
Algorithm 1: Global gas radiation model

Result: Absorption coefficients and weights

Read data from HITRAN database

Calculate line profile (Eq. (17))

Calculate line intensity (Eq. (20))

Calculate cross section (Eq. (24))

Discretise cross section into 𝑛 intervals (Eq. (25))

for i = 1,...,n do
Calculate interval cross section mean value 𝐶𝑖 (Eq. (27))

Calculate spectral interval Δ𝑖 (Eq. (28))

for j = 1,...,i do
Calculate the cumulative distribution function F (𝐶𝑖) (Eq. (13))

end

Calculate absorption coefficients weights (Eq. (14))

Calculate absorption coefficients (Eq. (30))
end

4.1. Test of the methods

One of the cases studied in [13] was selected to test the numerical methods and the gas
radiation model presented in this work. The selected test consists of a rectangular enclosure in
which energy transfer is dominated by radiation, emulating a steady-state flame, with constant
molar fractions of H2O (20%) and CO2 (10%), and a temperature field defined as in Eq. (31)
and shown in figure 1.

𝑇 (𝑥, 𝑦) =
⎧{
⎨{⎩

(14000𝑥 − 400)(1 − 3𝑦2
0 + 2𝑦3

0) + 800 if 𝑥 ≤ 0.1,

−10000
9 (𝑥 − 1)(1 − 3𝑦2

0 + 2𝑦3
0) + 800 if 𝑥 > 0.1,

(31)

𝑦0 = |0.25 − 𝑦|
0.25 . (32)

The spatial domain was discretised in an unstructured mesh with 5396 triangular elements.

The RTE was solved using both spherical harmonics (𝑃3) and finite element expansions (6

discrete angles) for each of the global gas radiation model discretisation cases mentioned before.

The numerical solution of the problem was achieved using the code FETCH2 [37, 38, 39] which

is composed of solvers for the RTE coupled to the CFD code Fluidity [40, 41]. Additional code
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Figure 1: Temperature field for the simulated steady-state flame defined by Eq. (31). Isothermal lines in black.

was developed for calculating the absorption cross section profile function and for the global

gas radiation model from HITRAN data. All the simulations have been run in an 8–core Intel®

Xeon® E5–2630 v3 CPU at 2.40 GHz with 64 GB RAM, running Ubuntu 16.04 LTS.

Considering the presence of different species in the participating media, it is necessary to

define the absorption cross section of the mixture. Different approaches for modelling the

properties of the mixture are presented in [19]. The selection of the approach is related to the

correlation and the overlapping between the cross sections of the different gases.

Figure 2 shows the absorption cross section profile function of each species. These cross
sections only overlap at very low values. This allows the use of a superposition approach to
define the absorption cross section of the mixture. Under this approach, the mixture of gases
can be treated as a single gas, thus only one cross section discretisation is required. For this
single gas, which represents the mixture, the absorption cross section, the absorption coefficient
and the absorption distribution function are defined as shown in Eq. (33). The absorption
coefficient function of the mixture at three different spectral resolutions is shown in figure 3.

𝐶𝜈 = 𝑋𝐻2𝑂𝐶𝐻2𝑂𝜈 + 𝑋𝐶𝑂2𝐶𝐶𝑂2𝜈, (33)

F (𝐶𝜈) = F𝑋𝐻2𝑂𝐶𝐻2𝑂(𝐶) + F𝑋𝐶𝑂2 𝐶𝐶𝑂2
(𝐶) − 1, (34)

𝜅𝑖 = 𝑁𝐶𝜈. (35)

In order to assess the performance of the global gas radiation model, the absorption cross

section profile function has been generated at the spectral range 0–3000 cm-1 with three different

resolutions: 5, 0.5 and 0.05 cm-1, and absorption distribution function has been calculated using

different numbers of discrete cross sections. This enables the assessment of the sensitivity and

the effect on the computational cost of the resolution of the absorption cross section profile

function and the discretisation of the cross section.
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Figure 2: Absorption cross sections of participating gases.

The discretisation of the cross section in the global gas radiation model is also relevant

for the performance of the solver used for the RTE, considering that the radiative intensity is

calculated for each discrete absorption cross section value defined in the global gas radiation

model.

The absorption coefficient function of the mixture at the three different spectral resolutions

is shown in figure 3. A particular cross section discretisation case (10 discrete cross sections) has

been included in this figure in order to show that most of the discrete cross section values are

very small, which is characteristic of an optically thin participating media. Figure 4a shows the

absorption distribution functions for the three cases displayed in figure 3. Additionally, figure

4b shows the absorption distribution functions at different numbers of discrete cross sections

for the maximum spectral resolution case (0.05 cm-1)

The computation time for the gas radiation model is shown in figure 4c. Both absorption

cross section profile function resolution and cross section discretisation have a significant effect

on the computation time of the gas radiation model. However, the effect of absorption cross

section profile function resolution is significantly higher.

The results are compared with the results presented in [13] and other studies that used

this test case for assessing RTE solvers. A summary of the methods applied in these studies is

presented in table 1.

The radiative power along the midline 𝑦 = 0.25 was calculated and compared with the

results of the studies cited in table 1. Results are displayed in figure 5. The accuracy of the

methods was measured by comparing the radiative power along the midline 𝑦 = 0.25 using

spherical harmonics and finite element expansions with respect to the selected benchmark.
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(a) Spectral resolution 5 cm-1 (b) Spectral resolution 0.5 cm-1

(c) Spectral resolution 0.05 cm-1

Figure 3: Absorption coefficient function of the mixture at different spectral resolutions. Dashed lines show an
example of discretisation using 10 discrete cross sections.

Figures 6a and 6b show the variation of the relative mean error of the approximations with

respect to the benchmark. The variation of the computational cost of solving the RTE with

respect to the number of discrete cross sections at each spectral resolution of the absorption

cross section profile is shown in figures 6c and 6d.

Finite element expansion performs better in terms of computational cost, this result is

consistent with previous studies. However, in terms of accuracy the best result is achieved with

spherical harmonics method using the absorption distribution function with the highest spectral

resolution and 10 discrete cross sections. In order to investigate the cause of the increased cost

for spherical harmonics, we examine the runtime for each discrete cross section.

Figure 7 shows the runtime of calculating the intensity for each discrete cross section (energy

group) using spherical harmonics method, for the most accurate case (absorption distribution

function with the highest spectral resolution and 10 discrete cross sections) . It can be observed

that the runtime is higher for those energy groups with lower Plank absorption coefficient, whilst

runtime is significantly lower for those energy groups with higher Plank absorption coefficient.

This is due to the unphysical oscillations described in Section 1 in the optically thin groups.
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(a) Absorption distribution functions at different spectral
resolutions for 10 discrete cross sections.

(b) Absorption distribution functions at different numbers
of discrete cross sections for 0.05 cm-1 resolution.

(c) Variation of the computational time of the global gas
radiation model as function of the number of discrete
cross section for each spectral resolution of the line–by–line
absorption cross sections.

Figure 4: (a) Absorption distribution functions at different spectral resolutions, (b) absorption distribution
functions for different numbers of discrete cross sections, (c) computational cost of calculating the absorption
distribution function.

Figure 5: Source term −∇ ⋅ q along the midline 𝑦 = 0.25.

The oscillations significantly increase the condition number of our linear system when compared

to the optically thick groups, which degrades the performance of our iterative method.
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Table 1: Summary of benchmark cases.

Spatial discretisation Angular discretisation Gas radiation
model

Goutiere, Liu &
Charette [13]

Finite volume method
(FVM) uniform grid

(61 × 31)

Discrete ordinates
method, 𝑇7
quadrature

SNB

Amiri, Lari &
Coelho [42]

Finite volume method
(FVM) non-uniform grid

(31 × 20)

Discrete ordinates
method, 𝑇6
quadrature

LBL

Chu, Liu & Zhou
[43]

Finite volume method
(FVM) non-uniform grid

(21 × 21)

Discrete ordinates
method 𝑇7
quadrature

LBL

Amiri & Lari [44] Natural element method
(NEM) uniform grid

(52 × 27)

Discrete ordinates
method, 𝑇6
quadrature

LBL

(a) Spherical harmonics. (b) Finite elements.

(c) Spherical harmonics. (d) Finite elements.

Figure 6: Relative mean error of radiative power along the midline 𝑦 = 0.25 using spherical harmonics and
finite element expansions as function of the number of discrete cross section for each spectral resolution of
absorption cross sections, (a) and (b). Variation of the computational time using spherical harmonics and finite
element expansions as function of the number of discrete cross section for each spectral resolution of absorption
cross sections, (c) and (d).

In an attempt to tackle this, a new discretisation method for the absorption distribution

function is developed to reduce the computational cost of solving the RTE using spherical

harmonics method.
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Figure 7: Plank absorption coefficient and computational cost of solving the RTE using spherical harmonics
method for each energy group. The absorption distribution function is discretised with a spectral resolution of
0.05cm−1 into 10 discrete cross sections (energy groups).

5. Non–uniform discretisation method for the absorption distribution function

Considering that the total intensity is the sum of the contributions of the intensities

calculated for each discrete cross section, as shown in Eq. (16), the total computational cost of

solving the RTE considers the contributions of solving the RTE for each discrete cross section.

In the spherical harmonics method the computational cost is higher for those discrete cross

sections in which the Plank absorption coefficient is in the optically thin limit, i.e. 𝜅𝑝𝑖
< 𝜏𝐿

with 𝜅𝑝𝑖
= 𝑎𝑖𝑘𝑖 and 𝜏𝐿 ∶ 𝜏 ≪ 1. In order to overcome this a new discretisation of the absorption

distribution function is introduced, setting the goal as 𝜅𝑝𝑖
> 𝜏𝐿.

The absorption distribution function is a cumulative function, therefore strictly monotonic,

where the individual contribution of each discrete cross section to the total intensity can be

represented as the area of a bin of a histogram. This histogram corresponds to the non–

cumulative distribution 𝑓(𝐶) which is the derivative of the cumulative distribution function

F (𝐶). In this histogram the width of the bins is defined by the intervals [𝐶−
𝑖 , 𝐶+

𝑖 ] where the

discrete cross section value 𝐶𝑖 lies.

The proposed method consists of an adaptive non–uniform discretisation of a high resolution

absorption distribution function, which has been calculated using a high number of discrete cross

sections (e.g. 100 discrete cross sections as shown in figure 4b), into a lower number of non

uniform intervals [𝐶∗−
𝑖 , 𝐶∗+

𝑖 ] and find 𝐶∗
𝑖 ∈ [𝐶∗−

𝑖 , 𝐶∗+
𝑖 ] such that 𝜏𝐿 < 𝜅∗

𝑖𝑎∗
𝑖 , with 𝜅∗

𝑖 = 𝑁𝑋𝐶∗
𝑖

and 𝑎∗
𝑖 = Δ𝐶∗

𝑖 𝑓(𝐶∗
𝑖 ). A possible limitation of this method might arise if the whole spectrum

is thin or if a very narrow spectrum is considered. In the case of a thin spectrum, it might be

difficult to find energy groups that meet the condition 𝜏𝐿 < 𝜅∗
𝑖𝑎∗

𝑖 since 𝜅𝑖 values will be small.
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In the case of a very narrow spectrum, the feasibility of finding appropriate energy groups will

depend on the number of spectral lines data available at the selected spectral range. Figure 8

shows a schematic of this method. Additionally, this method is summarised in algorithm 2. .

Figure 8: Schematic of the non–uniform method for the absorption distribution function. left: initial absorption
distribution function with its corresponding histogram, centre: comparison of the adapted histogram (blue) and
the original histogram (black), right: mapping of the discrete cross sections from the adapted histogram into
the absorption distribution function for calculation of 𝑎∗

𝑖 = F (𝐶∗−
𝑖 ) − F (𝐶∗+

𝑖 ).

Algorithm 2: Adapt non–uniform discrete cross section
Data: High resolution absorption distribution function

Result: Absorption coefficients and weights

Discretise ADF into 𝑛 intervals;

for i = 1,...,n do

if 𝜏𝐿 < 𝑁𝑋𝐶𝑖𝑎𝑖 then
continue;

else
Calculate 𝑎∗

𝑖 ;

Calculate 𝐶∗
𝑖 ;

Calculate 𝐶+∗
𝑖 ;

Update 𝐶−
𝑖+1 = 𝐶+∗

𝑖 ;

Calculate 𝐶𝑖+1;
end

Calculate absorption coefficients weights;

Calculate absorption coefficients;
end

In order to test this adaptive method, the absorption distribution function at the highest

spectral resolution and highest number of cross sections among the cases considered (i.e. 0.05

cm-1 and 100 discrete cross sections) was used for calculating different numbers of non–uniform

discrete cross sections, between 5 and 50. Figure 9 shows the computational cost of solving

the RTE with the new discrete cross section and weight values compared to the reference

case (spectral resolution 0.05 cm-1 and 100 discrete cross). Additionally, this figure shows the
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variation of the relative mean error of the radiative power along the midline 𝑦 = 0.25 calculated

the new discrete cross section and weight values with respect to the benchmark presented in

[13].

(a) Spherical harmonics. (b) Finite elements.

(c) Spherical harmonics. (d) Finite elements.

Figure 9: Comparison of the relative mean error of radiative power along the midline 𝑦 = 0.25 as function
of the number of discrete cross sections using spherical harmonics and finite element expansions, (a) and (b).
Comparison of the variation of the computational time as function of the number of discrete cross sections, using
spherical harmonics and finite element expansions, (c) and (d). The reference ADF has a spectral resolution
0.05 cm-1.

From figures 4c, 9c and 9d it can be concluded that the computational cost of the global gas

radiation model is not significant compared to the cost of solving the RTE, therefore, despite

the fact that the proposed method implies additional computation of the discrete cross sections,

the effect of this additional computation on the total cost is minimal. Furthermore the effect of

this non–uniform discretisation of the ADF on the computational cost of solving the RTE using

spherical harmonics method is very positive, while ensuring good accuracy. In the case of finite

elements in angle, this non–uniform discretisation of the absorption distribution function has

a significant effect on the relative error of the radiative power along midline. This significant

effect is the result of a mitigation of ray–effects, which manifest when the discrete cross section

is low, this is fixed by the non–uniform discretisation of the ADF.

This adaptive method was also tested calculating non–uniform ADFs from the two lower
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spectral resolution uniform ADFs (i.e. 5, 0.5 cm-1 and 100 discrete cross sections). In

those cases, the error values were higher than those shown in figures 9a and 9b with similar

computational cost.

A detailed illustration of the effect of the non–uniform discretisation of the absorption

distribution function on the computational cost can be observed in figure 10 that shows the

runtime of calculating the intensity for each discrete cross section (energy group) using spherical

harmonics method as in figure 7. In this case only one energy group remains with a low Plank

absorption coefficient value, compared to values of the initial ADF discretisation (figure 7).

This leads to a computational cost about one order of magnitude lower for this case.

Figure 10: Plank absorption coefficient and computational cost of solving the RTE using spherical harmonics
method for each energy group after applying non–uniform discretisation of the absorption distribution function.
The absorption distribution function is discretised with a spectral resolution of 0.05cm−1 into 10 non–uniform
discrete cross sections (energy groups).

Now that we have established that the use of non–uniform discretisation of the ADF has

positive effects on both spherical harmonics and finite elements in angle, we turn to using

this in a coupled convection–radiation problem with usteady inhomogeneous participating

media, which is initially transparent. These conditions are particularly adverse for spherical

harmonics, in terms of computational cost, and for finite elements in angle, in terms of ray–

effects. Therefore, the non–uniform ADF comes into being suitable and convenient for this

problem.

6. Coupled convection–radiation problem

The coupled convection–radiation problem studied corresponds to a rectangular enclosure

with differentially–heated black walls as described in figure 11. The parameters for this case
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are consistent with the experiments performed by Kim and Viskanta [45]. For brevity, we refer

the reader to this study for the experiment details.

𝑇𝑟𝑒𝑓 = 300𝐾

𝑇 = 305𝐾
No slip

CO2 + H2O

H2O
No slip

𝑇 = 295𝐾

Black rigid wall
Adiabatic

No slip

Black rigid wall
Adiabatic

No slip
𝑥

𝑦

Figure 11: Schematic diagram of the problem.

Three different cases were considered in order to asses the effect of gas radiation and the

fluid flow through boundaries and inside the enclosure. The first case does not consider any

flow through the boundaries and the only participating medium is considered transparent and

homogeneously distributed inside the enclosure. This case is used as a reference to compare the

effect of the incoming flows into the rectangular enclosure. The other two cases involve species

incoming through the top and bottom boundaries, which makes the participating media both

inhomogeneous and unsteady. The flows are described by the boundary conditions −(𝐷∇𝐶) ⋅
�̂� = ℎ(𝐶 −𝐶∞). One of the cases considers the participating media as grey gases and the other

one considers the participating media as non–grey gases. The cases are summarised in table 2.

Table 2: Summary of test cases.

Case Top wall condition Bottom wall condition Gas radiation approach
1 −(𝐷∇𝐶) ⋅ �̂� = 0 −(𝐷∇𝐶) ⋅ �̂� = 0 –
2 −(𝐷∇𝐶) ⋅ �̂� = ℎ(𝐶 − 𝐶∞) −(𝐷∇𝐶) ⋅ �̂� = ℎ(𝐶 − 𝐶∞) Grey gas
3 −(𝐷∇𝐶) ⋅ �̂� = ℎ(𝐶 − 𝐶∞) −(𝐷∇𝐶) ⋅ �̂� = ℎ(𝐶 − 𝐶∞) Non–grey gas

The problem presented in figure 11 was solved numerically over an unstructured mesh with

4426 elements using a P1DG − P2 discretisation element pair for velocity and pressure, and

control volume finite element discretisation for the temperature and for the species incoming

through the boundaries. For time integration a Crank–Nicolson scheme was used (Θ = 0.5).

The properties of the participating media are modelled using absorption distribution

functions for each of the incoming fluids, applying the mixture approach for the species incoming
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through the top boundary. The absorption coefficients are calculated from 10 discrete cross

sections defined using the method shown in algorithm 2.

The absorption cross sections were calculated from HITRAN2016 data at the spectral range

0–3000 cm-1 with a resolution of 0.05 cm-1.

6.1. Results

The RTE was solved using both spherical harmonics (𝑃3) and finite elements in angle

(6 discrete angles) with explicit coupling between flow and radiation solvers, updating the

radiative source term at every convection time step. The formulation of the boundary conditions

introduces an inhomogeneous unsteady participating media.

For the non–grey gases case, both the uniform and non-uniform discretisations of the

absorption distribution function were used in order to compare the effect of the non–uniform

discretisation method when using the spherical harmonics method for this problem. Comparing

the non–uniform discretisation method to the initial discretisation of the ADF, there is a

pointwise maximum relative difference of the radiative power field across the domain below 4%.

This confirms the non-uniform ADF does not significantly increase the error in this problem.

The runtime of solving the RTE using spherical harmonics and the initial discretisation of

the ADF was 1.43×105 s, whilst the runtime of solving the RTE using spherical harmonics and

the non–uniform discretisation method of the ADF was 3.78 × 104 s. This runtime is closer to

that of solving the RTE using finite elements in angle (1.2 × 104 s). Like in Section 5, the non-

uniform ADF increases the performance of spherical harmonics significantly. Examining this

further, for the spherical harmonics method the runtime per time step depends on the optical

thickness of the participating media. Figure 12 shows the runtime per time step for solving

the RTE using spherical harmonics and the initial discretisation of the ADF, using spherical

harmonics and the non–uniform discretisation method of the ADF and using finite elements in

angle. The non–uniform discretisation of the ADF significantly decreases the runtime during

early time steps. Finite elements in angle are not sensitive to optical thickness in terms of

computational cost.

Although the finite elements runtime is not sensitive to optical thickness, of course the error

in the simulation at early time is sensitive to optical thickness, as the participating media is

initially transparent, and hence we know that ray–effects will be present at early time in the

finite elements in angle solution. Figure 13a shows the ray–effects for finite elements in angle

and figure 13b shows the ray–effect free solution for the spherical harmonics method, which is

rotationally invariant.
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Figure 12: Runtime per time step for non–grey gas case. Dimensionless time is shown in abscissa, i.e 𝑡/𝑡𝑓 = 0
is the initial condition and 𝑡/𝑡𝑓 = 1 is the end of the simulation.

The non–uniform discretisation method thus enables the spherical harmonics method as a

ray–effect free alternative which is competitive in terms of computational cost. Based on this,

only the results with the non–uniform discretisation method of the absorption distribution

function are used for further analysis in this study.

(a) Finite elements in angle (b) Spherical harmonics method

Figure 13: Scalar particle flux across the domain at dimensionless time 𝑡/𝑡𝑓 = 0.00625. Ray–effects can
be observed in the solution calculated using finite elements in angle (six discrete angles), whilst the solution
calculated using the spherical harmonics method is free of ray–effects.

Figure 14 shows the incoming flows of species through the top and bottom boundaries at

three different time levels. These species are advected by the velocity field generated by natural

convection. Points K, L and M are referenced for further analysis of the effect of the unsteady

inhomogeneous media on the the temperature field.

Natural convection occurrence depends on fluid properties and temperature field. In this

problem species incoming through the boundaries do not affect the fluid properties and are
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Figure 14: Incoming flow through the boundaries at different time levels. Left: dimensionless time 𝑡/𝑡𝑓 =
0.00625. Centre: dimensionless time 𝑡/𝑡𝑓 = 0.3. Right: dimensionless time 𝑡/𝑡𝑓 = 0.45. Top: flow through
top boundary. Bottom: flow through bottom boundary.

considered to be advected by the bulk velocity of the medium. However, gas radiation affects

the temperature field inside the enclosure due to the explicit coupling between the fluids and

radiation solvers.

Points K, L and M have been defined to track the effect of gas radiation considering the

inhomogeneity of the participating media as observed in figure 14. At point K the participating

media is mostly composed of H2O which is entering the enclosure through the bottom boundary.

In similar fashion at point M, the participating media is mostly composed of the mixture of

CO2 and H2O which is entering the enclosure through the top boundary. In contrast, at point

L both gases are actively participating.

In order to identify the effect of gas radiation on the temperature field, the difference in

temperature in cases 2 and 3 with respect to case 1 has been calculated at all time levels. Figure

15 shows this difference in temperature at points K, L and M.

The temperature difference between the cases that involve gas radiation and case 1 is variable

until the enclosure is saturated by the species entering through the boundaries. When that

saturation state is achieved, the participating media becomes steady. However, the participating

media remains inhomogeneous, thus the temperature difference at points K, L and M have
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(a) Point K (b) Point L

(c) Point M

Figure 15: Difference in temperature for case 1 at points K, L and M during the simulation time.

different values at that steady state.

In cases 2 and 3 there is a physical effect of gas radiation on the temperature field. This

effect is highly dependant on the gas radiation approach and the material properties of the

species.

In relation to the gas radiation approach, under the grey gas approach (case 2) this effect

is considerably lower than under the non–grey gas approach (case 3). The grey gas approach

leads to an underestimation of the radiative source term, and consequently an underestimation

of the effect of gas radiation on the temperature field. This demonstrates the disadvantage of

using the grey gas approach, which is used in engineering problems due to its simplicity and

low computational cost. Thus, the non–uniform ADF model introduced in this work arises as
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a better alternative that gives significantly improved results without a substantial increase in

the computational cost.

The effect of the radiative properties of the species on the temperature field can be observed

by comparing the temperature difference at different regions of the enclosure using points K,

L and M as reference. In a region of the enclosure in which the participating media is mainly

H2O, the temperature difference is lower since H2O has a lower absorption cross section. This

can be observed in temperature difference values in figure 15a. Likewise, in regions in which the

participating media includes a mixture containing CO2 the temperature difference is higher.

This is an expected result considering that the absorption distribution cross section of CO2

is higher than the absorption distribution cross section of H2O. Additionally, the results are

consistent for the inhomogeneous participating media during the simulated time including both

unsteady and steady states. This shows the suitability of the global gas radiation model for

inhomogeneous unsteady participating media and its capability to represent effectively the

material properties of the species considered as participating media.

Considering the characteristics of the participating media, results calculated using finite

elements in angle differ from those calculated using spherical harmonics. These differences are

higher in regions where the participating media is thinner due to the aforementioned causes

of error such as ray–effects and unphysical oscillations. These differences should reduce as the

angular resolution is increased, i.e., through the use of higher numbers of discrete angles in the

finite elements case and higher order expansions in the spherical harmonics case. However, this

increases the computational cost of the solutions considerably.

7. Conclusions & future work

In this work coupled convection–radiation with an inhomogeneous unsteady participating

media has been studied numerically using spherical harmonics and finite elements for the

angular discretisation of the radiative transfer equation. To identify the effects of the

inhomogeneous unsteady participating media the resulting temperature field was analysed.

Results showed that an inhomogeneous participating media has a significant effect on the

temperature field. This effect is consistent during unsteady and steady state conditions

and depends on the absorption cross section of the species. Additionally, the absorption

cross section of species and mixtures of species can be effectively represented by appropriate

absorption distribution functions, and thus a global gas radiation model is suitable for coupled

convection–radiation problems involving inhomogeneous unsteady participating media with

emitting, absorbing, non-scattering media surrounded by grey walls. This approach can be
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extended to other applications, however further work is required, e.g. to determine the effect

of the choice of reference temperature, used for calculating of the absorption cross section, in

applications with high temperature gradient inside the domain.

A new method for gas radiation based on an absorption distribution function has been

introduced. This method involves a non–uniform discretisation of the spectrum and the

calculation of appropriate absorption coefficients and weight values that lead to a considerable

reduction in the computational cost of the spherical harmonics method without significantly

affecting accuracy. This makes the spherical harmonics method a competitive option in terms of

computational cost for cases where ray–effects are undesirable. Additionally, the non–uniform

discretisation of the ADF has a positive effect on finite elements in angle by mitigating ray–

effects, and this mitigation leads to an improvement of accuracy without affecting computational

cost.

This work helps to show that trying to quantify the differences between angular

discretisation methods is difficult without first examining individual benchmarks and hence

the absorption distribution function and cross-sections. These factors are crucial not only for

the accuracy but also for the runtime performance of each angular discretisation method and

can obscure the advantages or disadvantages of each within coupled radiative transfer problems.

A future focus for this work would be to examine the role of the non–uniform absorption

distribution function on other angular discretisations and analyse the limits on performance for

non-uniform absorption distribution function.
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