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Abstract

Quantum thermodynamics seeks to extend the laws of thermodynamics to equilibrium and non-equilibrium systems on the nano-scale. Over the last decade a large body of theoretical research into quantum thermodynamics has been produced; however, experimental research is yet to catch up with the impressive lead set by theory. This is especially true of quantum information theoretic approaches which have proven an effective means of incorporating quantum effects into thermodynamics but seem resistant to experimental implementation. This thesis aims to counter this shortcoming by proposing concrete physical realisations of quantum thermodynamics to help bridge the gap between theory and experiment.

This task is approached directly in chapter 2 by constructing an experimental implementation of a fluctuation relation developed from a quantum information theoretic perspective. Our proposal involves the autonomous evolution of a trapped ion and uses a tapered laser beam to implement a position dependent AC Stark shift. In order to test the fluctuation relation we convert the abstract framework of an autonomous quantum Crooks equality into quantum Crooks equalities for coherent, squeezed and cat states. These new relations highlight the physical origins and implications of coherence induced corrections to classical fluctuation relations and prompt a discussion on the interplay between coherence and irreversibility.

In chapter 3 we turn our attention to Gibbs’ iconic thought experiments on the work that can be extracted from the mixing of gases. Here we argue that optomechanical setups, involving a cavity in which a membrane is inserted, provide a suitable platform both to generalise such thought experiments to the quantum regime and to explore quantum thermodynamic signatures of distinguishability. We find, in contrast to classical thermodynamics, that the work that can be extracted from the mixing of the two photon gases varies continuously with their distinguishability. Finally, we demonstrate that the bunching of photons, arising from their Bosonic character, generates an energetic footprint that does not exist in classical thermodynamics.
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1.1 **Coarse-grained photo of city.** When the exposure time of a photo is long as compared to the dynamics captured, the resulting image is coarse-grained and captures the average behaviour of the system. In this long exposure photo of a city at night we can tell that the road on the right (left) contains cars moving away from (towards) us and get a sense of the average occupancy of the buildings in the background. An understanding of the precise microscopic dynamics of every subcomponent, in this case each car and each person in the city, is unnecessary to understand this average behaviour. Image is taken from [1].

2.1 **Full quantum fluctuation relation setup.** (a). Here we sketch the Hilbert space of a system with a Hamiltonian that varies between regions. By evolving the support of the control between regions, a change in system Hamiltonian is induced. In the forwards driving process, the setup is evolved from region i to f and vice versa for the reverse. (b). The total setup consists of a system, heat bath, work store, and control system (dashed circles). We can reduce this to a bipartite system (solid ovals) by using a single hybrid work store and control system, that we will call a ‘battery’ $B$ and by setting aside the thermal bath and viewing it rather as an implicit means of preparing a thermal state. The arrows denote the systems which exchange energy.

2.2 **Sketch of forwards and reverse dynamics.** The blue lines represent the energy level splitting of the two level system as a function of position $x$. The battery states that are prepared at the start of the protocols (red/green) and the measurements that are performed at the end of the protocols (yellow/purple) are indicated by solid lines. The evolved states of the battery at the end of the driving process as sketched as dashed lines.

2.3 **Relation between states.** In the forwards process, the state $|\phi_i\rangle$ is prepared, evolves (indicated by the wiggly arrow) and the state $|\phi_f\rangle$ is measured. In the reverse process, the state $|\phi_i\rangle$ is prepared, evolves and the state $|\psi_f\rangle$ is measured. As indicated by the solid lines, the state $|\psi_i\rangle$ is related to the state $|\phi_i\rangle$ by the mapping specified in Eq. (2.28).
2.4 Understanding the off-diagonal Crooks equality. The process of increasing
the splitting of a two level system in the presence of a harmonic oscillator battery.
The left and right figures cover the cases when the two level system starts in the
excited (a) and ground (b) states respectively. The see-saw like mechanism, highlight-
ed by the red arrows, ensures energy conservation and maps changes in the
system energy onto that of the battery. A superposition of battery states is raised
or lowered ‘as one’ and as such the coherences evolve in the same manner as the
populations. ................................................................. 40

2.5 Coherent state Crooks equality deviations. The purple line indicates the aver-
age energy, \( h\omega_T \), of a quantum harmonic oscillator in a thermal state at temperature
\( T \). The grey line shows the classical limit in which \( h\omega_T \) tends to \( k_B T \). The blue
dotted line and red dashed line indicate the thermal and quantum contributions to
\( h\omega_T \) respectively, as specified by Eq. (2.98). These energies are given in units of
\( k_B T \) and are plotted as a function of \( \chi \), Eq. (2.83) ................. 46

2.6 Squeezed state Crooks equality deviations. We plot the prefactor \( q \), Eq. (2.127),
as a function of \( \chi \) for coherent states and squeezed displaced states. The red, purple
and blue lines plot \( r = 1, r = 0 \) (i.e. the coherent state case) and \( r = -1 \) respec-
tively. The grey line indicates the classical limit in which \( q = 1 \). As indicated by the
black Wigner plot insets, in a) the prepared and measured squeezed displaced bat-
tery state are displaced with respect to position only, that is the displacement is real
\( \alpha_{i,f} = \Re(\alpha_{i,f}) \) and \( \mu_{i,f} = \Re(\mu_{i,f}); \) whereas in b) the state is displaced with respect
to momentum only, that is the displacement is purely imaginary \( \alpha_{i,f} = \Im(\alpha_{i,f}) \) and
\( \mu_{i,f} = \Im(\mu_{i,f}). \) ............................................................. 48

2.7 Cat state Crooks equality deviations. We plot \( q = \frac{\Delta E}{W} \) as a function of \( \chi \)
for cat states. As indicated by the insets, in a) the prepared and measured battery
states consist of superpositions of coherent states with opposite phase, specifically
\( |\phi_{i}\rangle = |\text{Cat}_{i}\rangle \propto |\delta/2\rangle + |\delta/-2\rangle \) and \( |\phi_{f}\rangle = |\text{Cat}_{f}\rangle \propto |\delta/2 + 1\rangle + |\delta/-2 - 1\rangle \). In b) the
prepared and measured states consist of superpositions of different displacements
with the same phase, specifically \( |\phi_{i}\rangle = |\text{Cat}_{i}\rangle \propto |\delta - 2\rangle + |\delta - 2\rangle \) and \( |\phi_{f}\rangle = |\text{Cat}_{f}\rangle \propto
|2\rangle + |3\rangle \). In both figures the dark blue line indicates \( q(\chi) \) for coherent states . . . . 50

2.8 Verification of error bounds. We plot the error measures for evolution under
the total Hamiltonian with the position dependent level splitting interaction and
a harmonic oscillator battery. In the main figures, the solid (dashed) lines plot \( D \)
(\( \epsilon \)) and the insets plot \( 1 - R \). In (a) the coherent state Crooks equality data is
shown in purple and squeezed state Crooks equality data shown in red (\( r = -1 \))
and blue (\( r = 1 \)). In (b) the data for cat states prepared and measured either
side of the interaction, \( |\psi_{i}\rangle = |\phi_{f}\rangle \propto |\alpha\rangle + |\alpha\rangle \), is shown in red and the data
for cat states prepared and measured on a single side of the interaction region,
\( |\psi_{i}\rangle \propto |\alpha\rangle + |\alpha + 1\rangle \) and \( |\phi_{f}\rangle \propto |\alpha\rangle + |\alpha + 1\rangle \), is shown in blue. In this simulation
we have used the following parameters: \( x_i = -4, x_f = 4, \hbar\omega = 1, E_i = 1, E_f = 2 \)
and \( k_B T = 1 \). Both plots are a function of \( -\alpha_i = \alpha_f \) the displacement of the
prepared/measured state. The displacement parameters, \( \alpha_{i,f} \), and the positions \( x_i \)
and \( x_f \), are given in units of dimensionless position \( X = \sqrt{\frac{2m\omega}{\hbar}} X \). ................... 55
2.9 Sketch of trapped ion proposed implementation. An ion (red wavepacket) is trapped in an elongated trap (grey line) which drives its evolution through the trap (indicated by red arrow). An off-resonance laser is applied perpendicularly across one half of the trap (blue oval). The laser beam has an intensity profile with a flat central region (blue line in oval). The trapped ion experiences a position dependent AC Stark shift (pair of blue lines) as it travels autonomously through the laser beam. The red dashed line indicates the spread of the ion and the black dashed line the width of the elongated trap. Here we show the ion at the start of the autonomous evolution stage of the protocol. The preparation and measurement stages of the protocol are sketched in Fig. 2.10.

2.10 Preparation and measurement techniques. Here we sketch, for the forwards protocol, the preparation (a) and measurement (b) stages of the coherent state trapped ion implementation. (a) To prepare the ion in a coherent state the ion is first cooled to the motional ground state with respect to an initial harmonic trapping potential, shown here in blue. The center of the trapping potential is then shifted non-adiabatically. The new trapping potential after the shift is shown in grey. The ion will remain in the ground state with respect to the old potential but will be in a coherent state with respect to the new trapping potential. (b) The measurement to find the overlap between some test coherent state (the blue Gaussian) and the evolved state of the ion (the dashed red wavepacket) effectively runs the preparation process in reverse. First, the trap potential is shifted such that were the evolved state equal to the test state then after the shift the evolved state would be in the ground state with respect to the new trapping potential. The old potential from the evolution process is shown in grey and the new shifted potential is shown in blue. Secondly, a projective measurement is made to find the overlap between the evolved state and the ground state of the new trapping potential. The laser beam that induces the AC Stark shift is indicated in both figures by the blue oval.

2.11 Alternative position dependent potentials. We plot the predicted quantum deviation \( q \) deduced from the transition probabilities between coherent states, using Eq. (2.127), for different choices of \( E(x) \) which we plot in the inset. The turquoise circles indicate \( q \) for the usual ‘flat ends’ potential, the purple squares \( q \) for a \( \sin(x)^2 \) potential, and the red triangles \( q \) for a purely linear potential. The predicted analytical form of \( q = \frac{\tanh(\chi)}{\chi} \) (also sketched in Fig. 2.6) is plotted in blue and the classical limit in which \( q = 1 \) is plotted in grey. In this simulation we have chosen the following physically plausible parameters, \( x_i = -2, x_f = 2, E_i = 1\text{MHz}, E_f = 2\text{MHz}, \alpha_i = -5 \) and \( \alpha_f = 4 \). The displacement parameters \( \alpha_i, \alpha_f \) and the positions, \( x_i \) and \( x_f \), are given in units of dimensionless position.
3.1 **Gibbs mixing.** (a) Two types of gas, a ‘red’ gas and a ‘yellow’ gas, are initially confined to two halves of a box of volume $2V$. To draw work from the mixing of the two gases, a pair of semi permeable membranes is inserted, with red (yellow) particles passing through the red (yellow) membrane while being confined by the yellow (red) membrane. (b) The membranes are held in place with two springs, allowing them to move. Since each membrane confines one gas, which exerts a pressure on it, the gases compress the springs, performing work and mixing in the volume between the springs. (c) Eventually the membranes are pushed to the far edges of the vessel and the two gases are fully mixed. The expansion of each of the two ideal gases from $V$ to $2V$, while in thermal contact with a heat bath at temperature $T$, can be used to draw work.

3.2 **Gibbs mixing generalisation to gases containing uneven particle numbers.**

(a) Two types of gas, a ‘red’ gas containing $2N_x$ particles and a ‘yellow’ gas containing $2N(1-x)$ particles, are initially confined to volumes $2V_x$ and $2V(1-x)$ respectively. The two gases are at the same temperature and pressure. To draw work from the mixing of the two gases, a pair of semi permeable membranes is inserted, with red (yellow) particles passing through the red (yellow) membrane while being confined by the yellow (red) membrane. (c) Eventually the membranes are pushed to the far edges of the vessel and the two gases are fully mixed. The expansion of each gas while in thermal contact with a heat bath at temperature $T$, can be used to draw work.

3.3 **Quantum Gibbs mixing.** a) Initially (left) there are $N$ particles of an ideal gas in state $|\uparrow\rangle$ and $N$ particles of another non-interacting ideal gas in state $|\theta\rangle$, confined in two volumes $V$ separated by a solid barrier. Let $\lambda, |\psi\rangle$ and $|\psi_\perp\rangle$ denote the eigenvalue and eigenstates of $\frac{1}{2} |\uparrow\rangle \langle \uparrow | + \frac{1}{2} |\theta\rangle \langle \theta |$. The initial state (left) can be unitarily rotated to the state (right) in which there are $2N\lambda$ particles of an ideal gas occupying volume $2V\lambda$ and $2N(1-\lambda)$ particles of a gas in state $|\psi_\perp\rangle$ occupying volume $2V(1-\lambda)$ separated by a barrier. The inverse unitary transforms this final state (right) back into the initial state (left). Both processes are isentropic and so the transformations require no work or heat exchanges. b) A gas containing $2N$ particles in the state $\rho_{\text{mix}}$ can be divided into two gases containing $N$ particles in state the $|\psi\rangle$ and $N$ particles in the state $|\psi_\perp\rangle$ using a pair of semi-permeable membranes that can perfectly distinguish $|\psi\rangle$ and $|\psi_\perp\rangle$ particles. This separation process requires work and the converse mixing process produces work as shown in Fig. 3.2.
3.4 Peres’ argument against magic membranes. 1) Two gases in non-orthogonal states $|\uparrow\rangle$ and $|\theta\rangle$ (indicated by the vertical arrows and diagonal arrows) are initially confined to two halves of a box of volume $2V$. To set up a proof by contradiction we suppose have a pair of fictional membranes that can perfectly distinguish between these non-orthogonal states, with vertical (diagonal) particles passing through the vertical (diagonal) membrane while being confined by the diagonal (vertical) membrane. 1) to 2) Following the same protocol as in Fig. 3.1 we can extract the work by mixing the gases with these fictional membranes. 2) to 3) The fully mixed state can written as a mixture of orthogonal states given by its eigen-decomposition. Having established the basis of this eigen-decomposition, which we sketch with horizontal and vertical arrows respectively, we switch the original membranes for a pair of physically realisable semipermeable membranes that can perfectly distinguish the gas particles in this orthogonal basis (again sketched by horizontal and vertical dashes). 3) to 4) Work is done on the gas to divide it into its orthogonal components. 4) to 1) Finally, to complete the cycle the newly separated state is transformed back to the initial state. Since these states have the same entropy this step can be performed using a unitary operation requiring no work or heat exchanges. The net extracted work in the cycle is given by $W_{\text{gain}} - W_{\text{cost}}$.

3.5 Semi-classical work extraction protocol. 1) We start with $p(\psi_1)2N$ particles of a gas in state $|\psi_1\rangle$ and $p(\psi_2)2N$ particles of a gas in state $|\psi_2\rangle$, confined in two volumes $p(\psi_1)2V$ and $p(\psi_2)2V$ separated by a pair of membranes which measure in the orthogonal basis $\{ |m_1\rangle, |m_2\rangle \}$. 1) to 2) The $\psi_1$ and $\psi_2$ gases are each separated into their orthogonal $m_1$ (red) and $m_2$ (yellow) components using the inverse of the classical Gibbs mixing protocol (Fig. 3.2) incurring work costs $W_{\text{cost}_1}$ and $W_{\text{cost}_2}$ respectively. 2) to 3) The pairs of vessels containing gases in states $m_1$ and $m_2$ are combined at no work cost. 3) to 4) The two vessels, one containing gas particles in the state $m_1$ and the other containing gas particles in the state $m_2$, are mixed using the classical Gibbs mixing protocol and allowing work to be extracted.

3.6 Optomechanical setup. A microscopic membrane is inserted into a cavity and allowed to oscillate. The displacement of the membrane from the mid-point of the cavity is denoted by $X_M$ and the creation operator for this mechanical mode is $M^\dagger$. The transmission rate between the horizontally (vertically) polarised photon modes on the left hand side of the membrane, $L_H^\dagger$ ($L_V^\dagger$), and horizontally (vertically) polarised modes on the right, $R_H^\dagger$ ($R_V^\dagger$), is determined by the constant $\lambda_H$ ($\lambda_V$). The force exerted per horizontally (vertically) polarised photon on the membrane is given by $g_H$ ($g_V$). When the membrane is a perfect BS it interacts identically with horizontally and vertically polarised modes and thus $\lambda_H = \lambda_V$ and $g_H = g_V$. When the membrane is a perfect PBS, the membrane reflects all vertically polarised photons and thus $\lambda_V = 0$. It follows that for a PBS membrane the vertically polarised photons exert a greater force on the membrane than the horizontally polarised photons and therefore $g_V > g_H$. 
3.7 Time averaged displacement of PBS membrane. We plot the time averaged displacement of the PBS membrane normalised by the mean number of photons per gas, $\frac{\langle X_M \rangle}{\langle N \rangle}$, and shade the normalised standard deviation of this displacement, $\sqrt{\frac{\langle X_M^2 \rangle - \langle X_M \rangle^2}{\langle N \rangle}}$, as a function of the distinguishability $\theta$ of the photons in the left cavity from the photons in the right cavity. In a) the photons are initially in a Fock state with $n = 1$ photons per cavity (light blue squares) and $n = 100$ photons per cavity (dark blue circles) and the membrane is in a thermal state at temperature $k_B T = \omega_M$. In b) both the photons and the membrane are initially in a thermal state at the same temperature $k_B T = \omega$ (peach diamonds) and $k_B T = 100\omega$ (red triangles), to ensure there is no temperature gradient such that the work output and fluctuations can be attributed solely to mixing. In both plots the following parameters were chosen to illustrate the thought experiment: $\frac{\lambda}{\omega_M} = 2$, $\frac{g_V}{g_H} = 6$, and $\omega = 10\omega_M$. All distances are given in units of $\frac{\hbar g_V}{m \omega_M^2}$.

3.8 Change in energy of PBS membrane. We plot the time averaged change in energy of the PBS membrane to first order in $g_H$ and $g_V$, normalised by the expected number of photons per gas squared, as a function of the distinguishability of the photons in the left cavity from the photons in the right cavity. We plot the data for when the photons are initially in a Fock state with $n = 1$ photons per cavity (light blue squares) and $n = 100$ photons per cavity (dark blue circles) and for when the photons are initially in a thermal state at temperature $k_B T = \omega$ (peach diamonds) and $k_B T = 100\omega$ (red triangles). The inset magnifies the data for $\theta \leq \pi/8$ to highlight that the energy transfer does not vanish as $\theta \to 0$. All energies are given in units of $\frac{\hbar^2 g_V^2}{m \omega_M^2}$. In this plot $\lambda/\omega_M = 2$, $g_V/g_H = 6$, $\omega = 10\omega_M$.

3.9 Temperature dependence. The mixing work $W_M/\langle N \rangle$, Eq. (3.54), to first order in $g_H$ and normalised by the average photon gas number $\langle N \rangle$. For perfectly distinguishable gases ($\theta = \pi/2$, solid red) $W_M/\langle N \rangle$ grows as a function of the photon state temperature $T$, Eq. (3.46), and is zero for indistinguishable gases ($\theta = 0$, not shown). For higher temperatures the slope becomes the same as that of the classical Gibbs mixing work per particle $W_{\text{dist}}/n$, Eq. (3.2), for distinguishable gases (solid black). Also shown is the full energy transfer to the membrane given by $\Delta H_M$ in Eq. (3.55) for perfectly distinguishable gases (dark blue dashed) and for perfectly indistinguishable gases (light blue dotted). Again in the high temperature regime, both slopes become the same as the classical mixing work (solid black) and hence the energy transfers to the membrane grows linearly with the photon gas thermal state temperature. The classical work is given in units of $k_B T$ and the quantum work $W_M$ and energy transfer $\Delta H_M$ are given in units of $\frac{\hbar^2 g_V^2}{m \omega_M}$. In this plot $\lambda/\omega_M = 2$, $g_V/g_H = 6$, $\omega = 10\omega_M$. 
3.10 **HOM effect in optomechanical setting.** Elementary processes of the Hong-Ou-Mandel effect in the present optomechanical setup. In (a) the photon from the left is reflected and the photon from the right is transmitted and vice versa in (b). In (c) both photons are transmitted and in (d) both photons are reflected. When the photons are perfectly distinguishable, i.e. \( j = H \) and \( k = V \) or \( j = V \) and \( k = H \), then all four outcomes (a - d) are equally probable. When the photons are perfectly indistinguishable, i.e. \( j = H \) and \( k = H \) or \( j = V \) and \( k = V \), then the amplitudes for outcomes (c) and (d) destructively interfere and the outcomes (a) and (b) are equally probable.

3.11 **Correlation functions for BS membrane.** In (a) we plot the \( g_{L,R}(t) \) correlation function as a function of time and in (b) we plot 1 minus the time average of the \( g_{L,R}(t) \) correlation function as a function of the distinguishability of the two photon gases \( \theta \). In both figures we plot the data for when the photons are initially in a Fock state with \( n = 1 \) photons per cavity (light blue squares) and \( n = 100 \) photons per cavity (dark blue circles) and for when the photons are initially in a thermal state at temperature \( k_B T = 5\omega_L \) (peach diamonds) and \( k_B T = 100\omega_L \) (red triangles).

3.12 **Correlation functions for PBS membrane.** In (a) we plot \( g_{L,R}(t) \) as a function of time for perfectly distinguishable photons \( (\theta = \pi/2, \text{ solid}) \), partially distinguishable photons \( (\theta = \pi/4, \text{ dashed}) \) and perfectly indistinguishable photons \( (\theta = 0, \text{ dotted}) \). In (b) we plot 1 minus the time average of the \( g_{L,R}(t) \) dips shown in (a) as a function of distinguishability. The photons are initially in a Fock state and we plot data for a PBS membrane with \( n = 1 \) photons per cavity (red) and \( n = 100 \) photons per cavity (dark blue) and for a BS membrane with \( n = 1 \) photons per cavity (orange) and \( n = 100 \) photons per cavity (light blue).

3.13 **Displacement of PBS membrane under proposed implementation.** The left hand figure plots the average displacement of the membrane as a function of time when the left cavity is driven by photons that are polarised at angle \( \theta \) and the right cavity is driven by horizontally polarised photons. Polarisation angles \( \theta = \pi/2 \), \( \theta = \pi/4 \) and \( \theta = 0 \) are shown in blue, purple and red respectively. On the right, we plot our estimate for the steady state displacement of the membrane, Eq. (3.87), as a function of distinguishability. This confirms our estimate is accurate since the steady state displacements in the left hand plot for \( \theta = 0 \), \( \theta = \pi/4 \) and \( \theta = \pi/2 \) align well with the predicted displacements from the right hand plot. In both plots the parameters are taken from Table 3.9.1.

3.14 **Energy transfer to BS membrane in presence of damping.** We plot the average energy of the membrane as a function of time when the photons in the left cavity are vertically polarised and the photons in the right hand cavity are polarised at angle \( \theta \) such that when \( \theta = 0 \) (blue) the photons are perfectly indistinguishable, when \( \theta = \pi/2 \) (red) the photons are perfectly distinguishable and when \( \theta = \pi/4 \) (purple) the photons are partially distinguishable. We suppose that the light in both cavities is in a coherent state containing \( 10^6 \) photons and use the parameters in Table 3.9.1.
3.15 Symmetric superposition state of photons and membrane. The membrane is always in a symmetric superposition of different displacements. It is in a superposition of there being more photons on the right with the membrane displaced to the left and there being more photons on the left with the membrane displaced to the right. This symmetry is enforced by the mirror symmetry of the Hamiltonian which is invariant under a swap of the right and left modes combined with a change of sign of the displacement of the membrane. Thus, while the average displacement of the membrane vanishes, the variance to its displacement does not. Moreover, if we measure the number of photons in each cavity, the symmetric superposition will collapse leading to a well defined displacement and potential energy of the membrane.\textsuperscript{105}

A.1 Quotes on quantum thermodynamics community. These are a selection of quotes from physicists working in Quantum Thermodynamics on current tensions within the community. The facebook posts from Oppenheim, Goold and Campisi are taken from the COST network 2017 Quantum Thermodynamics conference page. The quote from Hänggi is taken from the a review of this conference that was published in Nature News.\textsuperscript{121}

B.1 Enlarged system setup. The total setup consists of a system, heat bath, work store, and control system (small circles). We can reduce this to a bipartite system (large circles) by using a single hybrid work store and control system, that we will call a ‘battery’ $B$ and by viewing the system and heat bath as a composite enlarged system $S$. The arrows denote the systems which exchange energy.\textsuperscript{123}

C.1 Time averaged displacement of PBS membrane. Plot of $\langle X_M \rangle$ (directly related to the work output via (3.54)) normalised by the mean number of photons $\langle N \rangle$ per gas as a function of the distinguishability $\theta$ of the photon gases. a) Photons are initially in a Fock state with $n = 1$ photons per cavity (light blue squares) and $n = 100$ photons per cavity (dark blue circles). b) Photons are initially in a thermal state at temperature $T = h\omega/k_B$ (peach diamonds) and $T = 100h\omega/k_B$ (red triangles). For all four cases (light blue squares, dark blue circles, red triangles, peach diamonds) the displacement per photon is the same function over the distinguishability parameter $\theta$. The shaded region shows the normalised standard deviation of the displacement. Parameters in both figures: $g_V x_{zpf} = 6g_H x_{zpf} = 600kHz$, $\lambda = 10GHz$, $\omega = 1THz$, $\omega_M = 1MHz$, $m = 10ng$ and the membrane is at temperature $T_M = 5h\omega_M/k_B$. All distances are given in units of $\frac{h\omega}{m\omega^2}$\textsuperscript{130}.\vfill
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C.2 Second order contribution to energy transfer. We plot the first and second order contributions to the time averaged energy transfer to a beamsplitter membrane as a function of the distinguishability of the photons in the cavity in the absence of damping effects ($\kappa = \kappa_C = 0$). Once the energy transfer to the membrane is averaged over fast oscillations the first order contribution to the energy transfer is constant in time, while the second order contribution has an amplitude that grows quadratically in time. Here we plot the second order correction up to $10\mu$s (the cavity lifetime in the experimental setup of Ref[23]). The membrane is prepared in a thermal state containing on average $\bar{n}_{th}$ phonons, where $\bar{n}_{th} = 10$, $\bar{n}_{th} = 100$ and $\bar{n}_{th} = 1000$ in the left, centre and right plots respectively and the light field in both halves of the cavity is initially in a coherent state containing on average $10^6$ photons. We utilise the following parameters from the experimental settings in [2,3]:

$\omega_M = 350\text{kHz}$, $\omega = 20\text{THz}$, $\lambda = 34\text{GHz}$, $m = 45\text{ng}$ and $g_{x\text{opt}} = 3.3\text{kHz}$, with similar behaviour expected for a range of parameters.
Chapter 1

Introduction

It all began with a desire to improve the efficiency of steam engines. Carnot apparently thought ultra efficient steam engines would help France win the Napoleonic war. However, not long after its original development, Clausius recognised the applicability of thermodynamics to the study of chemical compounds and chemical reactions. Since then the theory has gone from strength to strength. In contrast to many of its contemporaries, thermodynamics survived the revolutions of quantum mechanics and relativity. The breadth of the theory continues to grow and has now been successfully applied to a diverse range of systems from galactic gases to biological materials. Moreover, despite thermodynamics’ distinctly industrial origins, it has shown itself well suited to answering fundamental theoretical questions on irreversibility and the direction of time.

Classical thermodynamics is complemented by kinetic theory and statistical mechanics. These two fields of research tackle similar questions concerning heat and temperature and their relationship to work; however, they do so from a different perspective. Einstein’s distinction between principle theories and constructive theories is helpful here to understand how these approaches fit together.

A principle theory takes empirically discovered phenomena and raises them to the status of fundamental principles. These fundamental principles then form the foundation of the theory and are used as the starting point to study other physical phenomena. Thermodynamics is the paradigm example of a principle theory. Its starting points are the observations that energy cannot be created or destroyed only transformed and that perpetual motion machines are impossible. These empirical observations become the first and second laws of thermodynamics from which much of the rest of thermodynamics is derived. Thermodynamics’ robustness and generality stems from its principle theory status. In being formulated in terms of general empirical laws, rather than being built from a picture of the underlying nature of things, thermodynamics can survive paradigm shifts to our ontological understanding while also being applicable to a broad spectrum of systems.

Constructive theories take a theoretical model of the underlying constituents of nature as their starting point and use the laws governing their microscopic behaviour to deduce the behaviour of more complex composite systems. The paradigm example of a constructive theory is kinetic theory. Kinetic theory treats atoms and molecules as tiny classical billiard balls which obey the laws of classical mechanics. The macroscopic properties of classical gases can then be deduced by modelling classical gases as containing a large number of such particles undergoing elastic collisions between themselves and the walls of the container. Statistical mechanics is also a constructivist theory but its starting point is a picture of ensembles of systems each represented by a point in
Figure 1.1: **Coarse-grained photo of city.** When the exposure time of a photo is long as compared to the dynamics captured, the resulting image is coarse-grained and captures the average behaviour of the system. In this long exposure photo of a city at night we can tell that the road on the right (left) contains cars moving away from (towards) us and get a sense of the average occupancy of the buildings in the background. An understanding of the precise microscopic dynamics of every subcomponent, in this case each car and each person in the city, is unnecessary to understand this average behaviour. Image is taken from [1].

Name of author: Constructive theories and principle theories complement each another. In broad terms, while constructive theories provide causal explanations for the founding principles of principle theories, principle theories can provide a robust unifying picture with which to understand the diverse phenomena that emerge from constructive theories. Thus thermodynamics takes its laws as given without attempting to provide an explanation for them, whereas kinetic theory and statistical mechanics explain how these laws emerge from a picture of the microscopic constituents of physical systems. Conversely, thermodynamics provides an account of why galactic gases and biological materials, in spite of their different underlying natures, display the same general thermodynamical phenomena. Note, this does not exclude constructive theories from also being unifying. Statistical mechanics’ account of the structure of phase space, irrespective of the precise nature of the system represented by a point in phase space, can also be argued to provide a unifying framework. However, there is always a causal element to the unifying story told by constructive theories that complements the simple and resilient picture provided by principle theories.

Thermodynamics, statistical mechanics and kinetic theory fundamentally provide a coarse-grained picture of macroscopic systems. An underlying principle of the approaches is that the microscopic degrees of freedom of a macroscopic system become effectively irrelevant as long as any measurements are made on a time scale that is long compared to that of the microscopic dynamics. For such measurements we obtain a coarse-grained picture of the system’s dynamics which can be well described by a small number of thermodynamic variables that capture the average properties of the system.

More pictorially, thermodynamics’ description of nature is analogous to the blurred photo taken with a slow shutter speed. In Fig. [1.1] you can tell that the road on the right contains cars moving away from us, that the road on the left contains cars moving towards us and get a sense of the average occupancy of the buildings in the background. Details such as the precise location of each car or the rooms occupied at any moment in time are unnecessary to understand the behaviour.
captured by the photo.

For an explicitly thermodynamic example consider the work done slowly compressing a volume of gas. The exact work done depends on the precise location and velocity of the particles in the box. However, with standard measurements we only have access to the average pressure of the gas where this average can be measured on a time scale that is long as compared to the molecular dynamics but short compared to the compression process. The average work done during the compression is calculated from this average pressure and fluctuations away from the average work are expected to be so small as to be unmeasurable.

When we could only study macroscopic classical systems on 'slow' time scales this picture of the average behaviour of systems was highly effective. However, we are increasingly capable of controlling microscopic and even nanoscopic systems, including those which manifest quantum phenomena. This opens up the study of new regimes of thermodynamic behaviour. The coarse-grained picture of classical thermodynamics, statistical mechanics and kinetic theory is insufficient to quantify such regimes for the following four reasons.

Firstly, on the nano-scale fluctuations away from the average behaviour of a system become significant. For example, there is a finite probability for nanoscale systems to locally violate the second law of thermodynamics, a feature which is not captured through the study of average properties such as average entropy or heat production. Furthermore, with rapid progress in ultra-fast control and measurement protocols, we can now study and manipulate such fluctuations. This motivates the extension of thermodynamics to quantify higher order statistical properties of thermodynamic systems.

Secondly, on the nano-scale thermodynamic assumptions which hold for macroscopic systems cease to hold. For example, in classical thermodynamics it is implicitly assumed that the coupling between a system and its thermal environment is very weak. This is reasonable for macroscopic systems since interactions between the system and the environment will take place at the boundary of the system, which for large systems is a small proportion of their total volume. However, for nano-scale objects, consisting of only a handful of particles, the weak coupling assumption may break down.

Thirdly, while these theories are routinely applied to quantum systems; they lack the tools to explicitly study the thermodynamic role of quantum phenomena such as coherence, entanglement and contextuality. Such phenomena have proven advantageous in a wide range of areas including computation, cryptography and metrology. It is thus natural to ask they too can be harnessed to the advantage of thermodynamical machines, such as fridges or thermometers.

Finally, traditional classical thermodynamics and statistical mechanics concern the properties of systems at equilibrium, that is a system within which there are no net flows of energy or matter. However, in many cases we are interested in the work required or heat flows generated when a system is driven from equilibrium. This is true in general, not just in the context of nano-scale systems, and ‘non-equilibrium thermodynamics’ is a field of research in and of itself that is almost as old as conventional thermodynamics. However, the limitation is heightened in the context of quantum systems since states with interesting quantum properties such as energetic coherence and entanglement are generally non-equilibrium states.

Quantum thermodynamics is a new field of research that seeks to counter these limitations by extending the laws of thermodynamics to the study of equilibrium and non-equilibrium systems on the nano-scale. In particular, quantum thermodynamics probes whether quantum phenomena
such as coherence, entanglement or contextuality generate novel thermodynamical effects.

The extension of thermodynamics to the nanoscale has the potential to impact industries from pharmaceutical development to information technology. We can now build molecular motors and optical thermal engines that operate on the nanoscale [4] and study the role of quantum effects in the functioning of biological thermodynamical processes [5,6]. There is an increasing evidence that naturally occurring molecular motors, such as kinesin a protein which transport chemicals around cells, are substantially more efficient than our best macroscopic engines [7]. This suggests that we have a lot to learn from studying the thermodynamics of microscopic biological systems.

Moreover, resources are being poured into the development of hardware to realise quantum technologies for computing, communication and cryptography. However, as with all hardware, the efficiency of the new quantum technologies will be determined by the effectiveness of their energy supply and storage systems as well as heat management. Thus, an understanding of thermodynamics of quantum systems will be essential to the successful realisation of these new technologies.

While physicists have been discussing the thermodynamics of quantum systems for as long as the two theories have existed, over the last decade or so quantum thermodynamics has developed into a field of research in its own right. Under the umbrella of ‘quantum thermodynamics’ sit a range of approaches that generalise thermodynamics, statistical mechanics and kinetic theory to the quantum regime. The community has gathered researchers from a mix of different backgrounds and thus naturally breaks into distinct sub-communities characterised by the techniques used. Three dominant sub-communities are the quantum information theoretic community, the stochastic thermodynamics community and the open quantum systems community. Again, the principle-constructive theory distinction is useful to understand how these approaches complement one another.

**Quantum Information.** Quantum information theory is the study of the informational content of a quantum state, independently of the physical system that supports that information. Thus quantum information theory remains agnostic to the physical constitutes of nature and instead quantifies the cost and value of general transformations on quantum states. Quantum information theory was first used to design quantum algorithms and construct quantum communication and cryptography protocols. While the breadth of the theory is continually expanding, its primary aim, similarly to classical thermodynamics, remains to deduce strategies to exploit nature for technological purposes. This shared perspective makes quantum information theory well suited to the study of thermodynamics on the quantum scale.

In broad brush strokes the quantum information theoretic approach to quantum thermodynamics is a principle theory. Rather than starting from microscopic physical models, the quantum information theoretic approach starts from the principle that all fundamental operations are unitary and energy conserving and treats heat baths and work storing batteries as primitives. This approach is reminiscent of the rods and clocks of special relativity, another paradigm example of a principle theory. While more constructive approaches to quantum thermodynamics, such as the stochastic or open systems approaches detailed below, to varying degrees assume a pre-existing structure of what quantum thermodynamics should look like; the quantum information theoretic approach can be viewed as formulating desiderata for a new theory of quantum thermodynamics. This can be compared with Einstein’s construction of special relativity, where there simply was no preexisting theory, but instead principles were formulated in order to pick out an essentially unique and sensible physical theory. In the case of special relativity the principle approach was effectively
forced on Einstein as classical mechanics was in crisis and so he had no underlying constructive
type to build from. Here we are not similarly stumbling in complete darkness and the stochastic
and open quantum systems approach offer viable alternatives. Nonetheless the information theo-
retic approach can be viewed as seeking to establish the underlying structure of a new theory of
quantum thermodynamics and thus provide a unifying framework to understand thermodynamics
on the nanoscale.

A particularly successful technique, adopted from quantum information theory, is the estab-
lishment of the resource theory of thermodynamics. Resource theories take a property that is in
some sense useful, but usually scarce, and attempt to precisely characterise it. One way of formally
characterising a resource is by specifying a restricted set of operations, ‘free operations’, that can-
ot be used to create ‘more’ of a resource. Resources are then defined as the states that cannot
be generated using solely free operations. Resource theories were originally developed to quanti
entanglement [8] and proved a fruitful technique for quantifying the distillation and teleportation
of entanglement. The resource theory of thermodynamics [9–13] treats thermal states as free states
and all other states as resources. Specifically, in the ‘thermal operations’ framework [11,12] (one of
a number of closely related variations of the resource theory of thermodynamics) the free operations
are energy conserving unitary operations, the introduction of a thermal state and the throwing
away (that is tracing out) of a system. Such resource theoretic approaches have been used to help
clarify the fundamental principles of thermodynamics.

More generally, the quantum information theoretic approach has been successfully used to in-
corporate quantum mechanical phenomena into thermal physics; for a general review see [14–16].
Much of this work was kick started by [17], which investigated the role of quantum entanglement for
Landauer erasure (that is, the work cost of erasing information) and applied this to the thermody-
namics of reversible computations. This paper was quickly followed by results on the consequences
of entanglement for the thermodynamic arrow of time [18] and thermalisation [19]. Subsequent
papers have established generalisations of the second law of thermodynamics [20,21] and bounds
on the efficiency of work extraction protocols [22] for quantum systems, including those with
multiple non-commuting conserved quantities [27,29]. The resource theory framework, specifically
the concept of thermal operations, proved a useful tool for much of this research [20–26].

**Open quantum systems.** An open quantum system is a quantum system that interacts with a
quantum environment. This interaction typically results in dissipation, that is a heat flow into the
environment, and therefore also alters the dynamics of the system. A vast tool kit of mathematical
techniques have been developed to study such open quantum systems. One common approach is to
model the environment as consisting of a large number of identical quantum particles, represented
as spins or bosons, analogous to the kinetic theory picture of classical gases. More generally, and in
contrast to the information theoretic approaches, the open quantum systems perspective depends
on specific accounts of the nature of systems and their interactions with thermal environments and
thus is more naturally considered a constructive theory.

Researchers are now adopting and adapting tools from the open quantum systems community
to study questions of interest to the quantum thermodynamics community. A broad range of
issues have been tackled including studying irreversibility [30], quantum friction [31,32] and the
operation of heat engines and pumps with coherent and squeezed baths [33,35]. While the majority
of this work has utilised the Lindblad formalism [36] which maintains the classical assumption
that systems interact weakly with thermal environments, more recently tools such as the reaction
coefficient formalism \[37–40\] or hierarchical equations of motion \[41\], have also been adopted to investigate the thermodynamic consequences for systems which are strongly correlated with their thermal environment.

**Stochastic thermodynamics.** Stochastic thermodynamics is another constructive approach to quantum thermodynamics which uses techniques from statistical physics and non-equilibrium thermodynamics to better understand non-equilibrium dynamics on the nano-scale. In particular, the field focuses on predicting distribution functions of thermodynamic quantities, such as fluctuating heat or work production, when a nanoscale system is driven from equilibrium.

One of the major successes of non-equilibrium thermodynamics is the development of fluctuation relations \[42–44\]. These are *equalities*, which generalise the second law of thermodynamics, an *inequality*, to non-equilibrium systems. In doing so, fluctuation relations reveal how equilibrium information, for example the free energy of a thermal system, is encoded in the response of a driven system.

Researchers from a non-equilibrium thermodynamics background have sought to generalise fluctuation relations to quantum systems \[45–49\]. The resulting relations have since been applied to study the work statistics of many body quantum systems \[50\] such as spin chains \[51,53\] and Fermionic \[54,55\] and Bosonic \[56,57\] systems. This research has lead to new results on topics including dynamical quantum criticality \[58\] and information scrambling \[59\].

More recently, the quantum trajectories framework \[60\], and the closely related measurement based approach \(^1\) to quantum thermodynamics \[61\], has been developed. This crossover between open quantum systems and stochastic thermodynamics, which draws an analogy between the stochastic sequences of pure states followed by a system interacting with an environment and classical trajectories in phase space, has been used to investigate the role of decoherence in work and entropy production \[62\] and the thermodynamics consequences of measurement \[61\].

There is naturally some overlap between the work of the various communities both in terms of questions investigated and techniques used. Some topics, such as fluctuation relations or the performance of nano-scale engines, have been tackled from different perspectives by all communities leading to a rich spectrum of results.

However, in contrast to classical thermodynamics, statistical mechanics and kinetic theory which generally get along and complement each other nicely, not all is sweet and harmonious within the quantum thermodynamics community. Given the different assumptions and language used by the different sub-communities translating between their results can be tricky. Moreover, communication between the quantum information theoretic community and the rest of the quantum thermodynamics community can be fraught. Tensions were running especially high around the time I started my PhD (see Appendix A for more details). The research put out by quantum information

---

\(^1\)This framework could be viewed as either a principle theory or a constructive theory depending on your perspective. On the one hand the approach shares many traits in common with a principle theory since it derives fundamental features of quantum mechanics from phenomenological postulates, in particular quantisation and contextuality, while drawing a fundamental distinction between systems and measurement devices which are treated effectively as black boxes. It is also explicitly non-reductionist in the sense that the approach actively avoids reducing classical phenomena to the complex dynamics of large numbers of microscopic quantum systems. However, not all constructive theories are built up from the dynamics of microscopic systems (for example the Minkowski spacetime approach to Special Relativity). Therefore one could perhaps alternatively try to argue that as the distinction between systems and measurement devices under this approach is objective, rather than operational, it presents a constructive account of nature in which systems and measurement devices are its ‘building blocks’.

---
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theoretic community is accused both of being too radical (that is too much of a departure from classical thermodynamics to be called thermodynamics) and for being overly abstract.

More generally, while a large body of theoretical results have been produced by the quantum thermodynamics community, far too few experiments are being done to verify their results. This is especially true of the quantum information theoretic approach [63], adding fuel to the accusation that the approach is overly abstract.

The broad aim of my PhD has been to try and improve communication between the various fields by proposing

**Physical Realisations of Quantum Thermodynamics.**

The hope was that by proposing physical realisations for the quantum information theoretic approach in particular, we would counter the criticism that the field is overly abstract while disseminating its results to a wider audience of researchers including experimentalists.

The quantum information theoretic approach, as a principle theory, is formulated in terms of a set of physical principles that thermodynamical systems are expected to obey rather than a picture of the underlying nature of physical systems. These principles are physically natural and thus the expectation is that a large number of systems will obey both them and any results which follow from them. However, little work has been done to concretely list such physical realisations. Moreover, as it turns out, constructing such realisations, by which I mean writing down the Hamiltonian for a known physical setup which obeys all the required assumptions, is a highly non-trivial task. It is this challenge that my PhD has focused on.

We further use these physical realisations to construct concrete experimental proposals, which we argue are implementable using state of the art techniques. Thus we hope they will be realised in the near future, addressing the objection that too few experiments are being conducted in quantum thermodynamics.

Chapter 2 tackles the central aim of my PhD head on by exploring physical realisations of a fluctuation relation, specifically a Crooks equality, developed from a quantum information theoretic perspective [64]. This relation in many ways embodies both the best and some of the most frustrating aspects of the information theoretic approach. The relation is formulated from a small number of physically natural assumptions and can incorporate a wide range of quantum phenomena including coherence and entanglement. However, the relation is rather abstract and intimidating. The original paper [64], which comes to 75 pages, is a rather intense read even for those with a quantum information theoretic background, let alone for someone outside of the community.

We have tried to make the results of the paper a little more physical and accessible in three key ways. Firstly, we digested the paper and presented an abridged and more accessible summary of it in a chapter for a Springer series textbook on quantum thermodynamics [65]. Secondly, we developed from the relation quantum Crooks equalities for the well known coherent, squeezed and cat states [66]. We use these relations to explore coherence induced corrections to the classical Crooks equality and discuss the consequences of coherence for irreversibility. Finally, we proposed an experimental scheme to test these equalities for a trapped ion system [66]. Our proposal uses a tapered laser beam to implement a position dependent AC Stark shift.

Chapter 3 continues on the theme of physical realisations of thermodynamics but deviates slightly from the original target of improving community cohesion. Here we explore a physical implementation of a quantum generalisation of Gibbs iconic thought experiment on the work
that can be extracted from mixing a pair of distinguishable or indistinguishable gases. We argue that optomechanical setups, in which a optical cavity is divided in two by a movable microscopic membrane, provide a platform to generalise such thought experiments to the quantum regime and explore quantum signatures of distinguishability in thermodynamics.

With this broad aim we start by investigating the work that can be extracted from the mixing of partially distinguishable photon gases. Here the semipermeable wall proposed by Gibbs for classical gases, is played by a polarising beamsplitter for the photonic gases in the optomechanical setup. We then show that, in contrast to classical thermodynamics where particles are always either perfectly distinguishable or indistinguishable, the extractable work increases continuously with the degree of distinguishability of the two photon gases.

We further present theoretical results showing that for an ordinary beamsplitter membrane (as opposed to a polarising beamsplitter membrane) the photon dynamics results in an energy transfer to the membrane that increases with the distinguishability of the photons in the cavity. We suggest that this phenomena can be understood as a realisation of the well known Hong-Ou-Mandel effect. We thus conclude that the bunching of photons, arising from their Bosonic character, generates an energetic footprint that does not exist in classical thermodynamics. We end by discussing strategies for observing these new phenomena in state of the art optomechanical systems.
Chapter 2

Coherent fluctuation relations: from the abstract to the concrete

2.1 Introduction

Quantum information theoretic approaches to thermodynamics, as argued in Chapter 1, have proven an effective means of probing the role of quantum phenomena, such as coherence, in thermodynamics. However, the field is sometimes criticised for being overly abstract and far too few experiments are being done to test its results. An alternative significant development, this one originating from the stochastic thermodynamics, is the field of fluctuation relations. Crucially, these generalisations of the second law of thermodynamics are, in contrast to quantum information theoretical approaches at least, well suited to experimentation.

Classical fluctuation theorems have been verified in classical systems such as stretched RNA molecules [67,68], colloidal particles [69] and classical two-state systems [70]. Experimental implementations of fluctuation relations have also been performed in quantum systems including trapped ion [71,72], NMR [73] and circuit QED systems [74]. However, while these experiments have been performed on quantum systems the fluctuation relations they probe utilise pairs of projective measurements or continual weak measurements to determine the work probability distribution. Such measurements attenuates the role of coherence plays and the resulting fluctuation relations do not deviate substantially if at all from the equivalent classical relation. Thus is it debatable whether these experiments, while performed on quantum systems, have truly tested a quantum fluctuation relation.

We chose to explore the intersection of these two fields and study a fluctuation relation that sits broadly within the quantum information theoretic approach to quantum thermodynamics. The purpose of doing so was two fold. Firstly, we hoped we could use the information theoretic approach to probe the extent to which coherence generates deviations from classical fluctuation relations. Secondly, we hoped fluctuation relations might provide a bridge from some of the more abstract ideas of the quantum information theoretic approach towards experiment.

Our starting point for the project was a fluctuation theorem derived Johan Åberg. This Crooks-like equality is framed as a relationship between a forwards and reverse quantum channel. It is widely applicable in the sense that it can incorporate both coherence and entanglement. However, the paper is pretty abstract and the channel equality it is so different from the classical Crooks equality that is can be hard to access the impact of the quantum phenomena.
We have made this result more concrete and hopefully comprehensible to those outside of the information theoretic quantum thermodynamics community by taking a two pronged approach. Firstly, we have reformulated the channel equality in terms of transition probabilities between certain easy to prepare quantum states, specifically coherent states, squeezed states and cat states. We use these equalities to discuss quantum deviations from the classical Crooks equality. Secondly, we have come up with a proposal to test this equality using trapped ions.

This chapter is structured as follows. In Section 2.2 we introduce classical and quantum fluctuation relations. In Section 2.3 we introduce our take on Johan Åberg’s quantum Crooks equality. This is a heavily processed version of Åberg’s work in which we try to present his main equality in a manner that is closer to the original classical Crooks equality. Section 2.4 presents a derivation of this relation to provide a better understanding of how it emerges. Section 2.5 introduces our coherent, squeezed and cat state equalities and uses these to discuss corrections to the classical Crooks equality due to coherence. Section 2.6 describes an autonomous variant of Åberg’s relation, which we use to present our experimental proposal utilising trapped ions in Section 2.7. Section 2.8 contains our conclusions.

2.2 Background

2.2.1 Non equilibrium classical thermodynamics

Heat, $Q$, and work, $W$, are two types of thermodynamic energy exchanges with the difference between them lying in how useful the energy transfer is. While work is a useful directed energy exchange which can be controlled, heat is an uncontrolled wasteful energy exchange. The first law of thermodynamics states that the change in energy of any system, $\Delta H$, is composed of the sum of these contributions

$$\langle \Delta H \rangle = \langle Q \rangle + \langle W \rangle .$$  \hspace{1cm} (2.1)

Classical equilibrium thermodynamics quantifies average heat and work exchanges. However, for driven microscopic systems fluctuations away from the average heat and work exchanges become significant. To quantify these fluctuations we introduce the concepts of fluctuating heat and work as the heat and work done along an ensemble of trajectories in phase space.

More precisely, a system is assigned a trajectory in phase space $x(t) = x_t = (q_t, p_t)$ where $q_t$ and $p_t$ are the position and momentum respectively of the system at time $t$. An ensemble of systems is assigned a probability distribution of such trajectories in phase space $P(x_t)$. This probability distribution can be understood as the probability to find any system in the ensemble at the point $x$ at time $t$. The Hamiltonian of the system at time $t$ can be written as $H(x_t, \lambda_t)$ where $\lambda$ is some external controllable parameter that may be varied over time [14].

We are now in a position to make the notion of work and heat precise by defining them as the controlled and uncontrolled energy exchanges of the system as $\lambda$ is varied. Specifically, fluctuating work

$$W(\lambda_t, x_t, t_i, t_f) := \int_{t_i}^{t_f} \frac{\partial H(x_t, \lambda_t)}{\partial \lambda_t} \dot{\lambda}_t dt ,$$  \hspace{1cm} (2.2)

is defined to be the change in energy of a single system due to the change in its Hamiltonian, within a time window, here $t_i$ to $t_f$. Similarly, fluctuating heat

$$Q(\lambda_t, x_t, t_i, t_f) := \int_{t_i}^{t_f} \frac{\partial H(x_t, \lambda_t)}{\partial x_t} \dot{x}_t dt ,$$  \hspace{1cm} (2.3)

are defined to be the change in energy of a single system due to the change in its Hamiltonian, within a time window, here $t_i$ to $t_f$. Similarly, fluctuating heat
is taken to be the change in energy of a single system due to the response of the system, that is the changes to its trajectory, as its Hamiltonian is changed. Fluctuating heat and work are fluctuating in the sense that they are microscopic probabilistic quantities dependent on the initial location of the particle in phase space. The probability distributions for the work done on the system

\[ P(W) := \int \delta(W - W(\lambda_t, x_t, t_i, t_f))P(x_t_i) dx_t_i, \quad (2.4) \]

and heat flow into the system,

\[ P(Q) := \int \delta(Q - Q(\lambda_t, x_t, t_i, t_f))P(x_t_i) dx_t_i, \quad (2.5) \]

depend on the initial probability distribution over trajectories, \( P(x_t_i) \), as well as the work performed or heat generated along each trajectory. Energy conservation ensures that the sum of heat and work equals the total change in energy of the system,

\[ W(\lambda_t, x_t, t_i, t_f) + Q(\lambda_t, x_t, t_i, t_f) = H(x_{t_f}, \lambda_{t_f}) - H(x_{t_i}, \lambda_{t_i}), \quad (2.6) \]

thus extending the first law of thermodynamics to microscopic systems. Moreover, if we take the average of the above equality over all trajectories we regain the usual macroscopic first law, Eq. (2.1).

### 2.2.2 The classical Crooks equality

Fluctuation theorems are generalisations of the second law of thermodynamics which quantify fluctuating heat and work production. The second law, interpreted at its simplest, rules out certain thermodynamic processes from happening. For example, the second law of thermodynamics would say that ‘anti-friction’ \(^{[75]}\) is impossible: a ball moving along a table is slowed as its kinetic energy is converted to heat but we do not see balls spontaneously absorb heat from the table and accelerate. Conversely, fluctuation theorems acknowledge that the processes ruled out by the second law can happen and that, while such thermal fluctuations are generally improbable, they become increasingly likely as the size of the system considered is reduced. We do see ‘anti-friction’ in microscopic systems: a teeny tiny particle can be kicked into motion by thermal fluctuations in its environment.

The Crooks equality \(^{[42]}\) is part of a class of fluctuation theorems \(^{[43]}\) that quantify the extent to which certain processes are more likely than others by quantifying the relative probabilities of particular pairs of processes. The Crooks equality for friction, for example, would state the ratio of the probability of friction to the probability of anti-friction. The larger the ratio of a process to its inverse, the smaller the relative probability for the reverse process and the more irreversible that process can be said to be. For macroscopic systems, a tennis ball say, the probability for anti-friction is negligible and therefore ratio of the probabilities of friction and anti-friction is large. However, for a single molecule the probability for anti-friction may be substantial and therefore the ratio will be smaller indicating that irreversibility is milder.

In particular, the Crooks equality quantifies the work produced or absorbed when an initially thermal system is driven by a change to its Hamiltonian. In the forwards process the Hamiltonian is changed from some initial Hamiltonian \( H_i \equiv H(x_{t_i}, \lambda_{t_i}) \), to some final Hamiltonian, \( H_f \equiv H(x_{t_f}, \lambda_{t_f}) \), with the manner in which the Hamiltonian changes over time, that is \( \lambda_t \), defining the forwards protocol. In the reverse protocol the Hamiltonian is cranked from \( H_f \) back to \( H_i \).
following the forwards control protocol in reverse, that is varying the control parameter according to $\lambda_{t_f-t}$.

The change in Hamiltonian $H_i$ to $H_f$, is associated with a change in free energy, $\Delta F$. Crucially, $\Delta F$ can be written in terms of the partition function of the initial and final Hamiltonians, $Z_i$ and $Z_f$ respectively, and the temperature $T$ of the driving process via

$$\Delta F = -k_B T \ln \left( \frac{Z_f}{Z_i} \right) \text{ where } Z_k = \text{Tr} \left[ \exp \left( -\frac{H_k}{k_B T} \right) \right].$$

(2.7)

Thus $\Delta F$ is a state function in the sense it only depends on the initial and final Hamiltonians and not on the trajectory of the driven system.

In both the forwards and reverse processes the system starts at equilibrium, that is in the forwards process the system is initially in a thermal state with respect to $H_i$ and in the reverse the system is in a thermal state with respect to $H_f$. However, the change of Hamiltonian in general drives the system far from equilibrium producing or absorbing work in the process. The Crooks equality relates the ratio of probability distributions of the work done in the forwards process, $P_+(W)$, and the work produced in the reverse process, $P_-(W)$, to the change in free energy, with

$$\frac{P_+(W)}{P_-(W)} = \exp \left( \frac{1}{k_B T} \left( W - \Delta F \right) \right).$$

(2.8)

Thus we learn from the classical Crooks equality that free energy increasing, work producing processes are exponentially suppressed. In this manner the Crooks equality quantifies how irreversible the process of driving a system from equilibrium is.

The Jarzynski equality \[44\],

$$\left\langle \exp \left( -\frac{W}{k_B T} \right) \right\rangle = \exp \left( -\frac{\Delta F}{k_B T} \right),$$

(2.9)

which relates the average work output over all irreversible isothermal processes to the free energy difference of the process, emerges as the integral variant of the Crooks equality. By applying Jensen’s inequality \[76\], which states that $f(\langle x \rangle) \leq \langle f(x) \rangle$ for any convex function $f$, we regain the second law of thermodynamics,

$$\langle W \rangle \geq \Delta F,$$

(2.10)

as the statement that the irreversible work required in any process is greater than the corresponding change in free energy. The Jarzynski equality strengthens the second law of thermodynamics in two key related ways. Firstly, we can expand the left hand side of Eq. (2.9) as

$$\left\langle \exp \left( -\frac{W}{k_B T} \right) \right\rangle = \sum_n \frac{1}{n!} \left\langle \left( -\frac{W}{k_B T} \right)^n \right\rangle.$$

(2.11)

The Jarzynski relation thus includes information about all moments of the work distribution, that is all $n$, as opposed to just the first moment. Secondly, in being an equality rather than an inequality the restrictions it places on systems are much greater than that of the second law. In this manner, under the shadow of the Jarzynski equality, the second law is reduced to an inequality concerning the first moment of the work distribution.

The Crooks and Jarzynski equalities relate the change in equilibrium free energy to the non-equilibrium work required for a driving process and thus provide a means of measuring free energies.
Of course, the second law of thermodynamics is saturated for quasi-static driving processes and thus can also provide a means of calculating free energy changes. However, quasi-static processes are at best impractically time consuming and at worse a theoretical idealisation. The crucial difference with the Crooks and Jarzynski equalities is that they hold for arbitrarily fast driving processes and therefore open up more practical avenues for measuring free energy. Indeed, the Jarzynski equality was originally developed specifically as a tool for aiding numerical simulations for molecular free energy calculations [44,77].

The relations have since been verified experimentally by stretching RNA molecules (a molecule which plays an important role in biochemical processes and can be pictured as a tiny elastic band) [67,68]. In the forwards process one end of the RNA molecule is fixed and the other is stretched using a pair of optical tweezers. This in general requires work. In the reverse the RNA molecule is refolded by allowing the end to pull back, generally producing work. The work differences with the Crooks and Jarzynski equalities is that they hold for arbitrarily fast driving processes and therefore open up more practical avenues for measuring free energy. Indeed, the second law of thermodynamics is saturated for quasi-static driving processes and thus can also provide a means of calculating free energy changes. However, quasi-static processes are at best impractically time consuming and at worse a theoretical idealisation. The crucial difference with the Crooks and Jarzynski equalities is that they hold for arbitrarily fast driving processes and therefore open up more practical avenues for measuring free energy. Indeed, the Jarzynski equality was originally developed specifically as a tool for aiding numerical simulations for molecular free energy calculations [44,77].

The relations have since been verified experimentally by stretching RNA molecules (a molecule which plays an important role in biochemical processes and can be pictured as a tiny elastic band) [67,68]. In the forwards process one end of the RNA molecule is fixed and the other is stretched using a pair of optical tweezers. This in general requires work. In the reverse the RNA molecule is refolded by allowing the end to pull back, generally producing work. The work distributions can be approximated as the product of the pulling force and the displacement of the pulled end of the molecule. By repeating the experiment many times at different pulling speeds the forwards and reverse probability distributions can be obtained for the work done on or by the molecule. The Crooks equality states that

$$P_+(W) = P_-(W) \quad \text{iff} \quad W = \Delta F$$

and therefore the value of work $W$ at the crossing point of the forwards and reverse work distributions gives the change in free energy $\Delta F$. Similar experiments have been conducted by studying the fluid dynamics of colloidal particles [69] and classical two-state systems [70].

2.2.3 Quantum fluctuation relations

The simplest derivation of a quantum Crooks equality considers the effect of driving a closed system with a unitary operation. In the forwards process the system is driven from equilibrium with respect to some initial Hamiltonian $H_i$ by a unitary $U$. This is compared to a reverse process in which the system is initially at equilibrium with respect to some final Hamiltonian $H_f$ and is driven by the inverse of the forwards unitary $U^\dagger$. The work done on the closed system during these driving processes is equal to the change in energy of the system. One way of determining the change in energy of the system is by performing projective measurements at the start and end of the process [45–49].

More concretely, if we consider the spectral decomposition of the initial and final Hamiltonians,

$$H_i = \sum_k E_k(t_i) |E_k(t_i)\rangle \langle E_k(t_i)| \quad \text{and} \quad H_f = \sum_k E_k(t_f) |E_k(t_f)\rangle \langle E_k(t_f)| ,$$

the quantum work distribution for the forwards (+) and reverse (-) processes under this two-point projective measurement scheme,

$$P_{\pm}(\pm W) = \sum_{nm} P_{\pm}(E_m(t_f), E_n(t_i)) \delta(W - (E_m(t_f) - E_n(t_i))) ,$$

is recreated from the joint probability distribution, $P_{\pm}(E_m(t_f), E_n(t_i))$, to find the system in the pair of energy eigenstates $E_n(t_i)$ and $E_m(t_f)$. These joint probabilities can be broken into an initial probability and a transition probability, that is we can write

$$P_+(E_m(t_f), E_n(t_i)) = P(E_n(t_i)) P_+(E_m(t_f)|E_n(t_i)) \quad (2.15)$$
$$P_-(E_m(t_f), E_n(t_i)) = P(E_m(t_f)) P_-(E_n(t_i)|E_m(t_f)) . \quad (2.16)$$
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As the system is initially prepared in a thermal state the initial probability to find the system with energy $E_n(t_k)$ is Boltzmann distributed, with

$$
\mathcal{P}(E_n(t_k)) = \frac{\exp(-E_n(t_k))}{Z_k}
$$

for all $n$ and for $k = i$ and $k = f$. For the simple unitary protocol discussed above, the transition probabilities take the form

$$
\mathcal{P}_+(E_m(t_f)|E_n(t_i)) = \mathcal{P}_-(E_n(t_i)|E_m(t_j)) = ||\langle E_m(t_f)|U|E_n(t_i)\rangle||^2.
$$

On substituting the explicit expression for joint measurement probabilities, Eq. (2.18), Eq. (2.17) and Eq. (2.15), into the definition of the work probability distribution, Eq. (2.14), one finds that

$$
\mathcal{P}_+(W) = \sum_{nm} \exp\left(-E_n(t_i)\right) \frac{Z_i}{Z_f} \frac{E_m(t_f) - E_n(t_i)}{k_B T} \mathcal{P}_-(E_m(t_f),E_n(t_i)) \delta(W - (E_m(t_f) - E_n(t_i)))
$$

which, making use of the definition of free energy, Eq. (2.7), evaluates to

$$
\mathcal{P}_+(W) = \exp\left(\frac{1}{k_B T}(W - \Delta F)\right) \mathcal{P}_-(W).
$$

Thus under this definition of quantum work, the classical Crooks equality, Eq. (2.8), and therefore also the Jarzynski relation, Eq. (2.9), hold unaltered [47, 49].

While the above two point projective measurement scheme Crooks and Jarzynski equalities may be applied to quantum systems, and indeed have been verified in trapped ions \cite{72} and NMR systems \cite{73}, the use of projective measurement destroys any coherence generated by the dynamics. As a result the initial and final states of the system are devoid of coherence \cite{71} and therefore these relations cannot be considered fully quantum mechanical.

Countless quantum Crooks and Jarzynski equalities have been proposed in recent years. Generalisations of the two-point projective measurement protocol include extensions to open quantum systems \cite{79, 80}, driving protocols formulated in terms of quantum channels \cite{81, 82, 83} as well as the construction and motivation of new definitions of fluctuating quantum work \cite{84, 86}. Examples of such definitions include those which utilise quasi-probabilities \cite{87, 88}, the quantum jump approach \cite{61, 62, 89} and the consistent histories framework \cite{90}. While such extensions do lead to some quantum deviations being observed, they are to varying degrees limited by what Hänggi and Talkner, in their review of quantum fluctuation theorems \cite{48}, call ‘the unavoidable impact that any measurement has on a quantum system’. By defining quantum work in terms of pairs of projective measurements or continual weak measurements, coherence with respect to the energy eigenbasis is attenuated and so is prevented from contributing significantly to the fluctuation theorem.

The challenges encountered by these previous attempts suggest that there are three main obstacles to be overcome should one wish to derive a quantum fluctuation relation. Firstly, it is not clear how work should be defined in the quantum regime (for a review see \cite{84, 91}). Since quantum particles do not have well defined trajectories, the classical definition of fluctuating work \cite{14, 42, 44} is

\begin{footnote}
We use the term ‘coherence’ in the sense of a ‘superposition of states belonging to different energy eigenspaces’. Such energetic coherences can be formally quantified by the thermal operations framework \cite{11, 12} or by measures such as the $l_1$ norm of coherence \cite{78}, $C_L(\rho) := \sum_{j \neq k} |\langle E_j|\rho|E_k\rangle|$, the sum of the absolute value of the off diagonal elements of a state in the energy eigenbasis.
\end{footnote}
not well defined in the quantum regime. Moreover, it has recently been proven that certain natural features we might expect quantum fluctuating work to possess are incompatible \[86\]. The second challenge stems from the fact that the system in the standard Crooks equality starts in a thermal state, a diagonal state in the energy eigenbasis \[92\]. As such, if the evolution is to involve quantum mechanical phenomena there needs, implicitly or explicitly, to be a source of coherence. Thirdly, measurements are required to obtain the probability of some process; however, if not careful these measurements kill off the quantum mechanical phenomena to be investigated.

The purpose of the next section is to explicate a quantum information theoretic approach which tries to surmount these challenges by introducing a quantum work store and using non-projective measurements to probe the dissipation of coherence in a thermal environment. We focus on the "fully quantum Crooks equality" (FQC); a Crooks equality derived by Åberg \[64\] in which coherence plays a non-trivial role. A similar approach was independently used in \[93\] to incorporate the concept of fluctuating work into the resource theory framework \[10\] and to generalise the Jarzynski equality \[44\].

The following section aims to provide non-technical overview of the FQC, with more technical details provided in subsequent sections. The section is developed from a chapter \[65\], which I wrote for a new Springer Series textbook on quantum thermodynamics \[16\].

### 2.3 The fully quantum Crooks equality

The FQC is derived by making explicit all the systems that are involved in the process of changing the Hamiltonian of some system of interest. The total setup involved in the Crooks equality can be taken to consist of a:

- **System of interest.**
- **Control system:** a state of affairs or variable that when changed enables the system’s Hamiltonian to be changed.
- **Work store:** this is the system that provides or absorbs the energy required to drive the system with a change of Hamiltonian.
- **Thermal bath:** this both allows the system to be prepared in a thermal state and for it to re-equilibriate after the driving process.

The decision to explicitly model enables many of the challenges met in deriving a quantum Crooks equality to be countered. Firstly, the equality is formulated as a relation between work store state transition probabilities, thus sidestepping the question of how to define ‘quantum work’. Secondly, the work store may be prepared in superposition of energy states and therefore provides a means of injecting coherence. Thirdly, transition probabilities between superpositions of energy states are considered and therefore the measurements do not destroy all energetic coherences. The net result is a general Crooks-like equality in which coherence plays a non-trivial role.

To facilitate a more careful analysis of the energy and coherence changes of the system, the total setup is taken to have a time-independent Hamiltonian. This is in marked contrast to the classical setup, as well as most previous quantum fluctuation theorems \[45\][47][61][62][79][80][87][90].

---

\[2\] Namely, fluctuating quantum work cannot both correspond to the change in average internal energy of a closed quantum system and recover the results of classical non-equilibrium thermodynamics for states with no coherence.
Figure 2.1: **Full quantum fluctuation relation setup.** (a). Here we sketch the Hilbert space of a system with a Hamiltonian that varies between regions. By evolving the support of the control between regions, a change in system Hamiltonian is induced. In the forwards driving process, the setup is evolved from region i to f and vice versa for the reverse. (b). The total setup consists of a system, heat bath, work store, and control system (dashed circles). We can reduce this to a bipartite system (solid ovals) by using a single hybrid work store and control system, that we will call a ‘battery’ $B$ and by setting aside the thermal bath and viewing it rather as an implicit means of preparing a thermal state. The arrows denote the systems which exchange energy.

which utilise explicitly time dependent Hamiltonians. The disadvantage of such approaches, which we will call the *exclusionary* picture, is they implicitly depend on external classical systems both to induce the time dependent Hamiltonian and to supply or absorb the energy required to do so. This dependence on external classical systems is undesirable in a *fully quantum* approach. Moreover, it inhibits that careful tracking of energy and coherence exchanges.

The *inclusive* picture adopted here, characterised by explicitly modelling all necessary systems with a time independent Hamiltonian, is not inherently quantum mechanical but rather was first introduced classically by Deffner and Jarzynski in \[94\]. Nonetheless, this approach really took off within resource theoretic approaches to quantum thermodynamics \[10,11,13\] where the picture proved an effective means of accounting for the role of coherence in thermodynamics. It is therefore also natural to adopt here to study coherent fluctuation relations$^3$.

Without an explicitly time dependent Hamiltonian, a more subtle means of inducing the change in the system Hamiltonian is required. For this reason, a control (or ‘switch’ \[93\]) system is modelled. The Hamiltonian is designed such that a change to the state of the control can be used to induce an effective change in the system Hamiltonian.

To make the role of the control system more concrete let us consider the example of a spin $\frac{1}{2}$ particle in a position dependent magnetic field. The spin degree of freedom experiences an effectively time dependent Hamiltonian, a time-dependent energy level splitting, by varying the location of the particle’s wavepacket in the magnetic field over time. In this case, the position of the particle acts as the control.

More abstractly, a change in system Hamiltonian can be induced by evolving the state of the control between different regions of the Hilbert space associated with different effective system

$^3$We use the term ‘coherent fluctuation relations’ as a shorthand for fluctuation relations in which energetic coherences play a non-trivial role. That is, we are not explicitly quantifying fluctuations of coherence as considered in \[95\].
Hamiltonians. Consider a Hamiltonian of the form

\[ H_{sc} = H_s^i \otimes \Pi^i_c + H_s^f \otimes \Pi^f_c + V_{sc}^\perp \]  

(2.21)

where \( \Pi^i_c \) and \( \Pi^f_c \) are projectors onto different subregions, \( R_i \) and \( R_f \) respectively, of the control. \( V_{sc}^\perp \) has support only outside those two subspaces, i.e. \((Q_s \otimes \Pi^i_c)V_{sc}^\perp = (Q_s \otimes \Pi^f_c)V_{sc}^\perp = 0 \) for any system operator \( Q_s \). When the control is prepared in a state with support in region \( R_i \), the initial effective system Hamiltonian is \( H_s^i \). If the control evolves to a state with support in the region of \( R_f \), the effective system Hamiltonian evolves to \( H_s^f \). This is sketched in Fig. 2.1a.

For the spin example above \( \Pi^i_c \) and \( \Pi^f_c \) correspond to projectors onto different regions of physical space with different magnetic field strengths. To take a simple scenario, imagine a spin \( \frac{1}{2} \) particle confined to travel in 1D in a magnetic field of strength \( B_i \) in the region \( x < x_i \) and \( B_f \) in the region \( x > x_f \). Assuming the magnetic field points in the z direction, the corresponding Hamiltonian can be written as

\[ H_{sc} = E_s \sigma^x_s \otimes \sum_{x<x_i} |x\rangle \langle x| + E_f \sigma^x_s \otimes \sum_{x>x_f} |x\rangle \langle x| + V_{sc}^\perp \]  

(2.22)

where \( \sigma^x_s = |e_s\rangle \langle e_s| - |g_s\rangle \langle g_s| \) with \( |e_s\rangle \) and \( |g_s\rangle \) the excited and ground states of the two level system respectively and where \( E_{i,f} = \frac{\mu B_{i,f}}{2} \), with \( \mu \) the Bohr magneton. Similarly to classical fluctuation relations which hold for arbitrary driving processes, the FQC is independent of the manner in which the Hamiltonian changes from \( H^S \) to \( H^f \). It thus follows that the choice of \( V_{sc}^\perp \), the Hamiltonian in the region \( x_i \leq x \leq x_f \), and therefore the choice of form of the magnetic field in the region \( x_i \leq x \leq x_f \), is arbitrary.

There are two versions of the FQC which correspond to two different manners in which the evolution of the control system can be induced. In the first an energy conserving unitary operation, \( U \), is applied to move the setup between the two regions of the Hilbert space. In the second, the setup evolves autonomously under its Hamiltonian. In the case of the spin example, the applied unitary operation is a translation operation; where as, under the autonomous variant, that total Hamiltonian contains kinetic and potential energy terms to drive the translation process. The autonomous variant is easier to physically implement but, as we will discuss in detail in Section 2.6, comes at the cost of not being exact.

The total setup can be simplified to that of a bipartite system. This is done by first using a single system, a battery \( B \), that acts as both the control system and work store. The battery both drives the change in system Hamiltonian and provides or absorbs the energy required to do so. The fluctuation relation is formulated in terms of battery state transition probabilities. For example, for the case of a spin in a magnetic field the motional state of the spin can act as a battery with its position the control, its total energy the work store, and the fluctuation relation formulated in terms of transition probabilities between the spin’s motional states. Secondly, rather than explicitly modelling the bath we can view it instead implicitly as a means of defining the temperature of the isothermal process and of preparing the system in a thermal state. For a more rigorous discussion of the role of the bath see Appendix B.1. The full setup and this bipartite variant are sketched in 2.21.

Henceforth we will consider the simplified bipartite setup. The bipartite setup has the time-independent Hamiltonian,

\[ H_{SB} = H^i_s \otimes \Pi^i_B + H^f_s \otimes \Pi^f_B + V_{SB}^\perp + I_S \otimes H_B \]  

(2.23)

where, similarly to Eq. (2.21), \( \Pi^i_B \) and \( \Pi^f_B \) are projectors onto different subregions, \( R_i \) and \( R_f \) respectively, of the battery and \( V_{SB}^\perp \) has support only outside those two subspaces. When the
battery, which has the constant Hamiltonian $H_B$, is initialised in a state in subspace $R_i$ only and evolves to a final state in subspace $R_f$ only, the system Hamiltonian evolves from $H^i_S$ to $H^f_S$ and vice versa for the reverse process. For the spin in a magnetic field example, the first three terms of Eq. (2.23) can be written as

$$H_{SB}^{int} = \sigma_z \otimes E(x_B)$$

(2.24)

where $E(x_B) \propto B(x_B)$ is an energetic level-shift that depends on the position, $x_B$, of the battery in the magnetic field $B$. For the initial and final Hamiltonians of battery to be well defined we require $E(x < x_i) = E_i$ and $E(x > x_f) = E_f$. While we explicitly state the interaction Hamiltonian for the spin example here, this is only for pedagogical purposes, and the relation also holds for more general choices in $H^i_S$, $H^f_S$ and $V_{SB}^\perp$. The battery Hamiltonian may be chosen freely but, as will become clear, a natural choice is a quantum harmonic oscillator Hamiltonian.

The aim now is to use this inclusive bipartite framework to quantify the energetic fluctuations of a system driven by a coherent energy supply. To do so, we consider a protocol that broadly replicates the standard Crooks scenario; however, one in which the battery may occupy a superposition of energy states. Specifically, the forwards protocol (sketched in Fig. 2.2) consists of the following steps:

**Preparation** The battery is prepared in a state $|\phi_i\rangle$ with support in region $R_i$ such that the effective Hamiltonian of the system is $H^i_S$. Other than this constraint, the state $|\phi_i\rangle$ may be chosen freely and in general can occupy a superposition of energy states. Similarly to the classical case, the system is prepared in a thermal state, at temperature $T$, with respect to its initial Hamiltonian,

$$\gamma_i \propto \exp \left( - \frac{H^i_S}{k_B T} \right).$$

(2.25)

**Evolution** The system and battery propagate under an energy conserving unitary $U$ which evolves the battery such that a change in the effective system Hamiltonian from $H^i_S$ to $H^f_S$ is induced. This change in Hamiltonian drives the system from equilibrium with the energy required or produced as a result of the driving process supplied by the battery. The unitary driving process thus couples the system and the battery such that their evolved state, $U(\gamma_i \otimes |\phi_i\rangle \langle \phi_i|)U^\dagger$,
is correlated.

**Measurement** To quantify the energy changes of the driven system, a measurement with POVM elements
\[
\{|\phi_f\rangle \langle \phi_f|, \mathbb{1} - |\phi_f\rangle \langle \phi_f|\}
\]
(2.26)
is performed on the evolved state to answer the binary question "is the battery in the state \(|\phi_f\rangle\)?". Similarly to the prepared state, \(|\phi_f\rangle\) must have support in region \(R_f\) but otherwise can be chosen freely. When \(|\phi_f\rangle\) is a superposition of energy states, this measurement probes the coherent properties of the battery, and therefore also the system.

The transition probability for the forwards protocol,
\[
P(\phi_f|\phi_i, \gamma_i) = \langle \phi_f | \text{Tr}_S[U(\gamma_i \otimes |\phi_i\rangle \langle \phi_i|)U^\dagger] |\phi_f\rangle ,
\]
(2.27)
is the probability for the battery to be found in \(|\phi_f\rangle\) having been prepared in \(|\phi_i\rangle\).

The FQC, similarly to the classical Crooks equality, purports to quantify the irreversibility of non-equilibrium processes. For this reason, the transition probability for the forwards process, Eq. (2.27), is compared to one for its reverse. The time-reversal could be implemented by an application of the inverse unitary \(U^\dagger\) as in the two-point measurement fluctuation relation set out in Section 2.2.3. However, this requires implementing the inverse unitary on the *entire* setup, which in the general case also includes the thermal bath. Such an operation would require an unrealistic level of experimental control. Instead, the time reversal operation \(T\) is introduced so that the reverse operation does not require reversing the unitary on the bath. In broad terms, \(T\) is defined such that if the dynamics are time reversal invariant, then if the battery is prepared in the state \(T|\phi_f\rangle\) its evolution under \(U\) drives a change in Hamiltonian from \(H_f^S\) back to \(H_i^S\). We formally define the time reversal operation in Section 2.4.

The reverse protocol is analogous to the forwards protocol. The battery is prepared in some state \(|\psi_f\rangle\) in region \(R_f\) corresponding to the Hamiltonian of the system \(H_f^S\). The system is prepared in a thermal state \(\gamma_f\) with respect to \(H_f^S\). The transition probability for the reverse process, \(P(\psi_i|\psi_f, \gamma_f)\), quantifies the probability for the battery to collapse to \(|\psi_i\rangle\) having prepared it in \(|\psi_f\rangle\).

A Crooks-like equality is derived for the ratio of the forwards, \(P(\phi_f|\phi_i, \gamma_i)\), and reverse, \(P(\psi_i|\psi_f, \gamma_f)\), transition probabilities. As we will show explicitly in Section 2.4 it is found that this ratio reduces to a natural Crooks-like form for pairs of states related by the following temperature dependent mapping
\[
|\phi_i\rangle \propto T \exp\left(-\frac{H_B}{2k_B T}\right) |\psi_i\rangle \quad \text{and} \quad |\psi_f\rangle \propto T \exp\left(-\frac{H_B}{2k_B T}\right) |\phi_f\rangle .
\]
(2.28)
For energy eigenstates, the pairs of states in the forwards and reverse processes are related solely by a time reversal, that is \(|\phi_i\rangle = T|\psi_i\rangle\) and \(|\phi_f\rangle = T|\psi_f\rangle\). However, more generally the action of the mapping is non-trivial. As will be explained further in Section 2.4 this mapping emerges from a conceptually natural map, called the Gibbs map. We summarise the relationship between the four states quantified by the FQC in Fig. 2.3.

Having parameterised the relevant battery states in this way, the ratio of the transition probabilities is calculable and the FQC is found,
\[
\frac{P(\phi_f|\phi_i, \gamma_i)}{P(\psi_i|\psi_f, \gamma_f)} = \exp\left(-\frac{\Delta F}{k_B T}\right) \exp\left(-\frac{\Delta E}{k_B T}\right).
\]
(2.29)
The dependence on the change in equilibrium free energy $\Delta F$ carries over from the classical Crooks equality \[42\]. However, the classical work term is replaced with a quantum generalisation of the energy supplied to, or absorbed from, the system, $\Delta \tilde{E} := \tilde{E}_\psi(H_B) - \tilde{E}_\phi(f_B)$. The function $\tilde{E}_\psi$, which is defined as

$$\tilde{E}_\psi(H) := -k_B T \ln \left( \langle \psi | \exp \left( -\frac{H}{k_B T} \right) | \psi \rangle \right),$$

is an effective potential that specifies the relevant energy value within the fluctuation theorem context. When the battery is prepared in an energy eigenstate $\Delta \tilde{E}$ corresponds to the energy supplied to the system from the battery. More generally, as we will discuss in Section 2.5, $\Delta \tilde{E}$ quantifies coherence induced corrections to the classical Crooks equality $\tilde{E}$.

In the classical limit of a battery which is prepared and measured in an energy eigenstates $\{ | E_k \} \}$, the FQC reduces to

$$\frac{\mathcal{P}(E_f|E_i,\gamma_i)}{\mathcal{P}(E_i|E_f,\gamma_f)} = \exp \left( -\frac{\Delta F}{k_B T} \right) \exp \left( \frac{W}{k_B T} \right).$$

where $W := E_i - E_f$ is the decrease in the energy of the battery and thus, due to global energy conservation, equivalent to the work done on the system. If we then additionally assume that the evolution of the setup does not depend on the initial energy of the battery, the above relation is equivalent to the usual classical Crooks equality. It is primarily in virtue of this that the FQC can be seen as a genuine quantum generalisation of the Crooks equality. However, in general, the temperature dependent parameterisation of the relevant quantum states and the generalised energy flow term are essential to capture the impact of coherence.

The FQC earns the badge ‘fully quantum’ in virtue of its ability to incorporate a full spectrum of quantum phenomena including coherence and entanglement. Thus we stress that the equality presented is not the most general but rather a simplified variant that captures the most important features of the equality. There are variants of Eq. (2.29) in which (to name just a few): (i) the control and work store are separate systems; (ii) the work store is prepared in a mixed state and correspondingly a non-projective POVM is performed at the end of the protocol. (iii) the system is prepared in a non thermal state. (iv) entanglement between the system and the battery or thermal
bath is incorporated. Moreover, in [64] the quantum crooks equality is initially formulated in terms of the forwards and reverse quantum channels induced on the work store. This is perhaps more in the spirit of a fully quantum, information theoretic, Crooks equality. For these general cases and others see [64].

We chose to present its reformulation in terms of transition probabilities in order to maintain a closer resemblance to the classical Crooks equality. The advantage of this transition probability formalism are two-fold. Firstly, it is clearer how one might go about experimentally testing the FQC. The example of the two level system that experiences a position dependent splitting is not just a pedagogical example but the basis of an experimental proposal utilising trapped ions and the AC Stark shift that is presented in Section 2.7. Secondly, the similarities with the classical formulation of the Crooks equality makes it easier to tease out the conceptual implications of coherence on irreversibly, as discussed in Section 2.5.

Before we proceed with showing how the FQC can be made more concrete, we temporarily dive into some more abstract material and show how the FQC is derived in order to place the equality on firmer foundations. This material is rather technical and can be skipped.

2.4 Derivation

The FQC is derived in [64] by combining two properties known as ‘Global Invariance’ and ‘factorisability’. Global Invariance is a quantum analogue of the detailed balance condition for energy conserving and time reversal invariant unitary evolutions. Factorisability is a property that quantifies the extent to which two sub-components of a global system are well defined subsystems. The prepared and measured states quantified by the FQC are interrelated by a temperature dependent map called the Gibbs map. Therefore to derive the FQC we first explicate these four concepts: the Gibbs map, the quantum time reversal operation, Global Invariance and factorisability.

2.4.1 Gibbs map

The Gibbs map arises when considering the time reversal of a general quantum process and provides a natural way of parameterising the battery states. It is defined as follows.

**Definition 1.** Gibbs map.

Given a system with Hamiltonian $H$ at temperature $T$, the action of the Gibbs map, $G_H$, on a state $\rho$ is

$$G_H(\rho) := \frac{\exp \left( -\frac{H}{2k_B T} \right) \rho \exp \left( -\frac{H}{2k_B T} \right)}{\tilde{Z}_H(\rho)} \quad \text{with} \quad \tilde{Z}_H(\rho) := \text{Tr} \left[ \exp \left( -\frac{H}{k_B T} \right) \rho \right].$$

(2.32)

The Gibbs map is closely linked with the Petz recovery map [96,97] for general quantum processes and has a range of physically natural properties. When the input state is an energy eigenstate $|E_k\rangle$, and as such its energy is well defined, the Gibbs map has no effect and

$$G_H (|E_k\rangle \langle E_k|) = |E_k\rangle \langle E_k|.$$  

(2.33)

Conversely, when the input state’s energy is completely unknown the output state has thermally distributed populations. For example, the maximally mixed state, $\rho_1 \propto 1$, is mapped to the thermal state,

$$G_H(\rho_1) = \gamma(H) := \frac{1}{Z_H} \exp \left( -\frac{H}{k_B T} \right) \quad \text{with} \quad Z_H := \text{Tr} \left[ \exp \left( -\frac{H}{k_B T} \right) \right],$$

(2.34)
and an equal superposition of energy states, |ψ+⟩ ∝ ∑k |Ek⟩, is mapped to the coherent thermal state

\[ |ψ^\gamma⟩ = \frac{1}{\sqrt{Z_H}} \sum_k \exp\left(-\frac{E_k}{2k_BT}\right) |E_k⟩, \]  

(2.35)

that is a pure state the energy populations of a thermal state. In this manner, the Gibbs map can roughly be thought of as making the output state ‘as thermal as possible’ subject to the constraints imposed by the input state. However, this intuitive explanation is not intended to be taken too literally but rather as hinting at the Gibbs map’s deeper conceptual role.

### 2.4.2 Time reversal

Imagine taking a video of a process and then running it backwards. In broad terms taking the time reverse of a process is the mathematical equivalent to pressing rewind. In classical physics, the time reversal operation can be implemented by replacing \( t \) by \(-t\) in all variables describing a dynamical process.

In quantum mechanics time is a parameter rather than observable and therefore cannot be implemented directly by replacing \( t \) by \(-t\). Instead, the quantum time reversal operation acts indirectly via its action on the position and momentum operators. To agree with our intuitive notion of time reversal and align with the classical case, the time reversal operation reverses the sign of the momentum operator \( p \) and leaves the position operator \( x \) invariant. Thus, taking \( \mathcal{T}(Q) \) to denote the time-reversal of any quantum operator \( Q \), we require \( \mathcal{T}(x) = x \) and \( \mathcal{T}(p) = -p \). Additionally the time reversal operation is a length preserving symmetry operation. Therefore the trace of a quantum state is invariant under \( \mathcal{T} \), that is \( \text{Tr}[|\psi⟩⟨\psi|] = \text{Tr}[\mathcal{T}(|\psi⟩⟨\psi|)] \) for any state \( |\psi⟩ \).

The requirements of length preservation and the action of \( \mathcal{T} \) on \( x \) and \( p \), entail that \( \mathcal{T} \) is an anti-unitary operator \([98]\). To see why, first note that the Wigner theorem states that all length preserving operations are either unitary or anti-unitary \([99]\). Then, if we look at the action of the time reversal operation on the canonical commutation relation we see that as

\[ \mathcal{T}([x,p]) = -(x,p) \]

we have that \( \mathcal{T}(i) = -i \).

(2.36)

As such, the time reversal operation is non-linear and therefore not a unitary operation. Thus it follows, as claimed, that \( \mathcal{T} \) is an anti-unitary operation.

The usual textbook \([98]\) anti-unitary operation to represent \( \mathcal{T} \) is complex conjugation. However, the fact that complex conjugation is anti-unitary makes it a little awkward to calculate with. Conveniently, when acting on Hermitian operators the transpose operation and complex conjugation are equivalent. Since the FQC quantifies transition probabilities between quantum states (which are by definition Hermitian), we utilise this equivalence and choose to implement \( \mathcal{T} \) via the transpose.

**Definition 2.** Quantum time reversal.

The quantum time reversal operation \( \mathcal{T} \) on any quantum operator \( X \) is defined as

\[ \mathcal{T}(X) := X^T, \]

(2.37)

where \( ^T \) is the transpose operation. It follows that the time reversal operation \( \mathcal{T} \) on any pure state \( |ψ⟩ \) is given by

\[ \mathcal{T} |ψ⟩ = |ψ^*⟩, \]

(2.38)

where \( ^* \) denotes complex conjugation.
The transpose operation is basis dependent and therefore so too are $\mathcal{T}$ and $\mathcal{T}$. The appropriate basis is dictated by physical context. Since here we seek to implement the reverse driving process within the inclusive framework, the basis is chosen to ensure:

1. The total Hamiltonian and the evolution operator are time reversal invariant, i.e. $\mathcal{T}(H) = H$ and $\mathcal{T}(U) = U$.

2. The evolution of time reversed battery states under $U$ generates the reverse change in Hamiltonian $H_S^f$ to $H_S^i$.

For the spin system example, with say an oscillator battery, we can take the time reversal of the system and battery with respect to the energy eigenbasis. The thermal system then remains unchanged under the time reversal operation. However, the time reversal reverses the momentum of any battery oscillator state, while leaving its position unchanged, and so the evolution of the battery states will be in the opposite direction to the forwards process undoing the change in Hamiltonian.

### 2.4.3 Global Invariance

Global Invariance relates the transition probabilities of a forwards process and the transition probability for a reverse process for a single system. The condition applies to all energy conserving and time reversal invariant unitary evolutions of systems with time reversal invariant Hamiltonians. Since most Hamiltonians are time reversal invariant and all dynamics are unitary and energy conserving as long as setup considered is sufficiently enlarged, Global Invariance is widely applicable. Global Invariance plays a role similar to detailed balance for classical fluctuation theorems, providing a basis from which to derive a myriad of interrelated quantum fluctuation theorems.

To ensure energy is strictly conserved we require the unitary propagator to commute with the system Hamiltonian, that is $[U, H] = 0$. This not only ensures the average energy of the system is conserved by the dynamics but also prevents the creation of superpositions of energy states from energy eigenstates, thus enabling the careful accounting of coherence [25].

**Theorem 1. Global Invariance.**

Consider a Hamiltonian $H$ and evolution $U$ such that: $\mathcal{T}(H) = H$, $\mathcal{T}(U) = U$ and $[U, H] = 0$. Global Invariance relates a forwards and reverse transition probability for such a system. In the forwards process, the system is prepared in a state $G_H(\rho_i)$, evolves under $U$ and a binary POVM measurement is performed with POVM elements $\{\rho_f, 1 - \rho_f\}$. The evolved state, $UG_H(\rho_i)U^\dagger$, collapses onto $\rho_f$ with the probability

$$P(\rho_f|G_H(\rho_i)) := \text{Tr}[\rho_f U G_H(\rho_i) U^\dagger].$$

(2.39)

In the reverse process the state $G_H(\mathcal{T}(\rho_f))$ evolves under $U$ and on measurement collapses onto $\mathcal{T}(\rho_i)$ with the probability

$$P(\mathcal{T}(\rho_i)|G_H(\mathcal{T}(\rho_f))) := \text{Tr}[\mathcal{T}(\rho_i) U G_H(\mathcal{T}(\rho_f)) U^\dagger].$$

(2.40)

The ratio of these transition probabilities is,

$$\frac{P(\rho_f|G_H(\rho_i))}{P(\mathcal{T}(\rho_i)|G_H(\mathcal{T}(\rho_f)))} = \frac{\tilde{Z}_H(\mathcal{T}(\rho_f))}{\tilde{Z}_H(\rho_i)}. \quad (2.41)$$
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To prove Global Invariance we begin with the definition of the forwards transition probability, and utilise the invariance of probabilities (as scalars) under time reversals, \( P(\rho_f|G_H(\rho_i)) = \mathfrak{T}(P(\rho_f|G_H(\rho_i))) \), in combination with \( \mathfrak{T}(H) = H \) and \( \mathfrak{T}(U) = U \),

\[
P(\rho_f|G_H(\rho_i)) := \text{Tr}[\rho_f U G_H(\rho_i) U^\dagger] = \text{Tr}[\mathfrak{T}(\rho_f U G_H(\rho_i) U^\dagger)] = \text{Tr}[U^\dagger G_H(\mathfrak{T}(\rho_i)) U \mathfrak{T}(\rho_f)] .
\] (2.42)

Substituting in the definition of the Gibbs map, Eq. (2.32), we obtain

\[
P(\rho_f|G_H(\rho_i)) = \frac{1}{Z_H(\rho_i)} \text{Tr} \left[ U^\dagger \exp \left( -\frac{H}{2k_B T} \right) \mathfrak{T}(\rho_i) \exp \left( -\frac{H}{2k_B T} \right) U \mathfrak{T}(\rho_f) \right] .
\] (2.43)

The above expression can be reordered using the cyclic nature of the trace operation combined with \([U, H] = 0\),

\[
P(\rho_f|G_H(\rho_i)) = \frac{1}{Z_H(\rho_i)} \text{Tr} \left[ \mathfrak{T}(\rho_i) \exp \left( -\frac{H}{2k_B T} \right) U \mathfrak{T}(\rho_f) U^\dagger \exp \left( -\frac{H}{2k_B T} \right) \right] = \frac{1}{Z_H(\rho_i)} \text{Tr} \left[ \mathfrak{T}(\rho_i) \exp \left( -\frac{H}{2k_B T} \right) \mathfrak{T}(\rho_f) \exp \left( -\frac{H}{2k_B T} \right) U^\dagger \right] .
\] (2.44)

The proof is completed by again using the definition of the Gibbs map and then the definition of the reverse transition probability,

\[
P(\rho_f|G_H(\rho_i)) = \frac{\tilde{Z}_H(\mathfrak{T}(\rho_f))}{Z_H(\rho_i)} \text{Tr} \left[ \mathfrak{T}(\rho_i) U G_H(\mathfrak{T}(\rho_f)) U^\dagger \right] = \frac{\tilde{Z}_H(\mathfrak{T}(\rho_f))}{Z_H(\rho_i)} P(\mathfrak{T}(\rho_i)|G_H(\mathfrak{T}(\rho_f))).
\] (2.45)

The FQC is derived for a bipartite setup composed of a battery and system which obeys Global Invariance. By carefully choosing the Hamiltonian \( H \) and states \( \rho_i \) and \( \rho_f \), the transition probabilities \( P(\rho_f|G_H(\rho_i)) \) and \( P(\mathfrak{T}(\rho_i)|G_H(\mathfrak{T}(\rho_f))) \), can quantify a Crooks-like scenario where a thermal system is driven by a change in Hamiltonian with the work required to do so supplied by a quantum battery. However, for the system to be a well defined system with concrete initial and final Hamiltonians, the system and battery must be, at least effectively, non-interacting at the start and end of the driving process. This is captured by an additional requirement that we call the ‘factorisability’ of the system and battery.

### 2.4.4 Factorisability

Factorisability characterises the extent to which a pair of systems can be considered effectively non-interacting subsystems. It is defined in terms of the unnormalised version of the Gibbs map, that is the map

\[
J_H(\rho) := \exp \left( -\frac{H}{2k_B T} \right) \rho \exp \left( -\frac{H}{2k_B T} \right) ,
\] (2.46)

which is defined for any state \( \rho \) and where \( J_H(\rho) = \tilde{Z}_H(\rho) G_H(\rho) \). Armed with this map, factorisability can be defined as follows:

**Definition 3.** Factorisability.

A composite system with a Hamiltonian \( H_{AB} \) in the state \( \rho_A \otimes \rho_B \) is factorisable if

\[
J_{H_{AB}}(\rho_A \otimes \rho_B) = J_{H_A}(\rho_A) \otimes J_{H_B}(\rho_B)
\] (2.47)

for a pair of Hamiltonians \( H_A \) and \( H_B \) of subsystems \( A \) and \( B \) respectively.
Given the close relationship between the map $J$ and the Gibbs map, Eq. (2.32), it follows that if a composite system is factorisable, then the Gibbs map also decomposes into terms acting on the separate subsystems. That is, for a factorisable composite system with a Hamiltonian $H_{AB}$ in the state $\rho_A \otimes \rho_B$ we have that

$$G_{H_{AB}}(\rho_A \otimes \rho_B) = G_{H_A}(\rho_A) \otimes G_{H_B}(\rho_B) \quad \text{and} \quad \tilde{Z}_{H_{AB}}(\rho_A \otimes \rho_B) = \tilde{Z}_{H_A}(\rho_A) \otimes \tilde{Z}_{H_B}(\rho_B).$$

(2.48)

To derive a Crooks-like equality we require the system and battery to be effectively non-interacting at the start of the forwards and reverse non-equilibrium driving processes. This requirement can be formalised by demanding that the system and battery Hamiltonian, $H_{SB}$, factorises into an initial or final system Hamiltonian, $H_S^1$ or $H_S^T$, and battery Hamiltonian, $H_B$, when the battery states are chosen appropriately. That is, we assume that the following factorisability condition holds:

**Assumption 1. Factorisability of the system and battery.**

There exists a pair of pure battery states, $|\Psi_i\rangle$ and $|\Psi_f\rangle$, such that the system and battery Hamiltonian $H_{SB}$ factorises as

$$J_{H_{SB}}(\rho_1 \otimes |\Psi_i\rangle \langle \Psi_i|) = J_{H_S^1}^{(2.48)}(\rho_1) \otimes J_{H_B}(\sigma_i) \langle \Psi_i| \rangle \quad \text{and} \quad J_{H_{SB}}(\rho_1 \otimes |\Psi_f\rangle \langle \Psi_f|) = J_{H_S^T}^{(2.49)}(\rho_1) \otimes J_{H_B}(\sigma_f) \langle \Psi_f| \rangle$$

(2.49)

where $H_S^1$ and $H_S^T$ are Hamiltonians of the system, $H_B$ is a Hamiltonian of the battery and $\rho_1 \propto 1$.

This factorisability condition can be read as encoding that the system is a genuine system with well defined initial and final Hamiltonians. We are now in a position to derive the FQC by combining Global Invariance, Eq. (2.41), with the factorisability condition, Eq. (2.49).

### 2.4.5 Main derivation

To demonstrate that the FQC follows from Global Invariance and the factorisability of the system and battery, we set $|\Psi_i\rangle \langle \Psi_i| = \Xi(|\psi_i\rangle \langle \psi_i|)$ and $|\Psi_f\rangle \langle \Psi_f| = \Xi(|\phi_f\rangle \langle \phi_f|)$ and for convenience define

$$\sigma_i = \rho_1 \otimes \Xi(|\psi_i\rangle \langle \psi_i|) \quad \text{and} \quad \Xi(\sigma_f) = \rho_1 \otimes \Xi(|\phi_f\rangle \langle \phi_f|).$$

(2.50)

At first glance the reason for considering these states is perhaps not transparent; however, they enable us to make a connection with notation used earlier to frame the FQC. Namely, the factorisability condition, Eq. (2.49), entails that the Gibbs map as applied to $\sigma_i$ and $\Xi(\sigma_f)$, Eq. (2.50), decomposes as

$$G_{H_{SB}}(\sigma_i) = \gamma_i \otimes |\phi_i\rangle \langle \phi_i| \quad \text{and} \quad G_{H_{SB}}(\Xi(\sigma_f)) = \gamma_f \otimes |\psi_f\rangle \langle \psi_f|$$

(2.51)

where we have used the shorthand $\gamma_k \equiv \gamma(H_S^k)$ for $k = i, f$ for the initial and final thermal states, Eq. (2.34), and with

$$|\phi_i\rangle \propto \mathcal{T} \exp \left(-\frac{H_B}{2k_BT}\right) |\psi_i\rangle$$

$$|\psi_f\rangle \propto \mathcal{T} \exp \left(-\frac{H_B}{2k_BT}\right) |\phi_f\rangle$$

(2.52)

as in Eq. (2.28). Consequently, we see that the factorised Gibbs map gives rise to both the thermal states of the system, Eq. (2.25), and the temperature dependent mapping that parameterises the battery states, Eq. (2.52), in the FQC.
Furthermore, we can use the decomposition of the Gibbs map, Eq. (2.51), to obtain a transition probability of the battery alone from a transition probability of both the system and battery. In particular, the forwards transition probability \( P(\sigma_f |G_H(\sigma_i)) \), Eq. (2.39), of the system and battery reduces to \( \mathcal{P}(\phi_f | \phi_i, \gamma_i) \), the transition probability of the battery from \( |\phi_i\rangle \) to \( |\phi_f\rangle \) for a system prepared in the thermal state \( \gamma_i \). That is we find that

\[
P(\sigma_f |G_{SB}(\sigma_i)) = \text{Tr} \left[ (\rho_1 \otimes |\phi_f\rangle \langle \phi_f|) U G_{SB}(\rho_1 \otimes \mathcal{I}(|\psi_i\rangle \langle \psi_i|)) U^\dagger \right] 
\]

\[
= \frac{1}{N} |\phi_f\rangle \text{Tr}_S \left[ U(\gamma_i \otimes |\phi_i\rangle \langle \phi_i|)U^\dagger \right] |\phi_f\rangle 
\]

\[
: = \frac{1}{N} \mathcal{P}(\phi_f | \phi_i, \gamma_i) .
\]

where the factor \( \frac{1}{N} \) is a normalisation term from the maximally mixed system state \( \rho_1 \) and cancels out in the final fluctuation theorem. Likewise, the global transition probability for the reverse process \( P(\Sigma(\sigma_i) | G_{HSB}(\Sigma(\sigma_f))) \) evaluates to the transition probability of the battery for the reverse process \( \mathcal{P}(\psi_i | \psi_f, \gamma_f) \), where the system is prepared in the thermal state \( \gamma_f \),

\[
P(\Sigma(\sigma_i) | G_{HSB}(\Sigma(\sigma_f))) = \text{Tr} \left[ (\rho_1 \otimes |\psi_i\rangle \langle \psi_i|) U G_{SB}(\rho_1 \otimes \mathcal{I}(|\phi_f\rangle \langle \phi_f|)) U^\dagger \right] 
\]

\[
= \frac{1}{N} |\psi_i\rangle \text{Tr}_S \left[ U(\gamma_f \otimes |\psi_f\rangle \langle \psi_f|)U^\dagger \right] |\psi_i\rangle 
\]

\[
: = \frac{1}{N} \mathcal{P}(\psi_i | \psi_f, \gamma_f) .
\]

Finally, since the system and battery factorise, the Gibbs map normalisation terms also decompose as

\[
\tilde{Z}_{SB}(\sigma_f) = \frac{1}{N} \tilde{Z}_f \times \tilde{Z}_{\phi_f} \quad \text{and} \quad \tilde{Z}_{HSB}(\sigma_i) = \frac{1}{N} \tilde{Z}_i \times \tilde{Z}_{\psi_i} .
\]

(2.55)

Here we abbreviate \( \tilde{Z}_k \equiv Z_{H_k} \) for \( k = i, f \) for the partition functions of the system and we abbreviate \( \tilde{Z}_{\phi_f} \equiv \tilde{Z}_{H_f}(|\phi_f\rangle \langle \phi_f|) \) and \( \tilde{Z}_{\psi_i} \equiv \tilde{Z}_{H_i}(|\psi_i\rangle \langle \psi_i|) \) for the Gibbs map normalisation terms of the battery.

We obtain the FQC by substituting the factorised global transition probabilities, Eq. (2.53) and Eq. (2.54), and the factorised Gibbs map normalisation terms, Eq. (2.55), into Global Invariance, Eq. (2.41),

\[
\mathcal{P}(\phi_f | \phi_i, \gamma_i) \mathcal{P}(\psi_i | \psi_f, \gamma_f) = \frac{\tilde{Z}_f \tilde{Z}_{\phi_f}}{\tilde{Z}_i \tilde{Z}_{\psi_i}} .
\]

(2.56)

We can rewrite the above expression in a more physical form by substituting in the change in free energy for the ratio of the partition functions,

\[
\exp \left( -\frac{\Delta F}{k_B T} \right) = \frac{\tilde{Z}_f}{\tilde{Z}_i} ,
\]

(2.57)

and by similarly introducing the generalised energy flow in terms of the ratio of Gibbs map normalisation terms,

\[
\exp \left( \frac{\Delta E}{k_B T} \right) = \frac{\tilde{Z}_{\phi_f}}{\tilde{Z}_{\psi_i}} .
\]

(2.58)

This implicit definition of the generalised energy flow is entirely equivalent to the explicit definition given in Eq. (2.30). Thus we obtain the FQC in the form stated in section 2.3

\[
\mathcal{P}(\phi_f | \phi_i, \gamma_i) \mathcal{P}(\psi_i | \psi_f, \gamma_f) = \exp \left( -\frac{\Delta F}{k_B T} \right) \exp \left( \frac{\Delta E}{k_B T} \right) .
\]

(2.59)

2.4.6 General comments on structure of the FQC

Before proceeding the study specific physical examples of the FQC; here we briefly comment on three conceptual aspects of the general structure of the relation.
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Thermal operations link. The FQC sits naturally within the resource theoretic approach to quantum thermodynamics which formally characterises the manner in which states out of thermal equilibrium can be viewed of resources in virtue of their use in performing work. Specifically, the quantum channel induced on the battery in the FQC is a thermal operation and as such previous results within the thermal operations framework \[10,11,13,20,21,23–26\] are applicable. Thermal operations, consist of the following three operations: firstly, performing a global unitary, \(U\), that strictly conserves total energy, \(H\), in the sense that \([H,U] = 0\); secondly, adding a system at thermal equilibrium; and thirdly, disregarding (tracing out) any system. The quantum channel on the battery is precisely of this form. For the forwards process we have,

\[
\mathcal{E}(\rho_B) = \text{Tr}_S \left[ U(\gamma_i \otimes \rho_B)U^\dagger \right],
\]
and the reverse process channel is identical except the system is prepared in a thermal state with respect to its final Hamiltonian. The resource states of the thermal operations framework are states with coherence with respect to the energy eigenbasis or non-thermally distributed populations. Correspondingly, the battery states are resources in virtue of being prepared in a pure state. For further discussion on incorporating fluctuating work into the thermal operations framework see \[93\].

Off-diagonal Crooks relations The form of the FQC can be better understood by studying its action on off-diagonal elements of the battery state. Specifically, if instead of studying the transition probability between battery states we study the transition amplitude between a pair of battery elements \(Q^i = |E_i\rangle \langle E_i + \delta|\) and \(Q^f = |E_f\rangle \langle E_f + \delta|\) we find that similarly to the diagonal elements in Eq. (2.31), the ratio of the transition amplitudes obeys

\[
\frac{\mathcal{P}(Q^f_i|Q^i_i,\gamma_i)}{\mathcal{P}(Q^f_f|Q^i_f,\gamma_f)} = \exp \left( -\frac{\Delta F}{k_B T} \right) \exp \left( \frac{W}{k_B T} \right). \tag{2.61}
\]

where \(W := E_i - E_f\) is the negative change in energy of the battery and therefore the work done on the system. Thus we see that the evolution of the energy coherences of the battery (the off-diagonal elements of battery density operator with respect to the energy eigenbasis), evolve in the same way as the populations (the diagonal elements).

The off-diagonal Crooks equality can be seen as emerging from the non-trivial constraints imposed by thermal operations. That the coherences are constrained to evolve in the same way as the populations is a result of strict energy conservation and the fact the system is initially thermally distributed. Pictorially, as sketched in Fig. 2.4 energy conservation enforces a see-saw operation that maps changes in the system energy onto that of the battery. The strict conservation of energy then further ensures that a superposition of battery states is raised or lowered ‘as one’ and as such the coherences evolve in the same manner as the populations. Note, these constraints imposed by energy conservation can also be seen as resulting from time translation symmetry \[100\,102\].

Significance of non-projective measurements In section 2.2.3 we presented a simple (non-fully) quantum Crooks equality using pairs of projective measurements to infer the work done on the driven system. Here we generalise this two-point measurement scheme to the case where a POVM measurement is performed on the system. The resulting Crooks relation provides a stepping stone between the standard TPM Crooks equality and the FQC, highlighting the significance of the non-projective measurements at the heart of the FQC.

Specifically, we consider the following protocol for the forwards process.
1. The system is prepared in a thermal state $\gamma_i$.
2. A POVM measurement $Q_i$ is performed on the system.
3. The system is driven by a unitary $U$.
4. A final POVM measurement $Q_f$ is performed.

The probability of measuring $Q_i$ and then $Q_f$ is given by

$$P^+ := P_U(Q_f|Q_i)P(Q_i|\gamma_i) = \text{Tr}[Q_f U Q_i U^\dagger] \text{Tr}[Q_i \gamma_i] \tag{2.62}$$

This transition probability for the forward process is compared to an analogous transition probability for the reverse process\footnote{One could derive an entirely analogous relation taking an approach closer to that used to derive the FQC by supposing that the dynamics are time reversal invariant, $T(U) = U$, $T(\gamma_i) = \gamma_i$ and $T(\gamma_f) = \gamma_f$ and quantifying the transition probability between $T(Q_f)$ and $T(Q_i)$.} which consists of the following steps:

1. The system is prepared in a thermal state $\gamma_f$.
2. A POVM measurement $Q_f$ is performed.
3. The system is driven by the unitary $U^\dagger$.
4. A final POVM measurement $Q_i$ is performed.

The probability of measuring $Q_f$ and then $Q_i$ is given by

$$P^- := P_{U^\dagger}(Q_i|Q_f)P(Q_f|\gamma_f) = \text{Tr}[Q_i U^\dagger Q_f U] \text{Tr}[Q_f \gamma_f] \tag{2.63}$$
From the cyclicity of the trace operation we have that $P[U(Q_f|Q_i)] = P[U^*(Q_i|Q_f)]$ and therefore the ratio of the forwards and reverse transition probabilities is given by

$$\frac{P^+}{P^-} = \frac{Z_f}{Z_i} \frac{\text{Tr} \left[ Q_i \exp \left( -\frac{H_i}{k_B T} \right) \right]}{\text{Tr} \left[ Q_f \exp \left( -\frac{H_f}{k_B T} \right) \right]}.$$  \hspace{1cm} (2.64)

In analogy with the FQC we define the generalised energy flow into the system as

$$\tilde{\Delta} E_S := \tilde{E}^f_S - \tilde{E}^i_S$$

where

$$\tilde{E}_S^k := -k_B T \ln \left( \text{Tr} \left[ Q_k \exp \left( -\frac{H_k}{k_B T} \right) \right] \right).$$  \hspace{1cm} (2.65)

Note, that for $Q_i = |\psi_i\rangle \langle \psi_i|$ and $Q_f = |\psi_f\rangle \langle \psi_f|$ this expression for $\tilde{\Delta} E_S$ is entirely equivalent to the generalised energy flow between the system and battery as stated in Eq. (2.30). The final Crooks relation can be written as

$$\frac{P^+}{P^-} = \exp \left( \frac{\tilde{\Delta} E_S - \Delta F}{k_B T} \right).$$  \hspace{1cm} (2.66)

Thus, even in the absence of a quantum battery, the use of POVM measurements rather than projections onto energy states, results in a Crooks equality of the same form as the FQC, Eq. (2.59).

This observation highlights the power of non-projective measurements to introduce irreversibility. The WAY theorem from the 1950s tells us that the only observables that can be measured while conserving energy are those that commute with the Hamiltonian \[103–105\]. It follows that there is an unavoidable irreversibility for the measurement of quantum observables not in the energy eigenbasis. In broad terms, the generalised energy flow captures this type of irreversibility in a thermodynamic context.

**Properties of generalised energy flow** As shown above, the generalised energy flow term $\Delta \tilde{E}$ arises naturally when using non-projective measurements to compare a forwards and reverse process. We suggest $\tilde{E}$ should be interpreted as a statistical measure of the energy of a state in a superposition of energy eigenstates. An analysis of the properties of $\tilde{E}$ lends plausibility to this interpretation. In particular, treating the Hamiltonian $H$ and temperature $T$ as variables,

$$\tilde{E}(\psi, H, T) := -k_B T \ln \left( \langle \psi | \exp \left( -\frac{H}{k_B T} \right) |\psi \rangle \right),$$  \hspace{1cm} (2.67)

the following characteristics hold:

1. $\tilde{E}(\psi, H + \delta, T) = \tilde{E}(\psi, H, T) + \delta$.
2. $\tilde{E}(\psi, \lambda H, T) = \lambda \tilde{E}(\psi, H, \lambda T)$.
3. For an energy eigenstate, $|E_k\rangle$, $\tilde{E}$ is simply the associated eigenstate energy:

$$\tilde{E}(E_k, H, T) = E_k.$$
4. In the high temperature limit $\tilde{E}$ tends to the average energy of the state:

$$\lim_{T \to \infty} \tilde{E}(\psi, H, T) = \langle \psi | H | \psi \rangle.$$
5. In the general case $\tilde{E}$ is less than the average energy:

$$\tilde{E}(\psi, H, T) \leq \langle \psi | H | \psi \rangle.$$
6. $\tilde{E}$ is independent of the the phase of the state: $\tilde{E}(\psi, H, T) = \tilde{E}(\psi e^{i\phi}, H, T)$ $\forall \phi \in \mathbb{R}$. 
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The scaling properties, captured by characteristics 1 and 2, verify that $\tilde{E}$ scales as one would expect an energy measure to scale. Property 3 captures the intuition that for a state with a known energy there is no need to statistically estimate its energy. Moreover, property 3 enables us to derive the classical Crooks equality when considering a two point projective measurement scheme. Property 6 ensures that in the absence of interactions $\tilde{E}$ is time independent, which is clearly a desirable condition for a statistical estimate of the energy of a quantum state.

Subsequent research has identified $\tilde{E}$ as the cumulant generating function \[106,107\] for the measurement statistics of energy in a quantum state. This observation has been used to develop an account of $\Delta \tilde{E}$ in which $\tilde{E}$ is interpreted as ‘an effective potential with both energetic and coherent contributions’ \[107\]. For more details on this interpretation see Ref. \[107\] and Ref. \[108\].

This latter interpretation was inspired by our original approach which we move onto now. We clarify the empirical content of the generalised energy flow term $\Delta \tilde{E}$ by comparing it to the equivalent work term of the classical Crooks equality for specific choices in battery states.

### 2.5 Quantum corrections to the classical Crooks equality

To compare the FQC to the classical Crooks equality, it is instructive to compare the generalised energy flow term, $\Delta \tilde{E}$, to the equivalent energy flows in the classical relation. Specifically, we express $\Delta \tilde{E}$ in terms of the difference between the average change in the energy of the battery in the forwards process,

$$\Delta E_+ := \langle \phi_i | H_B | \phi_i \rangle - \langle \phi_f | H_B | \phi_f \rangle,$$  \hspace{1cm} (2.68)

and the average change in the energy of the battery in the reverse process,

$$\Delta E_- := \langle \psi_f | H_B | \psi_f \rangle - \langle \psi_i | H_B | \psi_i \rangle,$$  \hspace{1cm} (2.69)

by introducing the quantity

$$W_q := \frac{1}{2} (\Delta E_+ - \Delta E_-).$$  \hspace{1cm} (2.70)

Since the unitary evolution is energy conserving, in the sense that $[U, H] = 0$, it follows that $-W_q$ is also the difference between the average energy change of the system in the forwards and reverse processes.

If the battery is prepared and measured in energy eigenstates, then $W_q$ reduces to the usual work term of the classical Crooks relation. Specifically, if $|\phi_i \rangle = |E_i \rangle$ and $|\phi_f \rangle = |E_f \rangle$ then it follows from Eq. (2.28) that $|\psi_i \rangle = |E_i \rangle$ and $|\psi_f \rangle = |E_f \rangle$ and therefore

$$W_q = \frac{1}{2} ((E_i - E_f) - -(E_i - E_f)) = \frac{1}{2} (W - (-W)) = W,$$  \hspace{1cm} (2.71)

where we have identified $(E_i - E_f)$, the energy lost by the battery, as the work $W$ done on the system.

For more general quantum battery states, $W_q$ generalises $W$ to the quantum regime in two key ways. Firstly, $W_q$ accounts for coherence by quantifying the battery’s average energy change rather than a well defined but stochastic energy change. Secondly, the definition of $W_q$ counts for the fact that the magnitude of the energy flows between the system and the battery quantified by the FQC differ in the forwards and reverse processes, that is in general $\Delta E_+ \neq -\Delta E_-.$

The difference between the FQC and classical Crooks equality can in this manner be captured by the ratio of $\Delta \tilde{E}$ to $W_q$,

$$q := \frac{\Delta \tilde{E}}{W_q}.$$  \hspace{1cm} (2.72)
We will call this quantity the quantum prefactor and since it enables the FQC to be written as
\[
P(\phi_f | \phi_i, \gamma_i) = \exp \left( - \frac{\Delta F}{k_B T} \right) \exp \left( q \frac{W_q}{k_B T} \right). \tag{2.73}
\]
Since \( W_q \) can be explicitly calculated from the choice in initial and final battery states (\( \phi_i, \phi_f, \psi_i \) and \( \psi_f \)) it follows that the quantum deviation prefactor \( q \) (and the generalised energy flow \( \Delta \tilde{E} \)) can be experimentally deduced, via Eq. (2.73), from measuring the forwards and reverse transition probabilities.

The quantum prefactor \( q \) depends on both the Hamiltonian of the battery and the states the battery is prepared and measured in. Therefore, to allow us to concretely discuss the quantum corrections to the classical Crooks equality we henceforth focus on a quantum harmonic oscillator battery with the Hamiltonian,
\[
H_B = \hbar \omega \left( N + \frac{1}{2} \right) \quad \text{with} \quad N := \sum_n n |n\rangle \langle n|. \tag{2.74}
\]
An oscillator Hamiltonian corresponds to an infinite ladder with constant spacings between each energy level, thus naturally generalising an infinitely large classical battery to a discrete quantum system. Moreover, the Hamiltonian is practical since it may be realised by a large number of physical systems. We do not need to make any specific assumptions on the system Hamiltonian to calculate \( q \) and therefore \( H_S^f, H_S^i \) and \( V_{SB}^f \) may still be chosen freely in what follows. In Section 2.7 the nature of the system Hamiltonians and the interaction between the system and the harmonic oscillator battery will be specified when we develop the results presented here into a more concrete experimental proposal.

Having chosen to focus on an oscillator battery, we derive specific FQCs for common harmonic oscillator states, namely coherent states, squeezed states and cat states [109]. To do so we calculate \( q \) as well as the specific relation between the initial and final states of the forward and reversed process, Eq. (2.28). The resulting coherent, squeezed and cat state Crooks equalities can be viewed as setting out quantum corrections to the classical Crooks equality.

### 2.5.1 Coherent state Crooks equality

Coherent states are commonly described as the most classical of the motional states of a quantum harmonic oscillator. Thus the coherent state Crooks equality, which we present in this section, can be seen as the lowest order extension of the Crooks equality to quantum states.

Before proceeding to derive the coherent Crooks equality let us first recap some of the features of coherent states. Coherent states are viewed as semi-classical due to their status as the minimal uncertainty quantum states. The standard deviation in the position and momentum of a coherent state are given by
\[
\sigma_x = \sqrt{\frac{\hbar}{2m\omega}} \quad \text{and} \quad \sigma_p = \sqrt{\frac{\hbar m \omega}{2}}, \tag{2.75}
\]
where \( m \) is the mass of the oscillator, and therefore coherent states saturate the uncertainty principle with \( \sigma_x \sigma_p = \frac{\hbar}{2} \). Coherent states are also known as displaced states since they correspond to a vacuum state which has been displaced by amount \( \alpha \) in phase space. Thus formally the coherent state can be defined as \( |\alpha\rangle := D(\alpha) |0\rangle \) where
\[
D(\alpha) := \exp \left( \alpha a^\dagger - \alpha^* a \right) \tag{2.76}
\]
is the displacement operator with $a^\dagger$ and $a$ the creation and annihilation operators of the oscillator. The displacement operator leaves the position and momentum fluctuations of the vacuum state unchanged, hence Eq. (2.75) holds as claimed, but displaces the mean position and momentum of the oscillator to

$$\langle x \rangle = x_0 = R(\alpha) \sqrt{\frac{2\hbar}{m\omega}} \quad \text{and} \quad \langle p \rangle = p_0 = \Im(\alpha) \sqrt{2\hbar m\omega} .$$  \hspace{1cm} (2.77)

In the absence of interactions, a coherent state remains a coherent state with its position and momentum freely evolving according to

$$\langle x(t) \rangle = x_0 + \frac{p_0}{m\omega} \cos(\phi - \omega t) \quad \text{and} \quad \langle p(t) \rangle = \sqrt{(m\omega x_0)^2 + p_0^2} \sin(\phi - \omega t) .$$ \hspace{1cm} (2.78)

where $\tan(\phi) = p_0/x_0$. Thus the dynamics of a coherent state in a harmonic potential closely resembles that of a classical oscillator.

While coherent states are the most classical of the motional quantum states, crucially a coherent state consists of a superposition of energy eigenstates and thus fundamentally a battery prepared in a coherent state is non-classical. In the number basis, the coherent state can be written as

$$|\alpha\rangle = \exp \left( -\frac{|\alpha|^2}{2} \right) \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle$$ \hspace{1cm} (2.79)

such that the probability to find the oscillator in the $n_{th}$ Fock state is Poisson distributed. Moreover, the average and standard deviation of the energy of a coherent state are given by

$$\langle E \rangle = \langle H_B \rangle_{\alpha} = \hbar \omega \left( |\alpha|^2 + \frac{1}{2} \right) \quad \text{and} \quad \sigma_E = \sqrt{\hbar \omega |\alpha|} .$$ \hspace{1cm} (2.80)

respectively. Consequently, in the classical limit of states with large displacements $\alpha$, the ratio between the standard deviation and average energy of a coherent state, $\frac{\sigma_E}{\langle E \rangle}$, vanishes and the uncertainty in the energy of the battery is increasingly insignificant. However, for small displacements the relative spread in the energy of a coherent state battery due to vacuum fluctuations may be substantial.

The coherent state Crooks equality is derived by considering transition probabilities between coherent states of an oscillator battery. We set the measured states $|\phi_f\rangle$ and $|\psi_i\rangle$ to the coherent states $|\alpha_f\rangle$ and $|\alpha_i^*\rangle$ respectively,

$$|\phi_f\rangle = |\alpha_f\rangle \quad \text{and} \quad |\psi_i\rangle = |\alpha_i^*\rangle$$ \hspace{1cm} (2.81)

and calculate the prepared states $|\phi_i\rangle$ and $|\psi_f\rangle$ using the mapping specified by Eq. (2.28). This step involves calculating the effect of applying the operator $\exp \left(-\frac{H_B}{2k_B T} \right)$ to coherent state. We find that

$$\exp \left(-\frac{H_B}{2k_B T} \right) |\alpha\rangle \propto \exp \left( -\chi \left( N + \frac{1}{2} \right) \right) \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle \propto \sum_{n=0}^{\infty} \frac{(\alpha \exp(-\chi))^n}{\sqrt{n!}} |n\rangle \propto |\alpha \exp(-\chi)\rangle ,$$ \hspace{1cm} (2.82)

where the dimensionless parameter

$$\chi := \frac{\hbar \omega}{2k_B T} .$$ \hspace{1cm} (2.83)

is the ratio of vacuum fluctuations of the battery, $\hbar \omega/2$ to thermal fluctuations of the system, $k_B T$, a measure which delineates between quantum and thermodynamic regimes. The prepared states are therefore given by

$$|\phi_i\rangle = |\alpha_i \exp(-\chi)\rangle \quad \text{and} \quad |\psi_f\rangle = |\alpha_f^* \exp(-\chi)\rangle .$$ \hspace{1cm} (2.84)
We thus find that the pairs of states considered in the forwards and reverse process disagree by a factor of $\exp(-\chi)$. In the classical limit in which thermal fluctuations dominate and vacuum fluctuations are negligible, $\chi$ vanishes and $\exp(-\chi)$ tends to 1, and therefore the reverse process is the exact time-reversed process. However, in general the factor of $\exp(-\chi)$ is essential to capture the quantum uncertainty in the energy of a coherent state.

The next step to deriving the coherent state Crooks equality is to calculate the prefactor $q$. To do so, we first evaluate $\bar{E}$, Eq. (2.30), for an oscillator battery in a coherent state and find that

$$
\bar{E}_\alpha \left( \hbar \omega \left( N + \frac{1}{2} \right) \right) = -k_B T \ln \left( \langle \alpha \exp \left( -2\chi \left( N + \frac{1}{2} \right) \right) |\alpha\rangle \right)
$$

$$
= -k_B T \ln \left( \exp \left( -|\alpha|^2 \right) \sum_n \frac{|\alpha|^{2n}}{n!} \exp \left( -2\chi \right)^n \exp (-\chi) \right) \tag{2.85}
$$

$$
= -k_B T |\alpha|^2 \left( \exp(-2\chi) - 1 \right) + \chi k_B T.
$$

From this it follows that the energy flow term, $\Delta \bar{E} := \bar{E}_\alpha(H_B) - \bar{E}_\alpha(H_B)$, takes the form

$$
\Delta \bar{E} = k_B T (|\alpha|^2 - |\alpha|^2) (\exp(-2\chi) - 1) . \tag{2.86}
$$

The energy flows $\Delta E_+$ and $\Delta E_-$ evaluate to

$$
\Delta E_+ := \langle \alpha_i | \exp(-\chi) | \hbar \omega \left( N + \frac{1}{2} \right) |\alpha_i \exp(-\chi) \rangle - \langle \alpha_f | \hbar \omega \left( N + \frac{1}{2} \right) |\alpha_f \rangle \tag{2.87}
$$

$$
= (\exp(-2\chi)|\alpha|^2 - |\alpha|^2) \hbar \omega \tag{2.88}
$$

$$
\Delta E_- := \langle \alpha^*_f | \exp(-\chi) | \hbar \omega \left( N + \frac{1}{2} \right) |\alpha^*_f \exp(-\chi) \rangle - \langle \alpha^*_i | \hbar \omega \left( N + \frac{1}{2} \right) |\alpha^*_i \rangle \tag{2.89}
$$

$$
= (\exp(-2\chi)|\alpha|^2 - |\alpha|^2) \hbar \omega . \tag{2.90}
$$

from which it follows that the actual energy flow term, $W_q := (\Delta E_+ - \Delta E_-)/2$, is given by

$$
W_q = \frac{\hbar \omega}{2} (|\alpha|^2 - |\alpha|^2) (\exp(-2\chi) + 1) \tag{2.91}
$$

Thus for the coherent state Crooks equality the quantum prefactor $q$, the ratio of the generalised energy flow $\Delta \bar{E}$ to the actual energy flow $W_q$, evaluates to

$$
q(\chi) = \frac{1}{\chi} \frac{1 - \exp(-2\chi)}{1 + \exp(-2\chi)} = \frac{1}{\chi} \tanh(\chi). \tag{2.92}
$$

The quantum prefactor, Eq. (2.92), can be written in a more natural and instructive form by relating it to the average energy of a thermal oscillator battery. Specifically, we can calculate the average energy of a harmonic oscillator as follows

$$
\text{Tr}[H_B \gamma(H_B)] = \sum_n \hbar \omega (n + 1/2) \frac{\exp \left( -\frac{\hbar \omega (n + 1/2)}{k_B T} \right)}{Z_{H_B}} \frac{1}{2} \hbar \omega \left( 1 + \exp(-2\chi) \right) = \frac{k_B T}{q(\chi)} . \tag{2.93}
$$

On rearranging the above expression, we find that the quantum prefactor can be written as

$$
q(\chi) = \frac{k_B T}{\text{Tr}[H_B \gamma(H_B)]]} := \frac{k_B T}{\hbar \omega T} , \tag{2.94}
$$

where we have implicitly defined the ‘thermal frequency’ $\omega_T$ as the average frequency of a harmonic oscillator in a thermal state. The coherent state Crooks equality therefore reads

$$
\frac{P(\alpha_f | \alpha_i \exp(-\chi), \gamma_i)}{P(\alpha^*_f | \alpha^*_i \exp(-\chi), \gamma_f)} = \exp \left( -\frac{\Delta F}{k_B T} \right) \exp \left( \frac{W_q}{\hbar \omega_T} \right) . \tag{2.95}
$$
Figure 2.5: **Coherent state Crooks equality deviations.** The purple line indicates the average energy, $\hbar \omega_T$, of a quantum harmonic oscillator in a thermal state at temperature $T$. The grey line shows the classical limit in which $\hbar \omega_T$ tends to $k_B T$. The blue dotted line and red dashed line indicate the thermal and quantum contributions to $\hbar \omega_T$ respectively, as specified by Eq. (2.98). These energies are given in units of $k_B T$ and are plotted as a function of $\chi$, Eq. (2.83).

We thus find that the difference between the coherent state and the classical Crooks equalities is encoded in the thermal frequency, which acts as an effective temperature. Intriguingly, $\hbar \omega_T$ was also identified as an effective temperature in the context of an oscillator Szilard engine [110], suggesting it is a physically natural quantity.

A better handle on the role of the thermal frequency $\omega_T$ factor in inducing corrections to the classical Crooks relation can be obtained by splitting the factor into its thermal and quantum contributions. The average energy of a quantum harmonic oscillator is comprised of kinetic, potential, and vacuum fluctuation terms,

$$\hbar \omega_T = E_{\text{kin}} + E_{\text{pot}} + E_{\text{vac}}.$$  (2.96)

This expression can be simplified first by noting that for an oscillator in a thermal state it follows from the quantum Virial theorem [111] that the kinetic and potential energies are equal. Additionally, the expression can be written in a more instructive form by writing the kinetic energy in terms of the thermal De Broglie wavelength $\lambda_{\text{th}} := \frac{\hbar}{p}$ [112] where $p$ is the momentum of the oscillator. Combining these two observations we have that

$$E_{\text{pot}} = E_{\text{kin}} = \frac{p^2}{2m} = \frac{\hbar^2}{2m \lambda_{\text{th}}^2},$$  (2.97)

and therefore the thermal frequency can be written as

$$\hbar \omega_T = \frac{\hbar^2}{m \lambda_{\text{th}}^2} + \frac{1}{2} \hbar \omega.$$  (2.98)

Thus we see that the the thermal frequency can be decomposed into a thermal contribution of the form $\frac{\hbar^2}{m \lambda_{\text{th}}^2}$ and quantum contribution $\frac{1}{2} \hbar \omega$ given by the vacuum fluctuations. This lends support to our interpretation of $\hbar \omega_T$ as an effective temperature that incorporates quantum fluctuations as well as thermal fluctuations.

The thermal De Broglie wavelength sets the spatial scale on which a thermal system can be viewed as classical or quantum. In general, if $\lambda_{\text{th}}$ is small the system is reasonably well localised and can effectively be considered classical. In this classical limit the dominant contribution to
the thermal frequency is thermal and $\hbar\omega_T$ tends to $k_B T$ in agreement with the classical Crooks equality and the equipartition theorem. Conversely, for delocalised quantum systems, in which quantum effects are substantial, $\lambda_{th}$ is large. In this quantum limit, the thermal contribution to $\hbar\omega_T$ vanishes and therefore the expression is dominated by vacuum fluctuations.

As shown in Fig. 2.5 $\hbar\omega_T$ increases monotonically with $\chi$. As a result, the exponential dependence of the ratio of the forwards and reverse transition probabilities on the difference in the energy flows of the forwards and reverse processes, $W_q$, is suppressed. Consequently, in the general quantum limit the probability for the reverse process is larger than expected classically and therefore irreversibility is in a sense milder. We can attribute this to the presence of quantum coherence as it is the contribution from vacuum fluctuations that makes the thermal frequency $\hbar\omega_T$ larger than the temperature $k_B T$ outside of the classical limit. Since the dynamics of the system and battery are unitary and so fully reversible, this heightened irreversibility arises from the choice in prepared and measured states in the forwards and reverse processes.

2.5.2 Squeezed state Crooks equality

Squeezed displaced states also saturate the uncertainty principle but, in contrast to coherent states, the variance in the position and momentum of a squeezed state are unequal. Specifically, the variance of the oscillator’s position and momentum are rescaled as

$$\Delta x = \exp(-r)\sqrt{\frac{\hbar}{2m\omega}} \quad \text{and} \quad \Delta p = \exp(+r)\sqrt{\frac{\hbar m\omega}{2}},$$

(2.99)

where the parameter $r$ quantifies the magnitude of the squeezing. The squeezed state Crooks equality, which quantifies transition probabilities between squeezed battery states, can thus be seen as setting out higher order quantum corrections to the coherent state and classical Crooks equalities. Analogously to the coherent state, the squeezed displaced state is formally defined as the state generated by squeezing and then displacing the vacuum state, that is $|\alpha,r\rangle = D(\alpha)S(r)|0\rangle$, where

$$S(r) = \exp\left(\frac{r^2}{2} \left(a^2 - a^2\right)\right)$$

(2.100)

is the squeezing operator.

To derive a squeezed state Crooks equality the measured states $|\phi_f\rangle$ and $|\psi_i\rangle$ are set to the squeezed displaced states $|\alpha_f, r_f\rangle$ and $|\alpha_i^*, r_i\rangle$ respectively, that is

$$|\phi_f\rangle = |\alpha_f, r_f\rangle \quad \text{and} \quad |\psi_i\rangle = |\alpha_i^*, r_i\rangle.$$  

(2.101)

Similarly to the coherent state Crooks equality, to derive a squeezed state relation we need to calculate the prepared states $|\phi_i\rangle$ and $|\psi_f\rangle$ using Eq. (2.28), as well as $\Delta E$, Eq. (2.30). These calculations utilise standard techniques in operator algebra but are rather involved and so we leave them to the Appendix B.2. We find that the prepared states are given by the squeezed states $|\psi_f\rangle = |s_f, \mu_f\rangle$ and $|\phi_i\rangle = |s_i, \mu_i\rangle$ with

$$s := \tanh^{-1}\left(\exp(-2\chi)\tanh(r)\right) \quad \text{and} \quad \mu := \frac{\exp(-\chi)(1 + \tanh(r))}{1 + \exp(-2\chi)\tanh(r)}.$$  

(2.102)

We further find that for real $\alpha$ (we include the general expression for complex $\alpha$ in Appendix B.2) that $\Delta E = \tilde{E}_{\alpha,r} - \tilde{E}_{\alpha,f,r}$ where $\tilde{E}_{\alpha,r} = -k_B T \ln(\tilde{Z}_{\alpha,r})$ with

$$\tilde{Z}_{\alpha,r} := \frac{\exp\left(-|\alpha|^2(1 - \tanh(r))\right)\cosh(r)}{\sqrt{1 - \tanh(r)^2\exp(-4\chi)}} \exp\left(\frac{|\alpha|^2(1 + \tanh(r))^2}{1 - \tanh(r)^2\exp(-4\chi)}\right).$$

(2.103)
Figure 2.6: **Squeezed state Crooks equality deviations.** We plot the prefactor $q$, Eq. (2.127), as a function of $\chi$ for coherent states and squeezed displaced states. The red, purple and blue lines plot $r = 1$, $r = 0$ (i.e. the coherent state case) and $r = -1$ respectively. The grey line indicates the classical limit in which $q = 1$. As indicated by the black Wigner plot insets, in a) the prepared and measured squeezed displaced battery state are displaced with respect to position only, that is the displacement is real $\alpha_{i,f} = \Re(\alpha_{i,f})$ and $\mu_{i,f} = \Re(\mu_{i,f})$; whereas in b) the state is displaced with respect to momentum only, that is the displacement is purely imaginary $\alpha_{i,f} = \Im(\alpha_{i,f})$ and $\mu_{i,f} = \Im(\mu_{i,f})$.

While the precise form of the above expression is not especially insightful we can use it to plot the quantum prefactor $q(\chi)$, Eq. (2.72), for squeezed states.

In Fig. 2.6 we compare the effect of using a battery that is prepared in a squeezed or coherent state with the effect of using a classical battery by plotting $q(\chi)$ for these three cases. In the classical limit, where thermal fluctuations dominate over vacuum fluctuations, $\chi$ tends to 0 and $q$ tends to 1 for both coherent and squeezed states. Thus, in this classical limit we regain the classical dependence on work despite the uncertainty in the energy of the coherent and squeezed state batteries. Conversely, in the low temperature quantum limit where the contribution from vacuum fluctuations becomes substantial and $\chi$ tends to $\infty$, we see that $q$ vanishes for both coherent and squeezed states.

While the predictions of the squeezed and coherent state relations, as quantified by the prefactor $q$, qualitatively agree in the high and low temperature limits; beyond these extremes we find that squeezing can generate deviations from the coherent state case. In Fig. 2.6(a) we suppose that the battery is prepared and measured in states which are displaced with respect to position only. In this case we see that for prepared and measured states that are squeezed with respect to momentum, that is for negative $r$, the behaviour of $q$ is qualitatively similar to the coherent state case but decreases more rapidly. Conversely, if the battery is squeezed with respect to position, that is for positive $r$, then the behaviour is again similar to the coherent state case in the quantum limit of large $\chi$, but intriguingly there is now an intermediary regime in which $q$ is greater than the classical value of 1. In Fig. 2.6(b) the prepared and measured states are displaced with respect to

---

5 The coherent state case, shown in purple, is equivalent to the inverse of the thermal frequency $\hbar\omega_T$ which is plotted in purple in Fig. 2.5.
Table 2.1: Forwards Process

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>$</td>
</tr>
<tr>
<td>Squeezed</td>
<td>$</td>
</tr>
<tr>
<td>Cat</td>
<td>$\eta^{i\chi}</td>
</tr>
</tbody>
</table>

Table 2.2: Reverse Process

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>$</td>
</tr>
<tr>
<td>Squeezed</td>
<td>$</td>
</tr>
<tr>
<td>Cat</td>
<td>$\eta^{i\chi}</td>
</tr>
</tbody>
</table>

Table 2.3: Summary of prepared and measured states. The coherent, squeezed, and cat state equalities are characterised by the preparation and measurement states of the battery. This table lists the form of these battery states respectively for the forwards ($|\phi_{i/f}\rangle$) and reverse ($|\psi_{i/f}\rangle$) processes. In the above we have defined $\eta_\chi := \exp\left(-\frac{1}{2} (1 - \exp(-2\chi))\right)$, $s := \tanh^{-1}(\exp(-2\chi) \tanh(r))$ and $\mu := \frac{\exp(-\chi)(1+\tanh(r))}{1+\exp(-2\chi)\tanh(r)}$ and the cat states are unnormalized for brevity.

momentum only. In this regime, we see the same behaviour as for displacements with respect to position but with the roles of squeezing with respect to position and momentum reversed.

We therefore observe that for a squeezed battery the ratio of the probabilities for the forwards and reverse processes is again smaller than predicted by the classical Crooks equality in the quantum limit of large $\chi$. However, there is now an intermediary regime, where this ratio is larger than the classical limit of 1. Thus, while in the deep quantum limit we see that squeezing again leads to milder irreversibility than expected classically, before this limit is reached irreversibility can be strengthened.

2.5.3 Cat state Crooks equality

Cat states, like Schrödinger’s illustrious feline, are inherently quantum mechanical. In the context of quantum optics cat states are usually defined to be superpositions of two coherent states of opposite phases, $|\alpha\rangle$ and $|-\alpha\rangle$, and thus in a sense captures a superposition of two contrary properties (comparable to a dead and alive cat). For the purpose of this section we consider a more general variant of this definition and consider superpositions of two general coherent states $|\alpha\rangle$ and $|\beta\rangle$

$$|\text{Cat}\rangle \propto |\alpha\rangle + |\beta\rangle .$$

Such states are highly non-classical whenever $|\alpha - \beta| \gg 0$ and thus the cat state Crooks equality is also highly non-classical.

To derive a cat state Crooks equality the measured states $|\phi_f\rangle$ and $|\psi_i\rangle$ are set to

$$|\phi_f\rangle = |\text{Cat}_f\rangle \propto |\alpha_f\rangle + |\beta_f\rangle \quad \text{and} \quad |\psi_i\rangle = |\text{Cat}_i^*\rangle \propto |\alpha_i^*\rangle + |\beta_i^*\rangle .$$

The prepared states $|\phi_i\rangle$ and $|\psi_f\rangle$ are calculated using the relation between the prepared and measured states as specified in Eq. (2.28). As shown in Appendix B.3, the prepared states evaluate
Figure 2.7: Cat state Crooks equality deviations. We plot \( q := \frac{\Delta \tilde{E}}{W} \) as a function of \( \chi \) for cat states. As indicated by the insets, in a) the prepared and measured battery states consist of superpositions of coherent states with opposite phase, specifically \( |\phi_i\rangle = |\text{Cat}_i\rangle \propto |\delta/2\rangle + |\delta/2\rangle \) and \( |\phi_f\rangle = |\text{Cat}_f\rangle \propto |\delta/2 + 1\rangle + |\delta/2 - 1\rangle \). In b) the prepared and measured states consist of superpositions of different displacements with the same phase, specifically \( |\phi_i\rangle = |\text{Cat}_i\rangle \propto |\delta - 2\rangle + |\delta - 2 - \delta\rangle \) and \( |\phi_f\rangle = |\text{Cat}_f\rangle \propto |2\rangle + |3\rangle \). In both figures the dark blue line indicates \( q(\chi) \) for coherent states.

to the following weighted superpositions of coherent states

\[
|\phi_i\rangle \propto \eta^{(\alpha_i)^2} \exp(-\chi) \alpha_i^2 + \eta^{(\beta_i)^2} \exp(-\chi) \beta_i^2 \quad \text{and} \quad |\psi_f\rangle \propto \eta^{(\alpha_f)^2} \exp(-\chi) \alpha_f^2 + \eta^{(\beta_f)^2} \exp(-\chi) \beta_f^2
\]

where we have defined

\[
\eta_\chi := \exp \left( -\frac{1}{2} (1 - \exp(-2\chi)) \right).
\]

In Table 2.9.1 we summarise the states prepared and measured in the forwards and reverse protocols for cat state equality as well as the coherent and squeezed state equalities. We further find that the generalised energy flow term is given by \( \Delta \tilde{E} = \tilde{E}_{\text{Cat}_i} - \tilde{E}_{\text{Cat}_f} \) where \( \tilde{E}_{\text{Cat}_k} = \frac{-k_B T \ln(\tilde{Z}_{\text{Cat}_k})}{2} \) with

\[
\tilde{Z}_{\text{Cat}_k} = \frac{\eta^{2|\alpha_k|^2}_\chi + \eta^{2|\beta_k|^2}_\chi + \eta^{2|\alpha_k|^2+|\beta_k|^2}_\chi \exp \left( \frac{1}{2} \exp(-2\chi)(|\beta_k|^2 + |\alpha_k|^2 - 2\beta_k^* \alpha_k) \right)}{2 + 2\Re(\exp(-\frac{1}{2}(|\alpha_k|^2 + |\beta_k|^2 - 2\beta_k^* \alpha_k)))}
\]

for \( k = i \) and \( k = f \).

Since cat states are inherently quantum mechanical, the limit of low \( \chi \) ceases to correspond to the classical limit of the cat state Crooks equality. As a result, the plots of \( q(\chi) \) for cat states, shown in Fig. 2.7, are rather uninstructive. The closest we get to a classical limit for cat states is when the distance between the two coherent states in the superposition vanishes and a cat state tends to a coherent state. In this limit, as one would expect, \( q(\chi) \) for the cat and coherent state Crooks equalities agree as shown in purple in Fig. 2.7. More generally, as previously observed for coherent states and squeezed state batteries, in the quantum limit of large \( \chi \), the prefactor \( q \) tends to zero. However, outside of these two limits, the behaviour of \( q(\chi) \) is hard to analyse.
While in this section we have focused on the quantum corrections to the classical Crooks equality induced by preparing the battery in coherent, squeezed and Schrödinger cat states, these results have recently been extended in [114]. There we firstly study the corrections resulting from preparing the battery in binomial states, which can be viewed as analogues of coherent states for finite dimensional systems rather than infinite dimensional oscillators [115,116], leading to highly non-classical properties [117,118]. We additionally explore the effect of preparing the system in a non-equilibrium state rather than a perfectly thermal state. In particular, we have developed Crooks equalities for a system that is prepared in photon added and photon subtracted thermal states. These states have received interest in quantum optics owing to their non-Gaussian and negative Wigner functions [119–121] and unusual thermodynamic properties [122,123]. We do not discuss these new results here as they do not fit with the experimental proposal that we now proceed to discuss; however, for a complete discussion on these new equalities, along with proposals on how they could be implemented, see [114].

2.6 Autonomous quantum Crooks equality

In the next section we will develop the spin example considered earlier into an experimental proposal to test the coherent, squeezed and cat state Crooks equalities. To do so, we consider the autonomous variant of the FQC (the AQC) whereby the system and battery evolve autonomously under their joint Hamiltonian, as compared to the non-autonomous variant in which a unitary operation is applied to induce the evolution. Our reasons for considering this autonomous variant are twofold. Firstly, the non-autonomous variant implicitly depends on an external classical observer to apply the unitary which is undesirable in a fully quantum equality. Secondly, and more honestly, it is surprisingly hard to think of non-autonomous implementations whereby a physically implementable unitary both induces a change in Hamiltonian and transfers energy between the system and battery such that energy is globally conserved.

However, crucially, the FQC only holds approximately for autonomous evolutions. In this section we explain why this is the case and establish error bounds to quantify the degree to which the FQC approximately holds. We further demonstrate there there are regimes in which the equality, while strictly approximate, can be treated as exact for all practical purposes. Again, this material is reasonably technical and can be skipped.

2.6.1 Autonomy and approximate factorisability

The reason that the FQC does not hold exactly for autonomous evolutions boils down to the fact that the factorisability condition, Eq. (2.49), can not hold exactly in this case. To see why, we start by recalling that to realise an effectively time dependent system Hamiltonian, while considering a globally time independent Hamiltonian, we consider a Hamiltonian of the general form

$$H_{SB} = H^i_S \otimes \Pi_B + H^f_S \otimes \Pi_B^f + V_{SB}^\perp + 1_S \otimes H_B,$$

(2.109)

such that if the battery is initialised in a state in subspace $R_i$ and evolves to a final state in subspace $R_f$, the system Hamiltonian evolves from $H^i_S$ to $H^f_S$. For the autonomous variant of the FQC the evolution is induced by evolution under this Hamiltonian $U = \exp(-iH_{SB}t)$; where as for the non-autonomous variant the evolution is induced by the application of some unitary $U \neq \exp(-iH_{SB}t)$. 

51
The factorisability condition holds exactly for this Hamiltonian, Eq. (2.109), and the battery states
\[
\sigma_i = \rho_1 \otimes \mathcal{F}(|\psi_i\rangle \langle \psi_i|) \quad \text{and} \quad \mathcal{F}(\sigma_f) = \rho_1 \otimes \mathcal{F}(|\phi_f\rangle \langle \phi_f|)
\] (2.110)
when the following two conditions hold:

1. The battery state \( \mathcal{T} |\psi_i\rangle \) has support solely in \( R_i \) and the battery state \( \mathcal{T} |\phi_f\rangle \) has support solely in \( R_f \).

2. The battery Hamiltonian does not induce evolution between subregions \( R_i \) and \( R_f \), that is
\[
(\mathbb{1}_B - \Pi_B^i)H_B\Pi_B^i = 0 \quad \text{and} \quad (\mathbb{1}_B - \Pi_B^f)H_B\Pi_B^f = 0.
\]

If we make these two assumptions it follows that
\[
J_{H_{SN}}(\sigma_i) = \exp \left( -\frac{H_S^i \otimes \Pi_B^i + \mathbb{1}_S \otimes H_B}{2k_BT} \right) (\rho_1 \otimes \mathcal{F}(|\phi_f\rangle \langle \phi_f|)) \exp \left( -\frac{H_S^i \otimes \Pi_B^i + \mathbb{1}_S \otimes H_B}{2k_BT} \right)
\]
\[
= J_{H_S^i}(\rho_1) \otimes J_{H_B}(\mathcal{F}(|\phi_f\rangle \langle \phi_f|))
\] (2.111)
and similarly for \( J_{H_{SN}}(\mathcal{F}(\sigma_f)) \). Thus the factorisability assumption holds exactly in this limit and therefore so does the FQC.

However, to implement an autonomous change in the effective Hamiltonian of the system, the evolution of the battery between subspaces \( R_i \) and \( R_f \) must be generated by the autonomous evolution of the battery under \( H_{SB} \), that is by the propagator \( U = \exp(-iH_{SB}t/\hbar) \). Therefore the battery Hamiltonian \( H_B \) is required to induce evolution between the subregions \( R_i \) and \( R_f \) and so the second condition stated above does not hold. Consequently, the factorisability condition cannot hold exactly for non trivial autonomous dynamics meaning the FQC is strictly only ever approximate.

The approximate nature of the FQC for autonomous dynamics can be attributed to the fact that since the system must interact with the battery, the system’s local Hamiltonian is strictly never perfectly well-defined. Thus, at its core, the approximate nature here stems from the impossibility of perfectly delineating the individual energies of interacting systems. While usually implicit, this tension in fact holds for all fluctuation theorems since all systems evolve autonomously under time independent Hamiltonians once all control mechanics and energy sources are explicitly modelled. Nonetheless, this tension can be, and usually is, set aside because generally it is possible to identify subsystems and Hamiltonians that are sufficiently well defined for all practical purposes.

The FQC holds to a high degree of approximation when the system and battery can be considered effectively non-interacting at the start and end of the forwards and reverse protocols. This idea is captured by the claim that with an appropriate choice in the battery states the factorisability condition approximately holds, that is
\[
J_{H_{SN}}(\sigma_i) \simeq J_{H_S^i}(\rho_1) \otimes J_{H_B}(\mathcal{F}(|\psi_i\rangle \langle \psi_i|)) \quad \text{and} \quad J_{H_{SN}}(\mathcal{F}(\sigma_f)) \simeq J_{H_S^i}(\rho_1) \otimes J_{H_B}(\mathcal{F}(|\phi_f\rangle \langle \phi_f|)).
\] (2.112)
In this limit the FQC also approximately holds,
\[
\mathcal{P}(|\phi_f\rangle \langle \psi_i|) \simeq \exp \left( -\frac{\Delta E}{k_BT} \right) \exp \left( \frac{\Delta E}{k_BT} \right),
\] (2.113)
with the degree of approximation depending directly on the degree to which factorisability holds.
2.6.2 Error bounds

We can quantify the approximate nature of the FQC for autonomous evolutions by establishing error measures. In this section we establish three such error measures: an analytic upper bound on the error, $\epsilon$, and the actual errors calculated from the difference between, $D$, and ratio of, $1 - R$, the predicted forwards and reverse transition probabilities.

Following the approach first used in [64], to derive the measures $D$ and $\epsilon$, we first note that the FQC can be rewritten as

$$Z_i \langle \psi_i | \exp \left( - \frac{H_B}{k_B T} \right) | \psi_i \rangle \mathcal{P} (\phi_f | \phi_i, \gamma_i) - Z_f \langle \phi_f | \exp \left( - \frac{H_B}{k_B T} \right) | \phi_f \rangle \mathcal{P} (\psi_i | \psi_f, \gamma_f) \approx 0 \quad (2.114)$$

using the definition of the generalised energy flow, Eq. (2.30), and the definition of the system’s free energy in terms of the initial and final partition functions, $\exp (\Delta F/k_B T) = Z_f/Z_i$. The degree of approximation can then be quantified by switching from the claim that the left hand side of Eq. (2.114) is approximately zero, to a statement that it is bounded by the error measure $\epsilon$,

$$D := |Z_i \langle \psi_i | \exp \left( - \frac{H_B}{k_B T} \right) | \psi_i \rangle \mathcal{P} (\phi_f | \phi_i, \gamma_i) - Z_f \langle \phi_f | \exp \left( - \frac{H_B}{k_B T} \right) | \phi_f \rangle \mathcal{P} (\psi_i | \psi_f, \gamma_f) | \leq \epsilon. \quad (2.115)$$

$D$ can be calculated analytically for the coherent, squeezed and cat state Crooks equalities since it is possible to infer the terms $\langle \psi_i | \exp \left( - \frac{H_B}{k_B T} \right) | \psi_i \rangle$ and $\langle \psi_f | \exp \left( - \frac{H_B}{k_B T} \right) | \psi_f \rangle$ simply by rearranging their expressions.

The error bound, $\epsilon$, consists of the sum of the initial and final factorisation errors,

$$\epsilon = ||\epsilon^i_{SB}||_1 + ||\epsilon^f_{SB}||_1 \quad (2.116)$$

where $||\epsilon||_1 = \text{Tr} \left[ \sqrt{\epsilon^\dagger \epsilon} \right]$ denotes the trace norm of the operator $\epsilon$. The initial and final factorisation errors, $\epsilon^i_{SB}$ and $\epsilon^f_{SB}$, are defined as

$$\epsilon^i_{SB} := J_{H_{SB}} (1_S \otimes | \psi_i \rangle \langle \psi_i |) - J_{H^f} (1_S) \otimes J_{H_B} (| \psi_i \rangle \langle \psi_i |) \quad \text{and} \quad \epsilon^f_{SB} := J_{H_{SB}} (1_S \otimes | \phi_f \rangle \langle \phi_f |) - J_{H^f} (1_S) \otimes J_{H_B} (| \phi_f \rangle \langle \phi_f |). \quad (2.117)$$

capture the degree to which the exponential of the total Hamiltonian, $H_{SB}$, can be split into the product of the exponential of a battery Hamiltonian, $H_B$, and the initial or final system Hamiltonian, $H^i_S$ or $H^f_S$, when applied to the battery states $| \psi_f \rangle$ or $| \phi_f \rangle$ respectively. These errors typically can only be calculated numerically as they require exponentiating $H_{SB}$ which in general will involve non-trivial interactions between the system and battery.

The form of the above error bounds is obtained by rerunning the proof of the FQC while tracking the error induced from approximate factorisability. As before, the Global Invariance condition for the states $\sigma_i$ and $\sigma_f$, Eq. (2.110), reads

$$Z_{H_{SB}} (\rho_1 \otimes | \psi_i \rangle \langle \psi_i |) \mathcal{P} (\rho_1 \otimes | \phi_f \rangle \langle \phi_f |) \mathcal{G}_{H_{SB}} (\rho_1 \otimes \mathcal{S} (| \psi_i \rangle \langle \psi_i |)) = Z_{H_{SB}} (\rho_1 \otimes | \phi_f \rangle \langle \phi_f |) \mathcal{P} (\rho_1 \otimes | \psi_i \rangle \langle \psi_i |) \mathcal{G}_{H_{SB}} (\rho_1 \otimes \mathcal{S} (| \phi_f \rangle \langle \phi_f |)). \quad (2.118)$$

Substituting in the definition of the factorisability errors $\epsilon_{SB}^i$ and $\epsilon_{SB}^f$, Eq. (2.117) gives

$$Z_i Z \mathcal{F}_{\phi_f, \gamma_f} \mathcal{P} (| \psi_f \rangle) + \text{Tr} [(1_S \otimes | \phi_f \rangle \langle \phi_f |) U \mathcal{S} (\epsilon_{SB}^f) U^\dagger] = Z_f Z \mathcal{F}_{\phi_f, \gamma_f} \mathcal{P} (| \psi_i \rangle) + \text{Tr} [(1_S \otimes | \psi_i \rangle \langle \psi_i |) U \mathcal{S} (\epsilon_{SB}^i) U^\dagger], \quad (2.119)$$
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which can be rearranged and combined with the triangle inequality to give

$$|Z_i \tilde{Z}_\psi, \mathcal{P}(\phi_f|\psi, \gamma)| - Z_f \tilde{Z}_\psi, \mathcal{P}(\psi_f|\psi, \gamma)| \leq |\text{Tr}[I_S \otimes |\phi_f\rangle \langle \phi_f|U(\epsilon^I_{SB})U^\dagger]| + |\text{Tr}[I_S \otimes |\psi_i\rangle \langle \psi_i|U(\epsilon^S_{SB})U^\dagger]| . \quad (2.120)$$

The Cauchy Schwartz identity entails that

$$\text{Tr}[(U^\dagger (I_S \otimes |\phi_f\rangle \langle \phi_f|)U) \epsilon^I_{SB}] \leq ||\Sigma(\epsilon^I_{SB})||_1 = ||\epsilon^I_{SB}||_1 \quad \text{and} \quad \text{Tr}[(U^\dagger (I_S \otimes |\psi_i\rangle \langle \psi_i|)U) \epsilon^S_{SB}] \leq ||\Sigma(\epsilon^S_{SB})||_1 = ||\epsilon^S_{SB}||_1 . \quad (2.121)$$

Thus, combining Eq. (2.120) and Eq. (2.121) gives the error bounded FQC

$$|Z_i \tilde{Z}_\psi, \mathcal{P}(\phi_f|\psi, \gamma)| - Z_f \tilde{Z}_\psi, \mathcal{P}(\psi_f|\psi, \gamma)| \leq ||\epsilon^I_{SB}||_1 + ||\epsilon^S_{SB}||_1 . \quad (2.122)$$

While the error bounded FQC enables the FQC to be tested for autonomous evolutions, in some regimes the error measures $D$ and $\epsilon$ cease to be reliable indicators of the accuracy of the FQC. For example, $D$ is small when the transition probabilities $\mathcal{P}$ are small even if the FQC could not reasonably be considered to hold accurately. Therefore, we also consider $R$ the ratio of the left and right hand sides of the FQC,

$$R := \frac{\mathcal{P}(\phi_f|\psi, \gamma)}{\mathcal{P}(\psi_f|\psi, \gamma_\epsilon)} \left( \exp \left( \frac{\Delta \tilde{E} - \Delta \tilde{F}}{k_B T} \right) \right)^{-1} . \quad (2.123)$$

The quantity $1 - R$ vanishes when the FQC holds exactly, irrespective of the magnitude of the transition probabilities, and thus is a better measure of the accuracy of the FQC in regimes where the transition probabilities are small.

### 2.6.3 Verification of bounds

Here we consider an autonomous variant of the spin example from earlier and show that there are regimes in which the coherent, squeezed and cat states Crooks equalities are exact for all practical purposes.

As a reminder, the Hamiltonian for the spin example is of the form

$$H_{SB} = I_S \otimes H_B + \sigma_z^S \otimes E(x_B) . \quad (2.124)$$

For now we assume that the battery is a harmonic oscillator, Eq. (2.74), and we take the level splitting $E(x)$ to linearly increase from some initial value $E_i$ to some final value $E_f$ with

$$E(x) = \begin{cases} E_i & x \leq x_i \\ \frac{E_f - E_i}{x_f - x_i}(x - x_i) + E_i & x_i < x < x_f \\ E_f & x \geq x_f \end{cases} . \quad (2.125)$$

Without loss of generality, we chose to centre the interaction region around $x = 0$ such that $|x_i| = |x_f|$.

We numerically simulated the full quantum state evolution of the two level system and harmonic oscillator battery for this choice in Hamiltonian to obtain the error measures $D$ and $R$, as defined in Eq. (2.115) and Eq. (2.123). We further numerically calculated the error bound $\epsilon$, defined in Eq. (2.116). As shown in Fig. 2.8, we find that $D$ is less than $\epsilon$, for a wide range of simulated parameters.

For the coherent states and squeezed states the inset of Fig. 2.8 shows that $1 - R$ tends to 0 as $|\alpha_i|$ is increased. As is shown in blue and red respectively, for a given $|\alpha_i|$ squeezing the momentum
Figure 2.8: Verification of error bounds. We plot the error measures for evolution under the total Hamiltonian with the position dependent level splitting interaction and a harmonic oscillator battery. In the main figures, the solid (dashed) lines plot $D(\epsilon)$ and the insets plot $1-R$. In (a) the coherent state Crooks equality data is shown in purple and squeezed state Crooks equality data shown in red ($r = -1$) and blue ($r = 1$). In (b) the data for cat states prepared and measured either side of the interaction, $|\psi_i = |\phi_f \propto |\alpha \rangle + |\mp \alpha \rangle$, is shown in red and the data for cat states prepared and measured on a single side of the interaction region, $|\psi_i \propto |-\alpha \rangle + |-(\alpha + 1)\rangle$ and $|\phi_f \propto |\alpha \rangle + |\alpha + 1\rangle$, is shown in blue. In this simulation we have used the following parameters: $x_i = -4$, $x_f = 4$, $\hbar \omega = 1$, $E_i = 1$, $E_f = 2$ and $k_B T = 1$. Both plots are a function of $-\alpha_i = \alpha_f$ the displacement of the prepared/measured state. The displacement parameters, $\alpha_{i,f}$, and the positions $x_i$ and $x_f$, are given in units of dimensionless position $X = \sqrt{2/\hbar \omega} x$.

variance of the prepared and measured states increases $1-R$; while, squeezing the position variance decreases $1-R$. For simplicity, in these plots we present data for real displacements. However, we have additionally observed similar behaviour for coherent and squeezed states with a complex displacement $\alpha$, and therefore a finite momentum.

For the cat state equality, we firstly consider measured states involving superpositions of coherent states solely within the region $x < x_i$ or solely within the region $x > x_f$, that is states of the form $|\psi_i \propto |\mp \alpha \rangle + |\alpha \rangle + |\alpha + 1\rangle \rangle$ and $|\phi_f \propto |\alpha \rangle + |\alpha + 1\rangle$. On doing so, as is shown by the red line in the inset of Fig. 2.8, we see that similarly to the coherent state case $1-R$ tends to 0 for large $\alpha$. However, for the cat states which straddle both the regions $x < x_i$ and $x > x_f$, that is states of the form $\propto |\alpha \rangle + |\mp \alpha \rangle$, we observe, as shown by blue line, that $1-R \approx 0.6$ for all $\alpha$.

We thus see that the accuracy of the FQC is increased by minimising the overlap of the prepared and measured battery states with the interaction region. Moreover, the equality is effectively exact for sufficiently displaced states. For example, for coherent states with $|\alpha_i| = |\alpha_f| \geq 6$ the error measures $D, \epsilon, (1-R)$ are less than $10^{-6}$. Consequently, states that are prepared comfortably outside of the interaction region experience errors lower than experimental error margins and therefore for such states the approximate nature of the FQC can be disregarded.

The behaviour of the error bounds make physical and conceptual sense. For autonomous evolutions under a time-independent interacting Hamiltonian, the system and battery are technically
interacting at all times and thus the system never strictly has a well-defined local Hamiltonian. However, when the battery is initially prepared with support far from the interaction region, the system’s Hamiltonian is approximately well defined. In this limit, the system can properly thermalise with respect to its initial Hamiltonian and therefore the initial thermal states of the forwards and reverse processes are effectively well defined. Therefore, in this limit, the autonomous FQC quantifies precisely the usual Crooks-like scenario in which an initially thermal system is driven by a change in Hamiltonian and thus may hold exactly.

2.7 Experimental proposal

To make the spin proposal more concrete in this section we will discuss how it could be experimentally implemented utilising an ion confined to a linear Paul trap. We propose using an elongated axial mode of a trapped ion to represent the oscillator battery and use a pair of internal electronic levels to represent the system. We assume that the radial confinement is sufficiently large that all radial motion is frozen out and we can disregard this degree of freedom. To practically and convincingly verify the FQC the following six conditions must hold of the experimental setup.

1. For the forwards and reverse transition probabilities to be measurable they need to be an experimentally accessible order of magnitude. That is they cannot be vanishingly small or too close to 1,

\[
10^{-2} \lesssim \mathcal{P}(\phi_f | \phi_i, \gamma_i) \lesssim 1 - 10^{-2} \\
10^{-2} \lesssim \mathcal{P}(\psi_i | \psi_f, \gamma_f) \lesssim 1 - 10^{-2}.
\]

2. To simulate a non-trivial thermal system state with a practical number of experimental runs we need there to be non-negligible populations in both the ground and excited states. This is realised as long as the initial and final splitting between the two system energy levels, \(2E_i\) and \(2E_f\) respectively, are a similar order of magnitude to the temperature the experiment is conducted at, that is

\[
2E_i \approx k_B T \approx 2E_f.
\]

3. For the experimental implementation to probe the FQC in a regime in which the system is substantially driven from equilibrium we require a moderately strong system-battery interaction. We therefore require the increase in the splitting of the system energy levels to be reasonably large, that is at least as large as the trap frequency,

\[
|2E_f - 2E_i| \gtrsim \hbar \omega.
\]

4. In modelling the interaction between the system and the battery as a unitary operation, we have assumed that decoherence and heating can be neglected on the timescale of the interaction. Therefore, to test the FQC, we require the decoherence and heating rates of the battery to be considerably lower than the trap frequency. The heating of the two level system can be made negligible by using long-lived internal levels. The primary constraint is thus the heating rate of the phonon mode battery, \(\nu_{\text{therm}}\), and we require

\[
\nu_{\text{therm}} \ll \omega.
\]

5. For the FQC to hold to a high degree of approximation, the interaction needs to be designed in such a way, such that the initial overlap between the phonon wavepacket and the interaction
region, $x_i < x < x_f$ is negligible. That is, the interaction needs to be designed such that the ion can be prepared in a state that sits comfortably within the regions $x < x_i$ or $x > x_f$.

6. Finally, we need the temperature to be reasonably low compared to the trapping frequency, $k_B T \lesssim \hbar \omega$, if we wish to test the FQC in the regime of larger $\chi$ in which quantum deviations are predicted.

We observed in Section 2.5.1 that coherent states with smaller displacements are 'more quantum' in the sense that the relative uncertainty in their energy compared to their mean energy is larger, Eq. (2.80). Thus performing the experiment on a smaller spatial scale allows deeper quantum regimes to be probed.

More concretely, the requirements for measurable transition probabilities (requirement 1) and manageable heating rates (requirement 4) combined with the desire to probe low temperature regimes as compared to the trapping frequency (requirement 6) sets the spatial scale on which the experiment would need to be conducted. Firstly, the heating rate sets the minimum trap frequency. Linear Paul traps typically have heating rates of around 40 phonons per second [124] and therefore to ensure negligible heating of the ion within half an oscillation, the axial trap frequency must be at least of the order of MHz. The trap frequency then determines the spread of the wavefunction for the ion in a coherent state. The standard deviation of a coherent state ion in a MHz trap, by Eq. (2.75), is on the order of tens of nanometers. Finally the spread of the ion, combined with the temperature and the spatial scale of the trap, sets the typical magnitude of the transition probabilities. In general terms the smaller the spatial scale on which the ion oscillates the larger its position variance is as compared to its displacement and the easier it is to ensure a substantial overlap between the evolved and measured states. However, for lower temperatures regimes it can be hard to ensure a significant overlap because the pairs of prepared and measured states differ substantially due to the temperature dependent parameterisation of the measured states specified by Eq. (2.28). Therefore, to ensure substantial overlap between the evolved and measured states for both the forwards and reverse processes, even in the low temperature regimes, the oscillation amplitude must be at least on the $\mu m$ scale, ideally smaller.

The simplest means of inducing our proposed Hamiltonian with the position dependent level splitting specified by Eq. (2.125) would be to use a position dependent magnetic field. When an ion is placed in a static magnetic field, the interaction between the magnetic dipole of the ion and the magnetic field perturbs the electronic energy level structure of the ion. The splitting of an energy level into several components due to a magnetic field is known as the Zeeman effect and is proportional to the applied magnetic field. Thus by taking the system to be a pair of Zeeman levels and applying a magnetic field with $B(x) \propto \Delta E(x)$ we can realise any splitting of our choice. Specifically, realising the level splitting specified by Eq. (2.125) would require a weak constant magnetic field in the region $x < x_i$, followed by a linearly increasing magnetic field in the region $x_i < x < x_f$ and then a constant larger magnetic field in the region $x > x_f$.

However, realising this magnetic field geometry on a $\mu m$ scale would be a formidable engineering challenge. Moreover, even if successful, it would likely require conducting wires in close proximity to the ion, which would cause substantial heating of the ion making requirement 4 harder to satisfy.

Therefore, rather than using the Zeeman shift, we advocate using the AC Stark shift to implement the position dependent level splitting. The AC shift is a splitting to an atom or ion’s energy levels due to the interaction between an ion’s electric dipole and an oscillating electric field. It can be generated by an off resonance laser field.
Figure 2.9: Sketch of trapped ion proposed implementation. An ion (red wavepacket) is trapped in an elongated trap (grey line) which drives its evolution through the trap (indicated by red arrow). An off-resonance laser is applied perpendicularly across one half of the trap (blue oval). The laser beam has an intensity profile with a flat central region (blue line in oval). The trapped ion experiences a position dependent AC Stark shift (pair of blue lines) as it travels autonomously through the laser beam. The red dashed line indicates the spread of the ion and the black dashed line the width of the elongated trap. Here we show the ion at the start of the autonomous evolution stage of the protocol. The preparation and measurement stages of the protocol are sketched in Fig. 2.10.

Similarly to the magnetic field implementation, the energy level splittings specified by Eq. (2.125) can be realised by using a sculptured laser beam profile. As sketched in Fig. 2.9 to replicate Eq. (2.125) as closely as possible we suggest using a laser beam with a flat central region corresponding to $x > x_f$. Outside of the laser beam corresponds to the region $x < x_i$ and there is a constant initial splitting to the energy levels corresponding to the initial Hamiltonian $H^i_S$. The flat central region of the beam corresponds to the region $x > x_f$. Here the laser induces a constant AC Stark shift realising $H^f_S$. The tail of the laser beam corresponds to the region $x_i < x < x_f$ in which the Hamiltonian evolves from $H^i_S$ to $H^f_S$. Fig. 2.9 sketches this arrangement for a smoothed top hat potential beam profile; however, there are no constraints on the interaction in the region $x_i$ and $x_f$ and therefore the tails of the beam need not be smoothed.

The AC Stark shift in general changes the average energy of the system as well as the splitting between the energy levels. This change in average energy and the non-linear change in gradient in the interaction region between $x_i$ and $x_f$ (sketched in Fig. 2.9) requires a minor change to $V_{SB}$ as specified in Eq. (2.125). However, the underlying thermal physics probed with the adjusted Hamiltonian remains unchanged.

While the Zeeman shift implementation is perfectly autonomous, strictly speaking the Stark shift implementation involves an exchange of energy between the ion and the light field. Thus
this realisation is not strictly entirely autonomous. However, for large, experimentally realisable, detunings this energy exchange can be made negligible and in such regimes the ion’s dynamics are nonetheless effectively autonomous for all practical purposes.

### 2.7.1 Experimental parameters

In this section we present a set of experimentally realisable parameters for the Stark shift implementation that satisfy the requirements listed in the previous section.

We propose using a single $^{171}$Yb$^+$ ion trapped in a linear Paul trap with an axial trapping frequency of 0.3 MHz [125]. As discussed above, a frequency of the order of MHz is compatible with typical heat rates of linear Paul traps. The magnetic component of the laser will generate a small radial force on the ion [126] and therefore the radial trapping strength needs to be large enough counter act this. Radial trapping forces of the order of GHz can be readily applied and this should be more than adequate.

To probe the lower temperature regime for the case of an axial trap frequency of the order of $0.3 \text{ MHz}$, the temperature of the setup must also be of the order of MHz. Therefore, for the thermal states to be preparable (requirement 2), the initial and final energy level splittings must also be of the order of MHz. We are therefore constrained to using hyperfine levels. For concreteness, we suggest using the $F = 1, M_F = 1$ and $M_F = -1$ levels of the $^2S_{1/2}$ ground state. In the absence of a magnetic field these energy levels are degenerate. To lift this degeneracy a magnetic field may be applied and the splitting $E_i$ can then be chosen at will within an approximate range from 0.5 MHz to 10 MHz.

To ensure that the change to the energy levels of the system are large enough for the system to be genuinely driven from equilibrium (requirement 3), the AC Stark shift induced by the laser beam should be of the order of MHz. To induce these shifts we suggest using a laser field with an intensity of $4.5 \text{ Wmm}^{-2}$ that is red detuned from the 369nm $^2S_{1/2} - ^2P_{1/2}$ transition by $0.1 \times 10^{14} \text{ Hz}$. This is expected to induce an AC Stark shift on the $M_F = 1$ and $M_F = -1$ states of -0.2 MHz and -1.2 MHz respectively [127,128].

The parameters of the beam profile are set by the requirement for it to be possible to prepare the system comfortably in the region $x > x_f$ (requirement 5) and the fact that, as discussed previously, the smaller the displacement of the prepared and measured the more quantum regimes can be probed. The position variance of a coherent state of $^{171}$Yb$^+$ for an axial frequency of 0.3 MHz is 0.01 µm [109]. Therefore, to prepare the system comfortably in the region $x > x_f$, the flat region of the laser beam profile must be at least 0.05 µm. The minimum distance the ion must travel to realise the change in Hamiltonian $H^S_0$ to $H^f_0$ is $x_f - x_i$ and therefore this sets the minimum possible displacement of the initial and final states. Our simulations indicate that the $k_B T \approx 25 \hbar \omega$ regime can be probed with $x_f - x_i = 1 \mu \text{m}$. A beam with a tail on the order of 0.1µm, would allow lower temperature regimes to be probed; however, beam shaping on the sub-µm scale becomes increasingly challenging. There is thus a trade off between the spatial scale on which the beam can be engineered and the temperature regime that can be probed.

There is some flexibility in how accurately the beam profile needs to be shaped. Numerical simulations indicate that the accuracy with which the FQC holds, as quantified by $1 - R$, scales linearly with an undesired gradient across the ideally flat region of the beam. The exact constant of proportionality of this linear scaling depends on the magnitude of the Stark shift, the temperature as well as the displacement of the battery. The gradient broadly scales as $1 - R \approx \frac{\delta I}{I}$ where $\delta I$
Figure 2.10: **Preparation and measurement techniques.** Here we sketch, for the forwards protocol, the preparation (a) and measurement (b) stages of the coherent state trapped ion implementation. (a) To prepare the ion in a coherent state the ion is first cooled to the motional ground state with respect to an initial harmonic trapping potential, shown here in blue. The center of the trapping potential is then shifted non-adiabatically. The new trapping potential after the shift is shown in grey. The ion will remain in the ground state with respect to the old potential but will be in a coherent state with respect to the new trapping potential. (b) The measurement to find the overlap between some test coherent state (the blue Gaussian) and the evolved state of the ion (the dashed red wavepacket) effectively runs the preparation process in reverse. First, the trap potential is shifted such that were the evolved state equal to the test state then after the shift the evolved state would be in the ground state with respect to the new trapping potential. The old potential from the evolution process is shown in grey and the new shifted potential is shown in blue. Secondly, a projective measurement is made to find the overlap between the evolved state and the ground state of the new trapping potential. The laser beam that induces the AC Stark shift is indicated in both figures by the blue oval.

is the change in laser intensity over a distance of $0.1 \mu m$ and $I$ is the maximum laser intensity in that region. The sensitivity of the accuracy of the FQC to an intensity gradient in the ideally flat region is higher for lower temperatures, larger Stark shifts and battery states that are prepared close to the interaction region.

### 2.7.2 Experimental techniques

To test the coherent, squeezed and cat state FQCs in this trapped ion setting we need to be able to prepare the internal energy levels in a two level thermal state, prepare the phonon modes in coherent, squeezed and cat states and perform measurements to find the overlap between the evolved ion state and a coherent, squeezed or cat state. These procedures are realisable using the following experimental techniques.

**Preparation of two-level system.** A thermal state of the internal energy levels can be simulated by pre-processing the prepared states [129]. Specifically, by preparing an ion in the ground state $N_g$ times and preparing the ion in an excited state $N_e$ times where the ratio $N_e/N_g$ is a Boltzmann factor, $N_e/N_g = \exp(-2E_i/k_B T)$, an ensemble of $N = N_g + N_e$ ions in a thermal state can be simulated. Laser control techniques for preparing an ion in the ground state or excited state are well established. Using this method to model the thermal state makes it straightforward to simulate any temperature state.
Preparation of oscillator states. To generate coherent, squeezed and cat states the ion must first be cooled to the motional ground state using sideband cooling [130]. As sketched in Fig. 2.10 the ion can be effectively displaced into a coherent state by shifting the trap centre non-adiabatically. After the trap has been shifted, the ion remains in the ground state with respect to the old potential but will be in a coherent state with respect to the new trapping potential [109].

A squeezed displaced state can similarly be prepared from the motional ground state by rapidly changing the frequency of trap such that the state remains in the ground state with respect to the old potential but is in a squeezed vacuum state with respect to the new potential [109]. A squeezed displaced state is then generated using an additional non-adiabatic shift of the trap centre as used for coherent state preparation.

Cat states can be generated using laser pulses that entangle the internal energy levels and the motional states of the ion [109]. The current record for the largest cat state, i.e. largest displacement between the pair of superposed coherent states, is 259nm [131]. The experimentalists who achieved this argue their apparatus could be used to generate states separate \( \mu m \). Thus we are rapidly reaching the stage at which the cat state Crooks equality could be tested in the regime of cats straddling the interaction region as in Fig. 2.7(a).

Measurement of oscillator states. To measure the overlap between the evolved state of the phonon modes, \( |\psi_{\text{final}}\rangle \), and some test state, \( |\psi_{\text{test}}\rangle \), we can use the fact that the overlap takes the form

\[
\langle \psi_{\text{test}} | \psi_{\text{final}} \rangle = \langle 0 | U_{B}^{\text{test}} | \psi_{\text{final}} \rangle
\]

(2.126)

where \( U_{B}^{\text{test}} \) is the unitary to generate the state \( |\psi_{\text{test}}\rangle \) from the motional ground state. Thus, to test whether the evolved state is in \( |\psi_{\text{test}}\rangle \) we can simply apply the inverse of the relevant preparation procedure, \( U_{B}^{\text{test}} \), to the evolved state, and then measure to see whether the battery is in the ground state. For example, to determine the overlap of the evolved state with some coherent state \( |\alpha_{\text{test}}\rangle \), the inverse preparation unitary is a displacement by \( -\alpha_{\text{test}} \), i.e. \( U_{B}^{\text{test}} = D(\alpha_{\text{test}})^{\dagger} = D(-\alpha_{\text{test}}) \) (this is sketched in Fig. 2.10).

A ‘filtering’ protocol for testing whether an ion is in a certain vibrational Fock state, \( |m_{\text{test}}\rangle \), was introduced in [71], and can be used to determine whether the ion is in the ground state by picking \( m_{\text{test}} = 0 \). The protocol uses the dependence of the Rabi frequency of the red and blue sidebands on phonon number, to determine a pulse sequence that excites the ion deterministically to the excited internal state if the initial phonon state is \( |0\rangle \). For initial states other than \( |0\rangle \), the ion evolves into a superposition of the excited and ground electronic states. The internal state of the ion is then measured using the electron shelving techniques. If the ion was initially in \( |0\rangle \) no fluorescence is observed. However, if the ion was not initially in \( |0\rangle \), there is a finite probability of observing fluorescence. The probability to observe fluorescence if the ion was not in \( |0\rangle \), which can be made arbitrarily close to one by repeating the protocol, sets the measurement fidelity

2.7.3 Experimental outlook

The tapered beam experimental proposal detailed above is limited by the spatial scale on which it is possible to engineer a beam shape. As discussed in the previous section, the shorter the spatial scale of the experiment, the lower the temperature regime can practically be probed, and the larger the \( \chi \) induced quantum corrections can be detected. In this section, we sketch a couple of alternative proposals, utilising difference choices in the energy level splittings \( E(x) \), which could
Figure 2.11: **Alternative position dependent potentials.** We plot the predicted quantum deviation $q$ deduced from the transition probabilities between coherent states, using Eq. (2.127), for different choices of $E(x)$ which we plot in the inset. The turquoise circles indicate $q$ for the usual ‘flat ends’ potential, the purple squares for a $\sin(x)^2$ potential, and the red triangles $q$ for a purely linear potential. The predicted analytical form of $q = \frac{\tanh(\chi)}{\chi}$ (also sketched in Fig. 2.6) is plotted in blue and the classical limit in which $q = 1$ is plotted in grey. In this simulation we have chosen the following physically plausible parameters, $x_i = -2$, $x_f = 2$, $E_i = 1\text{MHz}$, $E_f = 2\text{MHz}$, $\alpha_i = -5$ and $\alpha_f = 4$. The displacement parameters $\alpha_i, f$ and the positions, $x_i$ and $x_f$, are given in units of dimensionless position.

be used to test the FQC on shorter spatial scales thus enabling larger quantum deviations to be explored.

In Eq. (2.125) we took $E(x)$ to be constant in the regions in which the system and battery are prepared and measured to ensure that the initial and final Hamiltonians are well-defined. This maintains a closer resemblance to the classical Crooks equality setup and ensures the FQC holds to a high degree of approximation. However, if instead of directly aiming to verify the FQC, we instead focus on the less demanding task of detecting the quantum deviation predicted by the FQC, then there is more flexibility regarding the form of $E(x)$.

The difference between the FQC and the classical Crooks equality is captured by the quantum prefactor $q$. The prefactor $q$ can always be inferred from the transition probabilities by rearranging Eq. (2.73), that is

$$q = \frac{k_B T}{W_q} \ln \left( \frac{\mathcal{P}(\phi_f | \phi_i, \gamma_i)}{\mathcal{P}(\psi_f | \psi_i, \gamma_f)} \exp \left( \frac{\Delta F}{k_B T} \right) \right).$$  \hspace{1cm} (2.127)

However, in regimes in which the FQC does not hold exactly, this expression will deviate slightly from the analytical expression for $q$, that is deviate from $\Delta \tilde{E}/W_q$.

The key prediction of the FQC is that for quantum systems outside of the classical limit of high temperatures, $q$ will deviate from the classical value of 1. We suggest that even though the FQC may not hold to a high degree of accuracy when the system’s initial and final Hamiltonians are not well defined, as is the case for energy level splittings which vary in the the regions in which the system and battery is prepared and measured, it might nonetheless be possible to detect deviations of $q$ from 1 in these regions.

To investigate the viability of this hypothesis we numerically simulated the evolution of a coherent state for different choices of $E(x)$ and used the resultant transition probabilities to infer
As per Eq. (2.127), in Fig. 2.11 we compare $q(\chi)$ for three possible choices in the splittings which are sketched in the inset.

Firstly, as a point of comparison we consider again the usual ‘flat ends’ splitting, Eq. (2.125). We find that in this case the functional form for $q(\chi)$ as found from the transition probabilities (shown in turquoise) closely replicates the analytic form (dark blue). This is to be expected since we have already shown in Fig. 2.8 that the FQC holds accurately for this splitting.

Secondly, we consider a sinusoidal splitting. The change in effective Hamiltonian from $E_i \sigma_z S$ to $E_f \sigma_z S$ can be approximately replicated by using a $\sin(x)^2$ function and choosing $\alpha_i$ and $\alpha_f$ to sit in the troughs and peaks of the potential where the effective Hamiltonian is approximately constant. As shown in purple, for this sinusoidal splitting the form of $q(\chi)$ replicates the analytic expression reasonably closely.

Finally, we get rid of the flat ends completely and consider a change in effective Hamiltonian which is implement using a solely linearly increasing splitting. In this case, as shown in red, we find that while $q(\chi)$ deviates more substantially from the predicted analytic form, it is still of broadly the same functional form.

These results suggest that it would be possible to detect quantum deviations from the classical Crooks equality using sinusoidal potentials, linear potentials and perhaps other potentials that we are yet to conceive of and investigate. This flexibility in the energy level splitting of the system opens up many possible realisations to probe the FQC. The sinusoidal splitting could be realised using the AC Stark shift induced by a standing wave generated by two counter propagating lasers [132,133]. The linearly increasing splitting could be implemented via a linearly increasing Zeeman shift induced by a magnetic field strength $B(x) \propto x$ [134,136]. Crucially, standing waves and linear magnetic field gradients can be realised on the scale of $10^{-2}\,\mu m$ [132,136]. The small spatial scales of these alternative approaches would thus enable deeper quantum regimes to be explored.

### 2.8 Conclusions

Have we achieved our aim of making information theoretic approaches to quantum thermodynamics slightly more physical? An honest answer would be both yes and no.

On the one hand we have made the FQC more concrete by deriving the coherent, squeezed and cat state Crooks equalities which enable us to discuss quantum corrections to the classical Crooks equality. The compact form we found for the coherent state Crooks equality, Eq. (2.95), with its dependence on an effective temperature that incorporates both vacuum fluctuations and thermal fluctuations, is especially satisfying. It would be interesting to investigate whether the squeezed state Crooks equality, or even the cat state equality, can similarly be written in a more compact form by introducing appropriate effective temperatures and thermal wavelengths.

Additionally, the introduction of the quantum prefactor $q$ allows the consequences of quantum coherence for irreversibility to be read off the FQC. In the low temperature deep quantum regime we found that whether the battery is prepared in a coherent, squeezed or cat state, the probability for the reverse process is greater than expected classically and correspondingly irreversibility is softened. Conversely in the intermediary regime, for squeezed state and cat state batteries there are regimes in which irreversibility is apparently strengthened.

The second sense in which we have made the FQC more physical is that we have constructed a realisation which obeys the assumptions that go into deriving the FQC and used this to develop an
experimental proposal to test the relation. Moreover, our proposal can be seen to provide a means
to experimentally investigate resource theories for quantum thermodynamics. Since the system
starts in a thermal state and energy is globally conserved, the operation on the battery is a thermal
operation for a system with a changing Hamiltonian [93]. Consequently, the proposed experiment
implements a thermal operation and more broadly verifies a result that sits naturally within the
thermal operations framework. This is significant since for the large part these frameworks [11,12,26] have, with the exception of a few recent developments [137,138], been considered abstract and
unamendable to experimental realisations.

On the other hand, we freely admit that the implementation we propose, whereby the change
of Hamiltonian is implemented by the physical movement of a system between different locations
of physical space to enact a change in Hamiltonian, is rather niche. While it is interesting to note
that a number of other groups have utilised similar approaches [133,139,140] when constructing
experimental implementations to explore thermodynamics on the quantum scale, this "change in
Hamiltonian over space" implementation is certainly pretty different to classical implementations,
such as the stretched RNA molecule experiment [67,68] described in Section 2.2.2, as well as
previous quantum experimental implementations [71–74].

Proponents of information theoretic and resource theoretic approaches to quantum thermody-
namics claim that the set of assumptions which they use are natural and can capture the usual
setting quantified by fluctuation relations. It is indeed true that all Hamiltonians are time inde-
pendent once the control mechanism is incorporated and energy is globally conserved as long as
the setting includes all energy supplies and sinks. However, if the FQC really is so natural and
widely applicable then it ought to be able to capture more typical driving processes and not only
the proposal involving a change in Hamiltonian over space that we have developed.

To convincingly demonstrate that the resource theoretic approach really is applicable to the
usual setting quantified by fluctuation relations one could perhaps take a series of experimental
proposals to test classical fluctuation relation, as well as previous more conventional quantum
fluctuation relations, and show that with minor modifications that these settings can be used
to test the FQC. Such work would truly make the resource theoretic approach more concrete.
However, although we have tried to do this, we have had little luck. One can easily imagine
variants of the experiment being done which again utilise a change in Hamiltonian implemented
over physical space. However, it is substantially harder to think of experimental implementations
closer to the spirit of previous fluctuation relations which implicitly utilise classical control systems
to realise more conventional looking time dependent Hamiltonians.

Thus, there is a disconnect. This setting ought to be able to capture more typical looking
fluctuation relation experiments, taking the fields proponents at face value and glancing over the
set of assumptions. Yet at the same time, actually trying to construct a physical scenario obeying
these assumptions it is frustratingly hard. This prompts the question, are we simply lacking
imagination here or is there a more fundamental problem?

The sticking point is realising the change in Hamiltonian while ensuring energy is conserved.
Realising an energy conserving operation for a fixed Hamiltonian between a pair of microscopic
systems is straightforward using an unitary operation which exchanges energy between a pair of
systems. Similarly, implementing a change in Hamiltonian on a microscopic system could be done
using a range of electronic or laser protocols. However, ensuring the energy required to do so is
provided or absorbed by quantum battery or work store, that is a controllable quantum system,
is considerably harder. Ultimately it all boils down to the fact that real experimental setups are
messily complex and thus hard to split into well defined system, bath, control and work store subsystems.

Faced with these challenges, one might alternatively argue that seeking to experimentally ground the inclusive approach is unnecessary and rather its results should be seen as setting out an idealised theoretical framework to understand thermodynamics in the quantum regime. That is the FQC would be viewed as establishing the structural relations between work fluctuations and coherence, independently of its implementability. An analogy here would be the Carnot cycle which provides the upper limit on the efficiency of any classical thermodynamic engine. The Carnot cycle is a theoretic construct, rather than a physically realisable thermodynamic process, and the same could perhaps be argued of the setting here in the general case.

Thus the nature of the relationship of inclusive fluctuation relations, and the resource theoretic approach to quantum thermodynamics more generally, to physical realisations remains an open question. We hope that others might succeed, where we have failed, at showing that the framework is widely physically implementable. However, even if this does not come to fruition, the approach might still be understood as establishing the underlying structure of thermodynamics in the quantum regime.

In this chapter we investigated the role of coherence for work fluctuations by studying physical realisations of quantum fluctuation relations. In the next chapter we switch our attention from coherence to the study of quantum signatures of distinguishability. While we no longer explicitly focus on fluctuation relations, we still are interested in the work and work fluctuations produced by thermodynamic phenomena, this time from the mixing of quantum gases. We continue the theme of physical realisations of quantum thermodynamics but now use an optomechanical setup as a platform to explore these topics.
Chapter 3

An optomechanical piston setup to probe thermodynamic signatures of distinguishability

3.1 Introduction

As Hermann Weyl remarked in 1950, one cannot ‘even in principle... demand an alibi from an electron’ [141]. That the elementary physical particles of the universe, Fermions and Bosons, are fundamentally entirely indiscernible, in the sense that their states are symmetric up to a global phase under a permutation of particle indices, is one of the remarkable ontological lessons from quantum mechanics and one that has profound consequences throughout modern physics.

While quantum mechanics elevated particle indistinguishability to the status of a fundamental principle; the concept predates its development. Indeed it was Planck’s attempts to reconcile Wien’s Law and the Rayleigh-Jeans limit of black body radiation, utilising the indistinguishability of energy quanta, which eventually lead to the birth of quantum mechanics. Arguably the first time the importance of the concept was appreciated, at least in modern physics, was in the 19th century when Gibbs realised that the particles that make up a gas must be indistinguishable in order for entropy to be an extensive function [142].

With the recent explosion of research into thermodynamics in the quantum regime, the role of particle indistinguishability in thermodynamics has been partially reconsidered. The dependence of the Szilard engine on quantum particle statistics has been explored in several works with [143] finding that in general the work that can be extracted from information is independent of whether the working substance is Bosonic or Fermionic and [144] arguing that in certain circumstances Bosonic bunching can enhance the conversion of information and work.

In this chapter we argue that optomechanical setups, involving an optical cavity in which a microscopic membrane is inserted, provide a suitable platform to explore thermodynamic signatures of distinguishability in the quantum regime. Here we primarily present these proposals as thought experiments but hopefully, in the not so distant future, they might be realised as experiments.

This chapter is structured chronologically in the sense that it follows our original line of thought when conducting this research. We start in Section 3.2 by recapping classical Gibbs mixing and the Gibbs paradox. We then in Section 3.3 review quantum generalisations of Gibbs mixing from
Figure 3.1: Gibbs mixing. (a) Two types of gas, a ‘red’ gas and a ‘yellow’ gas, are initially confined to two halves of a box of volume $2V$. To draw work from the mixing of the two gases, a pair of semi permeable membranes is inserted, with red (yellow) particles passing through the red (yellow) membrane while being confined by the yellow (red) membrane. (b) The membranes are held in place with two springs, allowing them to move. Since each membrane confines one gas, which exerts a pressure on it, the gases compress the springs, performing work and mixing in the volume between the springs. (c) Eventually the membranes are pushed to the far edges of the vessel and the two gases are fully mixed. The expansion of each of the two ideal gases from $V$ to $2V$, while in thermal contact with a heat bath at temperature $T$, can be used to draw work.

which we identify a number of unanswered questions and highlight the lack of research into how one might physically implement the theoretical processes being discussed. In Section 3.4 we introduce an optomechanical implementation of quantum mixing and in Section 3.5 we analyse the dynamics of this setup. In Section 3.7 we abstract further away from the quantum Gibbs mixing scenario to probe more general quantum thermodynamic signatures of distinguishability by drawing links with the Hong-Ou-Mandel effect which we discuss in Section 3.8. Finally, in Section 3.9 we discuss how our proposals could be experimentally implemented. Section 3.10 contains our conclusions and a discussion of answered questions.

3.2 Classical Gibbs mixing

The first time the importance of the concept of distinguishability was appreciated in modern physics was when Gibbs considered the thermodynamic consequences of mixing gases. Gibbs realised that mixing two gases of different types, that is different isotopes or elementary or molecular compositions, can be used to extract work, while no work can be extracted mixing gases of the same type.

A protocol for extracting this work is sketched in Fig. 3.1. Initially, there are $N$ particles of an ideal gas of type 1 and $N$ particles of another non-interacting ideal gas of type 2, confined in two volumes $V$ separated by a pair of membranes. One of these membranes is permeable to type 1 particles while impermeable to type 2 particles, and vice versa for the second membrane. Both gases are in thermal equilibrium at temperature $T$ and each gas exerts a force on its confining membrane, while exerting no force on the other membrane. By allowing the membranes to move under the force of the gases, the two gases can isothermally expand resulting in them mixing in the space between the membranes as shown in Fig. 3.1. At the end of the protocol the two gases occupy the full volume $2V$ and are fully mixed.

By standard thermodynamics, the work done by an ideal gas isothermally expanding from volume $V$ to $2V$ at temperature $T$ is found by integrating the pressure $p$ exerted on the membrane with respect to the change in volume and then rewriting the pressure in terms of temperature using
Gibbs mixing generalisation to gases containing uneven particle numbers.

(a) Two types of gas, a ‘red’ gas containing \(2N_x\) particles and a ‘yellow’ gas containing \(2N(1-x)\) particles, are initially confined to volumes \(2V_x\) and \(2V(1-x)\) respectively. The two gases are at the same temperature and pressure. To draw work from the mixing of the two gases, a pair of semi-permeable membranes is inserted, with red (yellow) particles passing through the red (yellow) membrane while being confined by the yellow (red) membrane. (c) Eventually the membranes are pushed to the far edges of the vessel and the two gases are fully mixed. The expansion of each gas while in thermal contact with a heat bath at temperature \(T\), can be used to draw work.

\[
W = \int_{V}^{2V} p dV = \int_{V}^{2V} \frac{N k_B T}{V} dV = N k_B T \ln 2 .
\]

Thus the maximal work that can be extracted by mixing the two distinguishable gases is

\[
W_{\text{dist}} = 2N k_B T \ln 2 .
\]

The protocol to extract work from mixing that is sketched in Fig. 3.1 is fully reversible and therefore the work cost of separating a pair of perfectly distinguishable gases containing equal numbers of particles is also given by \(2N k_B T \ln 2\).

This protocol is only possible if two suitable semi-permeable membranes can be found. Clearly, if the gases are in fact identical then no such membranes are available. Thus no work can be drawn from the ‘mixing’ of two identical gases,

\[
W_{\text{indist}} = 0 .
\]

Indeed, were it possible to extract work by ‘mixing’ identical gases then, since it is also possible to redivide the identical gases by simply reinserting the barrier, this would allow an unlimited amount of heat to be extracted from a single heat bath and converted into work thereby violating the Second Law of Thermodynamics.

If we consider only homogeneous gases, that is gases consisting of only particles of the same type, and assume, at least in principle, the existence of semi-permeable membranes that can perfectly differentiate any two distinguishable particle types, then as the degree of similarity between a pair of gases is varied, the work that can be drawn jumps discontinuously from 0 for two indistinguishable gases to \(2N k_B T \ln 2\) for two distinguishable gases.

The protocol discussed above can be generalised to calculate the work that can be extracted from mixing two gases which contain unequal numbers of particles. Let us consider the mixing of two types of gases, both at temperature \(T\), where type 1 contains \(2N_x\) particles and type 2 contains \(2N(1-x)\) particles. If work is to be extracted from the mixing process alone, the two gases must initially be in thermal equilibrium and therefore the two gases must be of the same temperature and pressure. Consequently, if we suppose as before that the total volume occupied by the two
gases is $2V$, then the type 1 gas must occupy volume $2Vx$ and type 2 the volume $2V(1 - x)$, as sketched in Fig. 3.2. The work extraction protocol utilising the pair of semipermeable membranes sketched in Fig. 3.1 can then be rerun as before. Gas 1 isothermally expands from volume $2Vx$ to $2V$ and Gas 2 expands from $2V(1 - x)$ to $2V$ with the gases mixing in the process. The total work that can be extracted as a result of these expansions is given by

$$W = 2NkBT \ln \left( \frac{1}{x} \right) + 2N(1 - x)kBT \ln \left( \frac{1}{1 - x} \right),$$

(3.4)

which is equivalent to

$$W = 2NkBT S_B(x),$$

(3.5)

where the binary Shannon entropy is defined as

$$S_B(x) = -x \ln(x) - (1 - x) \ln(1 - x).$$

(3.6)

As before, this protocol can be run in reverse and therefore Eq. (3.5) is also the work cost of separating two distinguishable gases containing an unequal number of particles.

The mixing of distinguishable and indistinguishable gases is the foundations of the famous Gibbs’ paradox. There are two formulations of this paradox; a purely thermodynamical one and a statistical mechanical one. The statistical mechanical formulation is a disagreement between Boltzmann entropy and the thermodynamic entropy when two identical gases mix. While this component to the paradox is genuinely paradoxical, and a number of different solutions have been proposed [148–150], we will not discuss it here.

The thermodynamic formulation, which is more of a tension than a paradox, leads nicely onto the quantum generalisation of the Gibbs mixing that we will consider. It has been argued [151] that the discontinuous jump in the extractable work is at odds with the fact that the similarity of any two gases may be varied continuously. There is a growing consensus [148] that this tension is not especially mysterious in that it is distinguishability of two gases rather than their similarity that matters. While similarity may vary continuously, the question of whether or not we can distinguish a pair of gases is an operational question which classically has a ‘yes’ or ‘no’ answer. Fundamentally, any two classical gases can either be distinguished or they can not and any difficulty doing so is an epistemic limitation due to lack of knowledge on the part of the experimentalist. It is thus unsurprising that the work that can be extracted from homogeneous gases varies discontinuously: either ‘yes’ we can distinguish the gases, in which case we can extract the work $W_{\text{dist}}$, or ‘no’ we cannot in which case we can extract no work.

However, for quantum systems this does not hold true. Due to the possibility of non-orthogonal quantum states, quantum systems can fundamentally be neither perfectly distinguishable nor perfectly indistinguishable. This idea underlies the quantum generalisation of Gibbs mixing that we consider.

### 3.3 Quantum Gibbs mixing

Before we proceed to set out the quantum version of Gibbs mixing, for clarity let us briefly draw a distinction between two different types of distinguishability that can be considered in the quantum setting. Two particles are intrinsically identical if they share exactly the same intrinsic properties, that is the same mass, electric charge, spin and so forth. Any two intrinsically identical quantum particles are subject to the symmetrisation postulate which states that their combined state must
either be symmetric (in which case the particles are known as Bosons) or antisymmetric (known as Fermions) with respect to a permutation of particle labels. The concept of intrinsic identity, like classical distinguishability, is binary. Either two particles are intrinsically identical or they are not.

While the majority of fundamental quantum particles (electrons, protons, photons, hydrogen atoms, quarks, etc.) are identical in this sense, in many instances it is nonetheless possible to distinguish them via their internal states [153]. As pointed out in [151], this occurs in nuclear physics, where the neutron and proton are considered as identical particles (nucleons) but are distinguished by their isotropic spin states. When two intrinsically identical particles can be perfectly distinguished by their internal state, then their internal state may be used to label the particles, in which case the symmetrisation postulate ceases to apply.

In contrast to intrinsic identity and classical distinguishability, this operational distinguishability admits degrees because quantum mechanics allows for superposition states and therefore the overlap between any pair of quantum states may vary continuously. It follows that, a pair of quantum particles may be fundamentally neither perfectly distinguishable nor perfectly indistinguishable, despite the best efforts of an omniscient experimentalist, in virtue of occupying non-orthogonal quantum states. Thus, in contrast to the classical mixing scenario considered by Gibbs, in the quantum regime we can consider the effect of mixing partially distinguishable quantum gases.

The significance of partially distinguishable quantum gases for Gibbs mixing was explored by early researchers in quantum mechanics [152][154][155], who argued that the work which can be drawn from mixing two quantum gases increases continuously with the distinguishability of the two gases’ internal states. More specifically, suppose that we are given a box of volume $2V$ that is in thermal contact with a heat bath at temperature $T$. The box is split in half by a barrier with one half containing $N$ particles of an ideal gas in state $\rho_1$ and the other $N$ particles of an ideal gas in state $\rho_2$. After mixing the two gases there will be $2N$ particles in the mixed state

$$\rho_{\text{mix}} := \frac{1}{2} (\rho_1 + \rho_2) \ .$$

(3.7)

From the second law of thermodynamics, the change in von Neumann entropy provides an upper bound on the work that can be extracted from the quantum gases in the thermodynamic limit of large numbers of particles. Therefore the maximum amount of work that can be extracted is given by

$$W_{\text{VN}} = k_B T \left( 2 N S_{\text{VN}}(\rho_{\text{mix}}) - N S_{\text{VN}}(\rho_1) - N S_{\text{VN}}(\rho_2) \right)$$

(3.8)

where $S_{\text{VN}}(\rho) = - \text{Tr}[\rho \ln(\rho)]$ is the von Neumann entropy of the state $\rho$. The work cost of separating a gas containing $2N$ particles in the state $\rho_{\text{mix}}$ into two equally sized gases in states $\rho_1$ and $\rho_2$ is also given by Eq. (3.8). If, in analogy with the classical case, we limit ourselves to considering homogeneous gases and suppose $\rho_1$ and $\rho_2$ are the pure states $|\psi_1\rangle$ and $|\psi_2\rangle$ respectively, then $S_{\text{VN}}(\rho_1)$ and $S_{\text{VN}}(\rho_2)$ vanish and the extracted work reduces to

$$W_{\text{VN}} = 2Nk_B TS_{\text{VN}}(\rho_{\text{mix}}) = 2Nk_B TS_B \left( 1 - \frac{|\langle \psi_1 | \psi_2 \rangle|^2}{2} \right)$$

(3.9)

where $S_B$ is the binary Shannon entropy defined in Eq. (3.6). For perfectly indistinguishable gases where the overlap between the gas particles internal states $\langle \psi_1 | \psi_2 \rangle$ equals 1, this expression

\footnote{This statement effectively assumes that the change in von Neumann entropy of a system is equivalent to the change in thermodynamic entropy. This was simply assumed by early practitioners, and has been questioned by some [151], in recent years more rigorous arguments for this equivalence, at least in the thermodynamic limit of large numbers of particles, have been established from a resource theoretic perspective [20].}
reduces to 0 and so no work can be extracted in agreement with the classical case. Similarly, for perfectly distinguishable gases, with orthogonal internal states, we regain the classical value of $2Nk_B T \ln(2)$. However, in contrast to the classical case which only describes these two extremes, Eq. (3.9) increases continuously and monotonically between these two limiting cases.

The ‘standard’ quantum protocol to extract $W_{VN}$ by mixing partially distinguishable gases, or equivalently separating a mixed gas at work cost $W_{VN}$, is sketched in Fig. 3.3. For simplicity we consider the case in which $\rho_1$ and $\rho_2$ are the pure states $|\uparrow\rangle$ and $|\theta\rangle = \cos(\theta)|\rightarrow\rangle + \sin(\theta)|\uparrow\rangle$, where the states $|\rightarrow\rangle$ and $|\uparrow\rangle$ are orthogonal. The structure of the protocol is more intuitive when run ‘backwards’ to separate the state $\rho_{\text{mix}}$ and so let us start by describing it in that direction.

Initially a box of volume $2V$ contains $2N$ particles in the state

$$\rho_{\text{mix}} = \left( \frac{1}{2} |\uparrow\rangle \langle \uparrow| + \frac{1}{2} |\theta\rangle \langle \theta| \right). \quad (3.10)$$

This state can be written as a mixture of orthogonal states given by its eigen-decomposition

$$\rho_{\text{mix}} = (\lambda |\psi\rangle \langle \psi| + (1-\lambda) |\psi_\perp\rangle \langle \psi_\perp|) \quad \text{where} \quad \lambda = \frac{1}{2} \left( 1 - \langle \uparrow |\theta\rangle \right). \quad (3.11)$$

Having established the basis of this eigen-decomposition we obtain a pair of semipermeable membranes that can perfectly distinguish the gas particles in their orthogonal $\psi$ and $\psi_\perp$ basis. As sketched in Fig. 3.3(b), the mixed gas can then be divided into its $\psi$ and $\psi_\perp$ components using this pair of membranes by running the general classical mixing protocol, sketched in Fig. 3.2 in reverse. The work cost of this separation from Eq. (3.5) is

$$W_{\text{cost}} = 2Nk_B T S_B (\lambda). \quad (3.12)$$

Finally, as sketched in Fig. 3.3(a) the separated state is unitarily rotated back to two equal sized gases in states $|\uparrow\rangle$ and $|\theta\rangle$ respectively. Since this is an isentropic transformation, this step requires no work or heat exchanges. The total work cost of separation is therefore $2Nk_B T S_B (\lambda)$ in agreement with Eq. (3.9). The protocol is perfectly reversible and therefore can be run in the opposite direction to extract the work $2Nk_B T S_B (\lambda)$ by mixing a pair of $|\uparrow\rangle$ and $|\theta\rangle$ gases each containing $N$ particles.

The above protocol was turned on its head by Peres [159] who warned it would be foolish invest in a shrewd inventor who claims to have created a pair of semipermeable membranes that can perfectly distinguish partially distinguishable quantum states. His argument, which we sketch in Fig. 3.4, is effectively a generalisation of the observation that if it were it possible to extract work mixing indistinguishable classical gases then this would allow heat from a single heat bath to be perfectly converted into work.

The argument, which we summarise in Fig. 3.4, runs as follows. As above, there are initially $N$ particles of a gas in state $|\uparrow\rangle$ and $N$ particles of a gas in state $|\theta\rangle$ confined in two volumes $V$ separated by a pair of membranes. In order to set up a proof by contradiction, let us suppose that these membranes can perfectly distinguish $|\uparrow\rangle$ and $|\theta\rangle$ particles, with $|\uparrow\rangle$ particles passing through the the first membrane while being confined by the second membrane and vice versa for $|\theta\rangle$ particles. With such hypothetical membranes we can perform classical Gibbs mixing protocol sketched in Fig. 3.1 to extract the work

$$W_{\text{gain}} = 2Nk_B T \ln 2. \quad (3.13)$$

2The term ‘standard’ is used here generously. This protocol is referenced in [159] and [160] but we have yet to see it elsewhere.
Quantum Gibbs mixing. a) Initially (left) there are $N$ particles of an ideal gas in state $|\uparrow\rangle$ and $N$ particles of another non-interacting ideal gas in state $|\theta\rangle$, confined in two volumes $V$ separated by a solid barrier. Let $\lambda$, $|\psi\rangle$ and $|\psi_\perp\rangle$ denote the eigenvalue and eigenstates of $\frac{1}{2} |\uparrow\rangle \langle \uparrow| + \frac{1}{2} |\theta\rangle \langle \theta|$. The initial state (left) can be unitarily rotated to the state (right) in which there are $2N\lambda$ particles of an ideal gas in state $|\psi\rangle$ occupying volume $2V\lambda$ and $2N(1-\lambda)$ particles of a gas in state $|\psi_\perp\rangle$ occupying volume $2V(1-\lambda)$ separated by a barrier. The inverse unitary transforms this final state (right) back into the initial state (left). Both processes are isentropic and so the transformations require no work or heat exchanges. b) A gas containing $2N$ particles in the state $\rho_{\text{mix}}$ can be divided into two gases containing $N$ particles in state the $|\psi\rangle$ and $N$ particles in the state $|\psi_\perp\rangle$ using a pair of semi-permeable membranes that can perfectly distinguish $|\psi\rangle$ and $|\psi_\perp\rangle$ particles. This separation process requires work and the converse mixing process produces work as shown in Fig. 3.2.

After mixing, the gas in the vessel is in the state $\rho_{\text{mix}}$, Eq. (3.10), which can be rewritten in terms of its eigen-decomposition as per Eq. (3.11). To complete the thermodynamic cycle the gas is re-separated into its $|\uparrow\rangle$ and $|\theta\rangle$ components using the protocol for separating partially distinguishable gases in Fig. 3.3. As per Eq. (3.12), this incurs a work cost of

$$W_{\text{cost}} = 2Nk_B T S_B (\lambda).$$ (3.14)

The binary entropy $S_B (\lambda)$ is always less than $\ln 2$ as long as $\lambda \neq \frac{1}{2}$, that is as long as the gases are not perfectly distinguishable. Consequently, the difference between the work gain and the work costs in the cycle is always a positive quantity for partially distinguishable gases. Therefore running this cycle repeatedly would allow an unlimited amount of heat to be converted into work using a single heat bath, in violation of the second law. On this basis Peres concludes that membranes which can perfectly distinguish partially distinguishable quantum states cannot exist.

Quantum thermodynamics has progressed substantially over the last decade but interestingly Gibbs mixing and its quantum variants have only been revisited by a handful of authors in the light of recent developments.

In [88] the mixing work for finite sized systems is investigated. The authors take the extractable work to be given by the change in ‘ergotropy’ [161] during the mixing process, that is the difference between the maximal work that can be extracted using a cyclic process from the initial separated
Figure 3.4: Peres’ argument against magic membranes. 1) Two gases in non-orthogonal states $|\uparrow\rangle$ and $|\theta\rangle$ (indicated by the vertical arrows and diagonal arrows) are initially confined to two halves of a box of volume $2V$. To set up a proof by contradiction we suppose have a pair of fictional membranes that can perfectly distinguish between these non-orthogonal states, with vertical (diagonal) particles passing through the vertical (diagonal) membrane while being confined by the diagonal (vertical) membrane. 1) to 2) Following the same protocol as in Fig. 3.1 we can extract the work by mixing the gases with these fictional membranes. 2) to 3) The fully mixed state can written as a mixture of orthogonal states given by its eigen-decomposition. Having established the basis of this eigen-decomposition, which we sketch with horizontal and vertical arrows respectively, we switch the original membranes for a pair of physically realisable semipermeable membranes that can perfectly distinguish the the gas particles in this orthogonal basis (again sketched by horizontal and vertical dashes). 3) to 4) Work is done on the gas to divide it into its orthogonal components. 4) to 1) Finally, to complete the cycle the newly separated state is transformed back to the initial state. Since these states have the same entropy this step can be performed using a unitary operation requiring no work or heat exchanges. The net extracted work in the cycle is given by $W_{\text{gain}} - W_{\text{cost}}$.

state and the maximal work that can be extracted using a cyclic process from the final mixed state. The authors show that for pure states, that is homogeneous gases, the extractable work does indeed increase smoothly with distinguishability. However, for mixed states they find that the story is more complex with the work at times even decreasing with distinguishability. The change in ergotropy reduces to the change in von Neumann entropy in the thermodynamic limit of large numbers of particles [161] and thus these results can be seen as quantifying the deviations from $W_{\text{VN}}$, Eq. (3.8), due to finite size effects.

In [160], the authors consider a semi classical protocol to extract work from mixing two partially distinguishable states and use this to relate the work that can be extracted from mixing to the Holevo bound [162,163]. This semi-classical perspective assumes that the pair of semipermeable membranes measure the quantum gases in an orthogonal basis, thereby collapsing the gases into mixtures of perfectly distinguishable quantum states. It is further assumed that these measurements incur no work costs.

The work that can be extracted from a pair of partially distinguishable quantum gases using
this semi-classical protocol can be calculated as follows. Let us suppose initially there are \( p(\psi_1)2N \) particles of a gas in state \( |\psi_1\rangle \) and \( p(\psi_2)2N \) particles of a gas in state \( |\psi_2\rangle \), confined in two volumes \( p(\psi_1)2V \) and \( p(\psi_2)2V \) separated by a pair of membranes which measure in the orthogonal basis \( \{|m_1\},|m_2\rangle \}. To make a connection with the Holevo bound, let \( M \) be the random variable associated with the projective measurement outcomes \( m_1 \) and \( m_2 \) and \( P \) be the random variable of associated with the preparation label \( \psi_p \). That is \( \mathcal{P}_M = \{p(m_1),p(m_2)\} \) is the probability distribution that any gas particle in the box collapses onto the state \( |m_1\rangle \) or \( |m_2\rangle \) on measurement and \( \mathcal{P}_P = \{p(\psi_1),p(\psi_2)\} \) is the probability distribution that any gas particle in the box is prepared in that state \( |\psi_1\rangle \) or \( |\psi_2\rangle \) respectively. The protocol\(^3\) sketched in Fig. 3.5 to extract work mixing the \( \psi_1 \) and \( \psi_2 \) gases consists of the following three steps.

Firstly, the \( \psi_1 \) and \( \psi_2 \) gases are each separated into their orthogonal \( m_1 \) and \( m_2 \) components using the inverse of the classical Gibbs mixing protocol (Fig. 3.2). These separation protocols require the work

\[
W_{\text{cost } k} = -2Nk_B T \sum_{i=1,2} p(m_i|\psi_k) \log(p(m_i|\psi_k)) \quad \text{for } k = 1, 2
\]

(3.15)

where \( p(m_j|\psi_k) = |\langle m_j|\psi_k\rangle|^2 \) is the probability that the state \( \psi_k \) is collapsed by the semipermeable membrane into state the \( m_j \). The total work cost of the two separations therefore evaluates to

\[
W_{\text{cost}} = W_{\text{cost } 1} + W_{\text{cost } 2} = -2Nk_B T \sum_{i=1,2; k=1,2} p(m_i|\psi_k) \log(p(m_i|\psi_k)) = 2Nk_B TH(M|P)
\]

(3.16)

where \( H(M|P) \) is the conditional entropy between the distributions \( M \) and \( P \).

Secondly, having separated the \( \psi_1 \) and \( \psi_2 \) gases individually into \( m_1 \) and \( m_2 \) components the pairs of vessels containing gases in states \( m_1 \) and \( m_2 \) are recombined to give one box containing

\[
p(m_1)2N = (p(m_1|\psi_1)p(\psi_1) + p(m_1|\psi_2)p(\psi_2))2N
\]

(3.17)

particles in state \( |m_1\rangle \) and another box containing

\[
p(m_2)2N = (p(m_2|\psi_1)p(\psi_1) + p(m_2|\psi_2)p(\psi_2))2N
\]

(3.18)

particles in state \( |m_2\rangle \). Since this step involves mixing identical gases it incurs no work cost.

Finally, the two vessels, one containing gas particles in the state \( m_1 \) and the other containing gas particles in the state \( m_2 \), are mixed using the classical Gibbs mixing protocol (Fig. 3.2). The work gained is given by

\[
W_{\text{gain}} = -2Nk_B T \sum_{i=1,2} p(m_i) \log(p(m_i)) = 2Nk_B TS_B(p(m_1)) = 2Nk_B TH(M)
\]

(3.19)

where \( H(M) \) is the Shannon entropy associated with the measurement performed by the semipermeable membranes, that is \( H(M) \equiv S_B(p(m_1)) = S_B(p(m_2)) \).

The net extractable work from the two stage protocol is given by the difference between the work cost of the first separation stage and the work gained mixing the perfectly distinguishable gases, that is

\[
W_{\text{SC}} = W_{\text{gain}} - W_{\text{cost}} = 2Nk_B T (H(M) - H(M|P)) = 2Nk_B T H(M : P),
\]

(3.20)

\(^3\)Note the protocol and argument presented here differs slightly from that given in [160] because we suspect that the analysis in [160] smuggles in an unwelcome and unaccounted for Maxwell demon.
Figure 3.5: **Semi-classical work extraction protocol.** 1) We start with \( p(\psi_1)2N \) particles of a gas in state \( |\psi_1\rangle \) and \( p(\psi_2)2N \) particles of a gas in state \( |\psi_2\rangle \), confined in two volumes \( p(\psi_1)2V \) and \( p(\psi_2)2V \) separated by a pair of membranes which measure in the orthogonal basis \( \{|m_1\rangle, |m_2\rangle\} \). 1) to 2) The \( \psi_1 \) and \( \psi_2 \) gases are each separated into their orthogonal \( m_1 \) (red) and \( m_2 \) (yellow) components using the inverse of the classical Gibbs mixing protocol (Fig. 3.2) incurring work costs \( W_{\text{cost }1} \) and \( W_{\text{cost }2} \) respectively. 2) to 3) The pairs of vessels containing gases in states \( m_1 \) and \( m_2 \) are combined at no work cost. 3) to 4) The two vessels, one containing gas particles in the state \( m_1 \) and the other containing gas particles in the state \( m_2 \), are mixed using the classical Gibbs mixing protocol and allowing work to be extracted.

which is equivalent to the classical mutual information, \( H(M : P) \), between the projective measurement performed by the membranes \( M \) and the preparation \( P \).

One thing to notice immediately about the above expression for the extractable work using the semi-classical protocol is that the same amount of work can be extracted from mixing two gases in pure states and from mixing their corresponding mixtures. That is, the work that can be extracted from mixing say a gas where all particles are in state \( |\uparrow\rangle \) and a gas where all particles are in the state \( |\theta\rangle \) is equal to that from mixing a gas with all particles in the state \( |\uparrow\rangle \) and a gas containing particles in the mixture \( \cos(\theta)^2 |\uparrow\rangle + \sin(\theta)^2 |\rightarrow\rangle \). This arises from the fact that we are assuming that the membrane measures the state of the gas particles, which kills off coherence and prevents it playing a role in the extractable work. However, if the maximum extractable work is given by the change in von Neumann entropy, \( W_{\text{VN}} \), then it should be possible to extract more work from pure states than mixtures. This is also what one would expect intuitively since pure states are zero entropy states and thus are further from thermal equilibrium.

An alternative perspective on the difference between the semi-classical protocol and the ‘standard’ quantum Gibbs mixing protocol can be gained by reference to the Holevo bound. This is a bound from quantum information theory on the amount of information that can be known about a quantum state, i.e. the mutual information \( H(M : P) \) between a measurement and a prepared state. The Holevo bound can be stated as follows. Consider a set of mixed states \( \{\rho_1, \rho_2, ..., \rho_n\} \) where any state \( \rho_p \) is prepared with probability distribution \( \{p_1, p_2, ..., p_n\} \). Then for any POVM measurement \( M \), the amount of information available about the preparation \( P \) from obtaining the outcome \( M \) of the measurement is bounded by

\[
H(M : P) \leq S_{\text{VN}} \left( \sum_i p_i \rho_i \right) - \sum_i p_i S_{\text{VN}}(\rho_i). \tag{3.21}
\]
In the context of the mixing protocol the states \( \rho_1 \) and \( \rho_2 \) are the pure states \( \psi_1 \) and \( \psi_2 \) and therefore their entropy vanishes and we are left with the bound

\[
H(M : P) \leq S_{\text{VN}}(\rho_{\text{mix}}) \quad \text{where} \quad \rho_{\text{mix}} = \frac{1}{2} |\psi_1\rangle \langle \psi_1| + \frac{1}{2} |\psi_2\rangle \langle \psi_2| .
\]

(3.22)

Thus the work that can be extracted by this semi-classical protocol is upper bounded by the change in von Neumann entropy and we have that

\[
W_{\text{SC}} \leq W_{\text{VN}} .
\]

(3.23)

However, crucially, the Holevo bound applies to both projective measurements and non-projective measurements and if we limit ourselves to only projective measurements the above bound, Eq. [3.23], is only saturated if \( |\psi_1\rangle \) and \( |\psi_2\rangle \) are either identical or orthogonal, that is in the classical limit in which the gases are either perfectly distinguishable or indistinguishable. Therefore, the work that can be extracted using the semi-classical work extraction scheme sketched above for partially distinguishable quantum gases is always less than the limit set by the change in von Neumann entropy. This prompts an interesting question: could more work be extracted from coherence, using a pair of semi-permeable membranes, if the membranes do not perform projective measurements on the gases?

In summary, there is a reasonably large body of theoretical results on the work that can be extracted by mixing partially distinguishable quantum gases. Using the ‘standard’ quantum Gibbs mixing protocol, the work that can be extracted from mixing is equal to the change in von Neumann entropy which for mixing pure state gases is equal to the binary entropy \( 2Nk_B T S_B(\lambda) \). However, this protocol with its unitary rotations of the internal state of individual gas particles seemingly requires challenging levels of external experimental control and somewhat deviates in spirit from the original classical work extraction protocol. In contract, the semi-classical protocol, with its use of semi-permeable membranes is closer to the original classical protocol. The main disadvantage of the semi-classical protocol is that it seemingly does not allow the full amount of work to be extracted from mixing because it does not extract any of the work originating from the coherence of the quantum gases. Moreover, both of these approaches, and the cyclic driving approach [151], that we briefly touched on, consider generic mixing processes without reference to specific physical systems or operations.

Thus we decided to take a different perspective and explore a specific physical realisation of the quantum gases and semi-permeable membranes. In particular, by choosing the membrane to be a quantum system, which evolves unitarily and therefore does not perform projective measurements on the gases, we hoped to clarify how to utilise coherence when extracting work from mixing. Spoiler alert: we have yet to succeed at this final task and thus how to practically extract work from mixing, utilising coherence, remains an open questions. However despite this, as will become clear, we stumbled upon an alternative phenomena which generates a quantum advantage from Gibbs mixing.

### 3.4 Optomechanical piston setup

The first step to constructing a physical realisation for quantum Gibbs mixing is to conceive of realistic membranes that can differentiate between different internal states of a quantum system. Such membranes are hard to think up for the internal states of an atom or molecule; however, if
we instead consider photons of different polarisations then a polarising beamsplitter (PBS) does the job [145]. A PBS membrane can act as a mirror for vertically polarised (V) photons, while acting as standard beamsplitter for horizontally polarised (H) photons [164]. Thus similarly to a classical semi-permeable membrane the PBS is permeable to one gas (H) and impermeable to the other (V). However, unlike a classical semi-permeable membrane, a PBS acts coherently on the H gas, generating superpositions of the left and right H modes, thus generalising the semi-permeable membrane to the quantum realm.

One could conceive of generalising the classical Gibbs mixing protocol, sketched in Fig. 3.1, by simply replacing the classical gases with photonic gases and the semi-permeable membranes with a PBS; however, in that case the pistons are implicitly macroscopic and therefore the work output would remain entirely classical. Instead, we will here model the PBS membrane as a microscopic system such that the pistons, as well as the gases, are quantum mechanical. We further simplify the setting and consider a single piston membrane, as shown in Fig. 3.6 rather than the pair considered in the original classical protocol, Fig. 3.1. This reduces the number of light and mechanical modes required, making both the calculations more tractable and the experimental setting more feasible, while leaving the core physics of the thought experiment unchanged.

The interaction between light and microscopic membranes has been explored in the field of optomechanics [165,166]. In the ‘membrane-in-the-middle’ optomechanical setup, a photonic cavity is divided into two by a membrane, which acts as a beamsplitter (BS). The membrane is attached to a microscopic cantilever and is allowed to oscillate. Quantum regimes for such optomechanical setups have been realised experimentally by a number of groups [2,3,167–171]. Here we extend the ‘membrane-in-the-middle’ setup by replacing the standard beamsplitter with a polarising beamsplitter, as sketched in Fig. 3.6 and model the ensuing dynamics between photons in the cavity and the PBS membrane. We argue here that this multi-mode optomechanical setup goes beyond previous proposals to study the quantum thermodynamics of the interaction of gases and pistons in single-mode systems [172–175], by providing a platform both for studying quantum signatures of distinguishability and, more broadly, realising thermodynamic thought experiments involving the interaction of gases with membranes.

We use this ‘PBS-in-the-middle’ setting to investigate the work that can be extracted from mixing two homogeneous photon gases as a function of their distinguishability [1]. Gas 1 consists of horizontally polarised photons and gas 2 consists of photons each polarised in a superposition state

$$|\theta\rangle = \cos(\theta)|H\rangle + \sin(\theta)|V\rangle,$$

(3.24)

where $|H\rangle$ ($|V\rangle$) is the horizontally (vertically) polarised state and $\theta \in [0, \pi/2]$ determines the degree of distinguishability of gas 2 from photon gas 1. When the two gases are perfectly distinguishable, i.e. $\theta = \pi/2$, the radiation pressure exerted by the vertically polarised photons, which are reflected by the PBS, generates a net force on the PBS membrane and this displaces the membrane. Conversely, when the two gases are indistinguishable, i.e. $\theta = 0$, both gases are horizontally
A microscopic membrane is inserted into a cavity and allowed to oscillate. The displacement of the membrane from the mid-point of the cavity is denoted by $X_M$ and the creation operator for this mechanical mode is $M\dagger$. The transmission rate between the horizontally (vertically) polarised photon modes on the left hand side of the membrane, $L^\dagger_H$ ($L^\dagger_V$), and horizontally (vertically) polarised modes on the right, $R^\dagger_H$ ($R^\dagger_V$), is determined by the constant $\lambda_H$ ($\lambda_V$). The force exerted per horizontally (vertically) polarised photon on the membrane is given by $g_H$ ($g_V$). When the membrane is a perfect BS it interacts identically with horizontally and vertically polarised modes and thus $\lambda_H = \lambda_V$ and $g_H = g_V$. When the membrane is a perfect PBS, the membrane reflects all vertically polarised photons and thus $\lambda_V = 0$. It follows that for a PBS membrane the vertically polarised photons exert a greater force on the membrane than the horizontally polarised photons and therefore $g_V > g_H$.

3.4.1 Hamiltonian

The ‘PBS-in-the-middle’ optomechanical setup is composed of a cavity with a PBS membrane, which is allowed to oscillate, inserted at the cavity half length. The cavity is capped with two perfectly reflecting mirrors and the membrane is assumed to absorb no photons and thus the number of photons in the cavity is conserved. The Hamiltonian, describing the photons and membrane in the cavity is comprised of the non-interacting Hamiltonians of the photons and membrane, $H_0$, the polarisation dependent beamsplitter interaction between the photons in the left and right cavities, $H_{LR}$, and the optomechanical interaction between the photons and the membrane, $H_{OptMech}$ [168]. The Hamiltonian for the independent optical and mechanical modes can be written explicitly as

$$H_{Total} = H_0 + H_{LR}(\lambda_H, \lambda_V) + H_{OptMech}(g_H, g_V),$$

where $\omega_M$ is the mechanical frequency of the membrane, $\omega$ is the light frequency, $M\dagger$ is the creation operator for the phonon membrane mode and $L^\dagger_H$ ($R^\dagger_H$) and $L^\dagger_V$ ($R^\dagger_V$) are the creation operators for horizontally and vertically polarised photons respectively in the left (right) cavity.
To allow us to model imperfect as well as perfect semipermeable membranes, we consider a general polarisation dependent beamsplitter interaction between the modes in the left and right cavities of the form

\[
H_{\text{bs}}(\lambda_H, \lambda_V) = \frac{\hbar \lambda_H}{2} \left( R_H^\dagger L_H + L_H^\dagger R_H \right) + \frac{\hbar \lambda_V}{2} \left( R_V^\dagger L_V + L_V^\dagger R_V \right).
\]

The coefficient \( \lambda_H \) (\( \lambda_V \)) determines the reflection \( r_H \) (\( r_V \)) and transmission \( t_H \) (\( t_V \)) coefficients of the horizontally (vertically) polarised photons at time \( t \), with \( r_k = \cos^2 \left( \frac{\lambda_k t}{2} \right) \) and \( t_k = \sin^2 \left( \frac{\lambda_k t}{2} \right) \) for \( k = H \) and \( k = V \) \cite{164}. A perfect polarising beamsplitter is modelled by setting \( \lambda_V = 0 \),

\[
H_{\text{bs}} = H_{\text{bs}}(\lambda_H, 0),
\]

such that the membrane acts as a mirror for the vertical modes (\( r_V = 1 \) and \( t_V = 0 \) for all times) but acts as a beamsplitter for the horizontal modes. A standard beamsplitter is captured by setting \( \lambda_H = \lambda_V = \lambda \) such that the membrane reflects and transmits horizontally and vertically polarised photons at the same rate,

\[
H_{\text{bs}} = H_{\text{bs}}(\lambda, \lambda).
\]

By choosing \( \lambda_V \) such that \( 0 \leq \lambda_V \leq \lambda_H \), we can smoothly interpolate between these two limits to model a membrane that imperfectly distinguishes between horizontally and vertically polarised photons.

Photons in the cavity will collide and exchange momentum with the membrane and as a result exert a pressure (radiation pressure) on the surface of the membrane \cite{176}. The total force exerted by photons on the membrane,

\[
F(g_H, g_V) = \hbar g_H \Delta N_H + \hbar g_V \Delta N_V,
\]

is equal to the product of the force exerted per photon, \( \hbar g_H \) and \( \hbar g_V \) respectively for horizontally and vertically polarised photons respectively, and the difference in the number of horizontal and vertical photons in the left and right cavities,

\[
\Delta N_H := (L_H^\dagger L_H - R_H^\dagger R_H) \quad \text{and} \quad \Delta N_V := (L_V^\dagger L_V - R_V^\dagger R_V).
\]

Radiation pressure thus gives rise to an interaction energy of the form

\[
H_{\text{OptMech}}(g_H, g_V) = -F(g_H, g_V) X_M,
\]

where \( X_M \) is the displacement of the membrane from the centre of the cavity. When the membrane is a perfect PBS, all vertical photons are reflected but horizontal photons are both reflected and transmitted and therefore the force exerted by vertical photons on the membrane is greater than that of horizontal photons which implies choosing \( g_V > g_H \).

For future convenience we note that the optomechanical interaction Hamiltonian can alternatively be written explicitly in terms of the membrane creation and annihilation operators as

\[
H_{\text{OptMech}}(g_H, g_V) = - (\hbar \tilde{g}_H \Delta N_H + \hbar \tilde{g}_V \Delta N_V) (M + M^\dagger),
\]

where \( \tilde{g}_H \) and \( \tilde{g}_V \) are the single photon coupling strengths of the horizontally and vertically polarised photons respectively, in the units of frequency. That is, \( \tilde{g}_p = g_p x_{\text{zpf}} \) for \( p = H \) and \( p = V \), where \( x_{\text{zpf}} \) is the mechanical oscillators zero point uncertainty \( x_{\text{zpf}} = \sqrt{\frac{\hbar}{2m\omega_{\text{zpf}}}} \) with \( m \) the effective mass of the mechanical oscillator.
3.4.2 Calculation of the dynamics

To calculate the dynamics of the light field and mechanical degree of freedom we work in the Heisenberg picture as this enables us to obtain general results for the evolution of the relevant observables, i.e. the membrane’s displacement and energy, for a general initial state.

To maintain an analogy with classical Gibbs mixing where the number of gas molecules is fixed and the motion of the pistons are assumed to be frictionless we will consider for now an idealised cavity and membrane which experience no dissipative effects. We relax this assumption in Section 3.9 where we discuss more realistic experimental implementations.

Using Heisenberg’s equation of motion for a system with the Hamiltonian $H$ and an operator $Q$,

$$\frac{dQ}{dt} = \frac{i}{\hbar} [H, Q],$$  \hspace{1cm} (3.34)

one finds that the evolution of the position operator of the membrane reads

$$\frac{dX_M}{dt} = \frac{P_M}{m}$$ \hspace{1cm} (3.35)

and the evolution of the momentum operator of the membrane is given by

$$\frac{dP_M}{dt} = -m\omega_M^2 X_M + F(g_H, g_V),$$ \hspace{1cm} (3.36)

where $F(g_H, g_V)$ is the total force exerted by the photons on the membrane defined in Eq. (3.30).

The coupled differential equations, Eq. (3.35) and Eq. (3.36) reduce to the second order differential equation,

$$\frac{d^2X_M}{dt^2} + \omega_M^2 X_M = \frac{F(g_H, g_V)}{m}.$$ \hspace{1cm} (3.37)

Thus the membrane evolves as a quantum harmonic oscillator driven by the radiation pressure from the photons in the cavity.

To determine the time dependent driving force $F(g_H, g_V)$ we similarly derive Heisenberg’s equations of motion for $\Delta N_H$ and $\Delta N_V$, the imbalance in the number of horizontally and vertically polarised photons between the two cavities. We find that horizontally and vertically photons oscillate between the two cavities at the rates $\lambda_H$ and $\lambda_V$ respectively, with their motion coupled to the position of the membrane via

$$\frac{d^2\Delta N_p}{dt^2} = -\lambda_p^2 \Delta N_p - 2g_p\lambda_p X_M (L_p R_p + L_p R_p^\dagger) \text{ for } p = H, V.$$ \hspace{1cm} (3.38)

Thus for a complete description of the exact dynamics of the photons and membrane, we would need to solve the highly non-linear coupled differential equations Eq. (3.37) and Eq. (3.38).

While the exact solution is prohibitively difficult, a perturbative solution that describes the dynamics of selected observables for any given initial state can be constructed. Given that the force exerted by a single photon on the massive membrane is weak\textsuperscript{5}, the single photon coupling strengths, $g_H$ and $g_V$, are small compared to the PBS coupling rate, $\lambda$ (see Table 3.9.1). It is therefore appropriate to solve the dynamics perturbatively in $\tilde{g}_H$ and $\tilde{g}_V$. With the membrane cooled to cryogenic temperatures (mean phonon occupation number $\bar{n}_{th}$ of the order of 10) \textsuperscript{177}, the higher order contributions are negligible, as discussed in Appendix C.2.

Studying the motion of the membrane to first order in $\tilde{g}_H$ and $\tilde{g}_V$ amounts to disregarding the back action that the motion of the membrane has on the dynamics of the photons and simply

\textsuperscript{5}Note, we are implicitly still considering what is usually called the strong coupling regime here in that we have assumed that the cavity damping rate $\kappa$ is sufficiently small that we can disregard it and therefore $g_H > \kappa$ and $g_V > \kappa$. 
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solving the dynamics of the photons to 0th order in \( \tilde{g}_H \) and \( \tilde{g}_V \). On dropping the \( \tilde{g}_H \) and \( \tilde{g}_V \) dependent term of Eq. (3.38), we find that the horizontally (vertically) polarised photons oscillate at a rate \( 2\lambda_H \) \( (2\lambda_V) \) between the two halves of the cavity according to

\[
\Delta N_p(t) = \Delta N_p(0) \cos(\lambda_p t) + \Delta K_p(0) \sin(\lambda_p t) ,
\]

where we have defined

\[
\Delta K_p := i(R_p^\dagger L_p - R_p L_p^\dagger) \quad \text{for} \quad p = H, V .
\]

Substituting the first order solution for the evolution of the photons, Eq. (3.39), into the expression for the total force on the membrane, Eq. (3.30), we find that the membrane is driven by the force

\[
F(g_H, g_V) = \hbar \sum_{p=H,V} g_p \Delta N_p(0) \cos(2\lambda_p t) + g_p \Delta K_p(0) \sin(2\lambda_p t) .
\]

The solution to the equation of motion of the membrane, Eq. (3.37), for this first order driving force, is simply the classical solution for a harmonic oscillator that is driven by a sinusoidal force but with the classical variables promoted to operators,

\[
X_M(t) = \sum_{p=H,V} a_p \Delta N_p(0) \left( \cos(\lambda_p t) - \cos(\omega_M t) \right) + \sum_{p=H,V} a_p \Delta K_p(0) \left( \sin(\lambda_p t) - \frac{\lambda_p}{\omega_M} \sin(\omega_M t) \right) + X_M(0) + \frac{P_M(0)}{m\omega_M}
\]

where to simplify the notation we have introduced the shorthand

\[
a_p := \frac{\hbar g_p}{m(\omega_M^2 - \lambda_p^2)} .
\]

This expression is our starting point to study the thermodynamics of mixing within the present optomechanical setting. We use it in Section 3.5 to calculate the energetic properties of the membrane. Before we proceed to do so, let us first clarify the initial states of the photons and membrane that we will focus on.

### 3.4.3 Initial states

To replicate the mixing of homogeneous gases considered by Gibbs, we suppose all photons in the left hand side of the cavity to be polarised at angle \( \theta_L = \theta \) and all photons in the right part to be polarised at \( \theta_R = 0 \). This allows us to explore the transition between distinguishable and indistinguishable gases by varying \( \theta \). Apart from the different polarization, we assume the state, in particular the number distribution, of the photons in the left part of the cavity to be the same as the state of the light in the right part in order to avoid a displacement of the piston membrane due to an initial photon imbalance. That is we assume that

\[
\langle f(N_L(0)) \rangle = \langle f(N_R(0)) \rangle
\]

for any function \( f \) and where \( N_L = L_H^\dagger L_H + L_V^\dagger L_V \) and \( N_R = R_H^\dagger R_H + R_V^\dagger R_V \) are the total number of photons in the left and right hand cavities respectively. For simplicity we take the photons and piston membrane states to be initially uncorrelated. We further assume that the initial average momentum and displacement of the membrane vanishes, as would be true, for example, were the membrane to be prepared in its ground state or a thermal state.
The above skeleton set of initial conditions suffices to obtain highly general results for the dynamics of the setup which are independent of the specific choice in the number distribution of the photon gases and specific state of the membrane. However, to make a closer connection with the original Gibbs mixing scenario we will also hone in on pertinent choices for the photon number distribution.

A photon gas in a thermal state has a well defined temperature but does not have a well defined number of photons and conversely a photon gas in a Fock state has a well defined number of particles but not temperature. Therefore, we cannot capture the classical case of thermal gases with a well defined number of particles. Instead, we consider the two cases separately. More specifically, we compare a Fock state configuration in which there are precisely $n$ photons per cavity and thus the initial state of the photons can be written as

$$\rho_F := |\psi_L(n, \theta)\rangle \langle \psi_L(n, \theta)| \otimes |\psi_R(n, 0)\rangle \langle \psi_R(n, 0)|$$

with

$$|\psi_C(n, \theta)\rangle \propto (\cos(\theta)C_H^\dagger + \sin(\theta)C_V^\dagger)^n |0\rangle$$

for $C = R, L$, (3.45)

to a thermal configuration,

$$\rho_T := \gamma_L(\theta) \otimes \gamma_R(0)$$

with

$$\gamma_C(\theta) \propto \sum_{n=0}^\infty e^{-\frac{\hbar \omega n}{k_B T}} |\psi_C(n, \theta)\rangle \langle \psi_C(n, \theta)|$$

for $C = R, L$, (3.46)

in which the photons in each cavity are in a thermal state at temperature $T$. While the thermal configuration perhaps allows us to make better contact with the thermodynamics which is central to the original Gibbs mixing thought experiment; the Fock state configuration is conceptually interesting in virtue of the fact that the Fock state is a genuinely quantum mechanical state of light.

Both configurations have experimental limitations. As the frequency of the cavity is typically of the order of THz [178], in order to have a non-negligible number of photons in each gas the temperature of that gas would have to be of order $10^3$K (roughly the temperature of the sun). This is not only experimentally impractical, but also would necessitate a temperature gradient between the photons and membrane. One way around this problem would be to use pseudo-thermal states of light [179]. Fock states of high $n \gtrsim 50$ are experimentally challenging; however, the regime of low photon number optomechanics is increasingly achievable [180]. We therefore consider the Fock and thermal configurations initially to maintain a continuity with the classical Gibbs mixing setting; however, in Section 3.9 we will present a more realistic experimental proposal to test some of these ideas.

### 3.4.4 Work output

When the photons and membrane are left to evolve the two gases will mix in the right cavity and this drives the membrane. To compare the work drawn in this mixing process to the work that can be extracted mixing classical gases, we need to specify the work done on the membrane by the mixing of the photon gases. As touched on in Chapter 2, the question of how to define work in the quantum regime has been discussed substantially elsewhere [84,86,181,183] and is far from resolved. Here we simply suggest a natural candidate that could be associated with work in this setting.

In Fig. 3.1 one could imagine the work done by the expanding gases is stored by a pair of springs that are compressed during the mixing process. By analogy, we will consider the work done on
the membrane to be the potential energy associated with the displacement of the membrane that results from the mixing of the photon gases. While in the protocol for mixing classical gases the final displacement of the membrane is constant and well defined, here the membrane oscillates about a new displaced origin and there will be some spread to its wave function. We therefore consider the potential energy associated with the oscillator’s new displaced origin, that is

$$W_M := \frac{1}{2} m \omega_M^2 \langle X_M \rangle^2 ,$$  \hspace{1cm} (3.47)

where

$$\langle X_M \rangle := \frac{1}{\tau} \int_0^\tau \text{Tr}[X_M(t)\rho] \, dt ,$$ \hspace{1cm} (3.48)

is the displacement of the membrane averaged over both the state of the membrane and an oscillation cycle $\tau$.

Another relevant thermodynamic quantity is the total change in the energy of the membrane. In general the energy of the membrane is a quantum variable and oscillates in time and so to have a well defined quantity we again consider the average change in energy of the membrane,

$$\Delta H_M := \langle H_M(t) - H_M(0) \rangle = \frac{1}{\tau} \int_0^\tau \text{Tr}[(H_M(t) - H_M(0))\rho] \, dt ,$$  \hspace{1cm} (3.49)

where the average is taken over the membrane’s quantum state and over an oscillation cycle, as in Eq. (3.48). Since, as will become clear, this energy is stored in the fluctuations and oscillatory motion of the membrane, the change in energy of the membrane has a substantial heat-like component.

### 3.5 Optomechanical Gibbs mixing analysis

In this section we investigate the work output, $W_M$, and the change in energy of membrane, $\Delta H_M$, from the mixing of partially distinguishable photon gases using a polarising beamsplitter membrane. The starting point for all these calculations is the general expression for the evolution of the displacement of the mechanical degree of freedom specified by Eq. (3.42).

**Work output.** As argued above, we take the work done on the membrane to be the potential energy of the membrane associated with the membrane’s new displaced origin. For a perfect polarising beamsplitter membrane, it follows from Eq. (3.42) that the displacement of the membrane is of the form

$$X_M(t) = X_M^{\text{osc}}(t) + \frac{\hbar g_V \Delta N_V(0)}{m \omega_M^2} ,$$  \hspace{1cm} (3.50)

where $X_M^{\text{osc}}(t)$ is an oscillatory term, which vanishes when we consider the average the displacement of the membrane over its state and a complete oscillation cycle, leaving

$$\langle X_M \rangle = \frac{\hbar g_V}{m \omega_M^2} \langle \Delta N_V(0) \rangle .$$ \hspace{1cm} (3.51)

For horizontally polarised photons in the right cavity and photons polarised at an angle $\theta$ in the left cavity, the time averaged displacement of the membrane is therefore given by

$$\langle X_M \rangle = \frac{\hbar g_V \langle N \rangle}{m \omega_M^2} \sin^2(\theta) .$$ \hspace{1cm} (3.52)

where $\langle N \rangle$ is shorthand for the average number of photons per gas

$$\langle N \rangle := \langle N_L(0) \rangle \equiv \langle N_R(0) \rangle .$$ \hspace{1cm} (3.53)
Figure 3.7: **Time averaged displacement of PBS membrane.** We plot the time averaged displacement of the PBS membrane normalised by the mean number of photons per gas, $\langle X_M \rangle / \langle N \rangle$, and shade the normalised standard deviation of this displacement, $\sqrt{\langle X_M^2 \rangle - \langle X_M \rangle^2} / \langle N \rangle$, as a function of the distinguishability $\theta$ of the photons in the left cavity from the photons in the right cavity. In a) the photons are initially in a Fock state with $n = 1$ photons per cavity (light blue squares) and $n = 100$ photons per cavity (dark blue circles) and the membrane is in a thermal state at temperature $k_B T = \omega_M$. In b) both the photons and the membrane are initially in a thermal state at the same temperature $k_B T = \omega$ (peach diamonds) and $k_B T = 100\omega$ (red triangles), to ensure there is no temperature gradient such that the work output and fluctuations can be attributed solely to mixing. In both plots the following parameters were chosen to illustrate the thought experiment: $\lambda/\omega_M = 2$, $g_V/g_H = 6$ and $\omega = 10\omega_M$. All distances are given in units of $\hbar g_V / \omega_M^2 m\omega_M$. It thus follows that the potential energy associated with the average displacement of the membrane is

$$W_M = \frac{\hbar^2 g_V^2 \langle N \rangle^2}{2\omega_M^2 m} \sin^4(\theta).$$  

Equation (3.54)

This expression for the work output is highly general in the sense that it holds for any photon number distribution as long as the initial distribution is the same in the two cavities and the optomechanical setup is in the regime where the back action of the membrane on the dynamics of the photons is negligible. Thus, in this setting, the work output vanishes for perfectly indistinguishable gases and is maximised for perfectly distinguishable gases, in agreement with the classical case as one would expect. However, crucially, in contrast to classical Gibbs mixing, the work now smoothly increases between these two extremes. That is, in this setting, we see precisely the continuous increase in the work output with distinguishability that we set out to demonstrate.

A key distinction between Gibbs mixing in the optomechanical setting compared to prior studies
concerns the fluctuations in the work output. When the pistons are assumed to be macroscopic classical systems, as in Gibbs’ classical analysis [142] and in quantum analyses based on entropic arguments [152, 154–156], the fluctuations in the work output from mixing are negligible. Here, however, as shown in Fig. C.1, the standard deviation of the displacement of the membrane is large as compared to the membrane’s average displacement which implies that there are large fluctuations in $W^\text{mix}_M$.

These substantial fluctuations in the work output are a feature arising from using a microscopic quantum piston membrane that is sensitive to the microscopic dynamics of the photon gases. The fluctuations capture both the motion of the mechanical degree of freedom due to the oscillatory force exerted by the photons as well as its quantum uncertainty. This quantum component to the uncertainty stems from the initial vacuum fluctuations of the photonic and phononic modes and the coherent nature of the dynamics. In particular, the PBS interaction gives the photons access to coherent superpositions between the two halves of the cavity and the optomechanical interaction entangles the photonic modes and the microscopic piston generating quantum fluctuations in the membrane’s position. As shown in light blue and peach in Fig. C.1, the fluctuations per photon are largest for low photon numbers and low temperatures. This can be attributed to the increased relative significance of vacuum fluctuations when the number of photons in the cavity is small.

3.6 Optomechanical Gibbs mixing analysis

Here we provide a more detailed account of the thermodynamic properties of Gibbs mixing in this optomechanical setting.

**Role of coherence for work output.** The work extracted from mixing the photon gases, Eq. (3.54), depends only on the difference in the number of vertically polarised photons in the two cavities and therefore is independent of the purity of the two gases. It follows that the same amount of work can be extracted mixing two homogeneous partially distinguishable quantum gases, where the internal state of the photons in the left and right cavities are given by $\rho_L = |\theta\rangle \langle \theta|$ and $\rho_R = |H\rangle \langle H|$ respectively, and mixing the equivalent classical mixture, that is mixing a homogeneous classical gas consisting of horizontally polarised photons and a non-homogeneous classical gas consisting of a mix of $\langle N \rangle \cos^2(\theta)$ horizontally polarised photons and $\langle N \rangle \sin^2(\theta)$ vertically polarised photons. In the latter case the internal state of the photons in the inhomogeneous gas in the left hand cavity is described by the density matrix $\rho_L = D(|\theta\rangle \langle \theta|)$ where $D$ is the depolarising operation such that $D(|\theta\rangle \langle \theta|) = \cos^2(\theta) |H\rangle \langle H| + \sin^2(\theta) |V\rangle \langle V|$. In this sense, the work output is independent of the coherence of the internal state of the gases. This is a feature of the optomechanical setting that deviates from the previous entropic analyses [152, 154–156] discussed in Section 3.3. As summarised in Table 3.9.1 while the work output from mixing $W_M$ agrees for both pure and mixed photonic gases, $W_{VN}$ differs.

This distinction between the current optomechanical analysis and previous entropic analyses is perhaps unsurprising given the fundamental differences between the settings. The prior entropic analyses aim to quantify the work output in an optimum protocol, assuming the thermodynamic limit of quantum gases containing large numbers of particles which completely mix while interacting continually with classical pistons and a classical thermal bath. In contrast, here we consider an autonomous, non-optimal, protocol involving (possibly finite sized) quantum gases and a quantum piston, where the gases partially rather than fully mix.
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expression and the time averaged change in energy of the membrane can be approximated as 

$$\Delta H = \alpha (\Delta N_H^2(0)) + \beta (\Delta N_H(0) \Delta N_V(0)) + \mu (\Delta K_H^2(0)) + \eta (\Delta N_H^2(0)),$$

(3.55)

where the prefactors $\alpha = \frac{\hbar^2 g_V^2}{m \omega_H^2}$, $\beta = \frac{\hbar^2 g_H g_V}{m(\omega_H^2 - \omega_V^2)}$, $\mu = \frac{\hbar^2 g_H^2 (3 \alpha^2 + 3 \omega_H^2)}{4m (\omega_H^2 - \omega_V^2)}$, and $\eta = \frac{\hbar^2 g_H^2 (3 \alpha^2 + 3 \omega_H^2)}{4m (\omega_H^2 - \omega_V^2)}$ depend only on system parameters but not on the initial state.

Since the radiation pressure exerted by the vertically polarised photons is greater than that exerted by the horizontally polarised photons, $g_V > g_H$, the first term of Eq. (3.55) dominates the expression and the time averaged change in energy of the membrane can be approximated as

$$\Delta H_M \approx \frac{\hbar^2 g_V^2}{m \omega_V^2} (\Delta N_V(0))^2.$$

(3.56)

For horizontally polarised photons in the right cavity and photons polarised at angle $\theta$ in the left cavity, the expected squared difference in the number of vertically polarised photons in the left and right cavities initially is

$$\langle \Delta N_V(0)^2 \rangle = \langle N^2 \rangle \sin^4(\theta) + \langle N \rangle (\sin^2(\theta) - \sin^4(\theta)),$$

(3.57)

where

$$\langle N^2 \rangle := \langle N_L(0)^2 \rangle \equiv \langle N_R(0)^2 \rangle,$$

(3.58)

is the average number of photons squared per gas. Thus, similarly to the work output, $W_M$, the change in energy of the membrane again increases monotonically with the distinguishability of the photons. Indeed, as shown in Fig. 3.8 for photon gases containing large numbers of photons, the dependence of $\Delta H_M$ on distinguishability tends to $\sin^4(\theta)$ coinciding with the $\theta$-dependence of $W_M$.

While the above approximation for the change in energy of the membrane, Eq. (3.56), is generally accurate; it implies that the change in energy of the membrane vanishes for indistinguishable photons which is not strictly true. Certainly, for perfectly indistinguishable gases, $\theta = 0$, both gases are horizontally polarised and therefore the first term of Eq. (3.55) vanishes. However, the other terms in Eq. (3.55) still contribute to the change in the energy of the membrane. Consequently, in contrast to the work output from mixing, Eq. (3.54), which in agreement with classical...
Figure 3.8: Change in energy of PBS membrane. We plot the time averaged change in energy of the PBS membrane to first order in $g_H$ and $g_V$, normalised by the expected number of photons per gas squared, as a function of the distinguishability of the photons in the left cavity from the photons in the right cavity. We plot the data for when the photons are initially in a Fock state with $n = 1$ photons per cavity (light blue squares) and $n = 100$ photons per cavity (dark blue circles) and for when the photons are initially in a thermal state at temperature $k_B T = \omega$ (peach diamonds) and $k_B T = 100 \omega$ (red triangles). The inset magnifies the data for $\theta \leq \pi/8$ to highlight that the energy transfer does not vanish as $\theta \to 0$. All energies are given in units of $\hbar^2 g^2 V^2 m \omega^2 M$. In this plot $\lambda/\omega = 2$, $g_V/g_H = 6$, $\omega = 10 \omega_M$.

Gibbs mixing vanishes for perfectly distinguishable gases; the energy transfer to the membrane is strictly non-zero even for the ‘mixing’ of indistinguishable gases. This arises from the fact that the PBS membrane is a microscopic quantum system and thus experiences heating from the radiation pressure exerted by the photons in the cavity irrespective of their polarisation. Nonetheless, as is clear from Fig. 3.8, the contribution of these terms are very small compared to the energy transfer for distinguishable gases.

Thus far we have focused on the distinguishability dependence of the work output and energy transfer to the membrane that results from the photon dynamics. However, classically, the work output is expected to also depend on the temperature of the heat bath used for the mixing protocol. It is therefore natural to also discuss this dependence in the current setting.

**Temperature dependence.** In the limit in which the back action of the membrane on the photon dynamics can be neglected and damping effects are assumed negligible, any temperature dependence of the work measures $W_M$ and $\Delta H_M$ enters through the initial state of the photons. Thus these measures do not depend on temperature if the number of photons in each gas is temperature independent, as in the Fock state configuration. However, in the thermal configuration the number of photons per gas is thermally distributed with

\[
\langle N \rangle = \frac{\exp(-\hbar \omega/k_B T)}{1 - \exp(-\hbar \omega/k_B T)} \quad \text{and} \quad \langle N^2 \rangle = \frac{\exp(-\hbar \omega/k_B T)(1 + \exp(-\hbar \omega/k_B T))}{(1 - \exp(-\hbar \omega/k_B T))^2}.
\]  

(3.59)

The resulting temperature dependence of the work output and energy transfer to the membrane in the thermal configuration is shown in Fig. 3.9. To aid comparison with classical Gibbs mixing, Eq. (3.2), we choose to plot the work done and energy change *per photon*, that is $\frac{W}{\langle N \rangle}$ and $\frac{\Delta H_M}{\langle N \rangle}$. 
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Figure 3.9: **Temperature dependence.** The mixing work $W_M/\langle N \rangle$, Eq. (3.54), to first order in $g_H$ and normalised by the average photon gas number $\langle N \rangle$. For perfectly distinguishable gases ($\theta = \pi/2$, solid red) $W_M/\langle N \rangle$ grows as a function of the photon state temperature $T$, Eq. (3.46), and is zero for indistinguishable gases ($\theta = 0$, not shown). For higher temperatures the slope becomes the same as that of the classical Gibbs mixing work per particle $W_{\text{dist}}/n$, Eq. (3.2), for distinguishable gases (solid black). Also shown is the full energy transfer to the membrane given by $\Delta \bar{H}_M$ in Eq. (3.55) for perfectly distinguishable gases (dark blue dashed) and for perfectly indistinguishable gases (light blue dotted). Again in the high temperature regime, both slopes become the same as the classical mixing work (solid black) and hence the energy transfers to the membrane grows linearly with the photon gas thermal state temperature. The classical work is given in units of $k_B T$ and the quantum work $W_M$ and energy transfer $\Delta \bar{H}_M$ are given in units of $\hbar^2 g^2 V/m\omega^2 M$. In this plot $\lambda/\omega_M = 2$, $g_V/g_H = 6$, $\omega = 10\omega_M$.

to compensate for the fact that classically the number of particles in the gas is assumed to be constant; whereas, for thermal photon gases the particle number is temperature dependent.

As shown in Fig. 3.9 we find that in the high temperature limit both the work output and the change in energy, for both distinguishable and indistinguishable gases, is proportional to the initial temperature of the thermal state. Thus in the high temperature limit, we regain the linear temperature dependence of the mixing work that is observed both in the classical case, Eq. (3.2). However, for low temperatures $W_M$ tends to zero at a super-linear rate and $\Delta H_M$ tends sub-linearly to

$$\Delta H_M/\langle N \rangle \approx \frac{\hbar^2 g^2 V}{m\omega^2 M} \sin^2(\theta)$$ (3.60)

before dropping discontinuously to 0 at $k_B T = 0$. These low temperature deviations are perhaps unsurprising since classical thermodynamics is formulated for the asymptotic limit of large numbers of particles; however, in the low temperature limit here, the gases consist of only a handful of photons.

The work that can be extracted in this optomechanical setting is expected to be generally less than can be extracted classically since $\frac{\hbar^2 g^2 V}{m\omega^2 M} < k_B T$ for typical experimental parameters (see Table 3.9.1). This is because, in contrast to the classical analysis (and previous entropic analyses), we have investigated a particular work extraction protocol which we have no reason to expect is optimal. Now one could view this as a criticism of our approach. Certainly, from a purely theo-
theoretical perspective our predicted work output perhaps lacks the aesthetic appeal of a clean upper bound. However, from a more practical perspective in general even specifying, let alone implementing, an optimal experimental protocol is a daunting task. Therefore, turning the argument around, we suggest it is noteworthy that we have found a scheme whereby an experimentalist could observe the same qualitative behaviour as predicted by these bounds, a work output that increases monotonically with distinguishability, without needing to perform an optimal protocol.

Nonetheless, it could be valuable in the future to investigate whether a more efficient work extraction scheme is possible within the ‘PBS-in-the-middle’ optomechanical setting. One could, for example, consider variants of the setup utilising multiple PBS membranes to enable the two photon gases to mix fully rather than partially as currently. Or, more fundamentally, the work extracted with the current scheme is independent of the purity of the internal state of the quantum gases, leaving open the question of whether/how the coherence of the polarisation of the photons could be utilised to extract additional work from mixing.

3.7 Bunching enhanced energy transfer

In this section, we share some intriguing results concerning the membrane dynamics when we abstract further away from the standard Gibbs mixing scenario and consider the effect of replacing the polarising beamsplitter with a standard beamsplitter. While this setting is no longer a direct analogue of classical Gibbs mixing, it exposes a novel quantum signature of distinguishability in thermodynamics [146].

With a BS membrane the photon gases in the two cavities will fully mix in both the left and right hand cavities, rather than just the right hand cavity as with a PBS membrane. By analogy with the protocol for extracting work from mixing classical photon gases, Fig 3.1, we expect there to be no work output when this mixing occurs because a beamsplitter is a fully permeable rather than semipermeable membrane and thus photon gases of different polarisations do not exert partial pressures on it. Indeed, we find from Eq. (3.42) that the average displacement of a BS membrane, and therefore $W_M$, vanishes for all times and choice in physical parameters.

The vanishing average displacement of the BS membrane can be seen as direct consequence of the system’s mirror symmetry. The Hamiltonian is invariant under the exchange of $L_p$ and $R_p$ and simultaneous replacement of $X_M$ with $-X_M$. Therefore, given a symmetric initial state, this symmetry is preserved during the dynamics and necessarily needs to be satisfied in the final state. As a result, since we assume both that the average displacement of the membrane initially vanishes and that there are initially equal numbers of photons in the two cavities, the average displacement of the membrane vanishes at all times.

However, the energy transfer to the membrane does not vanish and, as it turns out, its dependence on distinguishability is rather curious. Using the general expression for the evolution of the membrane’s displacement operator $X_M(t)$, Eq. (3.42), we find that the time averaged change in energy of the membrane is given by

$$\Delta H_M = \frac{\mu}{2} \langle (\Delta N(0))^2 \rangle + \frac{\eta}{2} \langle (\Delta K(0))^2 \rangle,$$

(3.61a)

where $\mu = \frac{2\hbar^2 g^2 (\lambda^2 + 3\omega_M^2)}{m(\lambda^2 - \omega_M^2)^2}$ and $\eta = \frac{\hbar^2 g^2 (3\lambda^2 + \omega_M^2)}{m(\lambda^2 - \omega_M^2)^2}$ depend only on system parameters but not on the initial state.

The distinguishability and photon number dependence of the energy of the membrane enters through the evaluation of the $\langle \Delta N(0)^2 \rangle$ and $\langle \Delta K(0)^2 \rangle$ terms. The $\langle \Delta N(0)^2 \rangle$ term is calculated as
follows
\[
\langle \Delta N(0)^2 \rangle = \langle (N_L(0) - N_R(0))^2 \rangle \\
= \langle N_L(0)^2 + N_R(0)^2 - 2N_L(0)N_R(0) \rangle \\
= 2\langle N^2 \rangle - 2\langle N \rangle^2 ,
\]
where the final line follows from the fact that we assume the photon number distribution in the two halves of the cavity are equal and therefore we can write \( \langle N_L \rangle = \langle N_R \rangle = \langle N \rangle \) and \( \langle N_L^2 \rangle = \langle N_R^2 \rangle = \langle N^2 \rangle \). Thus \( \langle \Delta N(0)^2 \rangle \) is distinguishability independent and equal to the variance in photon number in either cavity,
\[
\langle \Delta N(0)^2 \rangle = \delta N
\]
where \( \delta N = \langle N^2 \rangle - \langle N \rangle^2 \). Similarly, for the \( \langle \Delta K(0)^2 \rangle \) term we have that
\[
\langle \Delta K(0)^2 \rangle = \langle (\Delta K_H(0) + \Delta K_V(0))^2 \rangle \\
= \langle \Delta K_H(0)^2 + \Delta K_V(0)^2 + 2K_H(0)K_V(0) \rangle .
\]
The cross term vanishes since all photons in the right cavity are horizontally polarised and remaining two terms evaluate to
\[
\langle \Delta K(0)^2 \rangle = \langle \Delta K_H(0)^2 + \Delta K_V(0)^2 \rangle \\
= \langle L_H^2 L_H \rangle + \langle R_H^2 R_H \rangle + 2\langle L_H^1 L_H \rangle \langle R_H^1 R_H \rangle + \langle L_V^1 L_V \rangle + \langle R_V^1 R_V \rangle + 2\langle L_V^1 L_V \rangle \langle R_V^1 R_V \rangle \\
= 2\langle N \rangle + 2\langle N \rangle^2 \cos(\theta)^2 .
\]
Substituting these expressions into the equation for the total energy of the membrane, the change in energy of the membrane reads
\[
\Delta H_M = \mu \delta N + \eta \left( \langle N \rangle + \langle N \rangle^2 \cos(\theta)^2 \right) .
\]
This expression for the energy transfer to the membrane is again highly general in the sense that it holds for any photon number distribution as long as the initial distribution is the same in the two cavities and the optomechanical setup is in the weak coupling regime where the backaction of the membrane’s motion on the photon’s dynamics may be neglected.

For high temperature thermal gases the initial fluctuations in photon number \( \delta N(0) \) will be substantial and so there is a large contribution to \( \Delta H_M \) that is independent of \( \theta \), softening the distinguishability dependence of the energy transfer. However, for special non-classical initial states such as Fock states, the variance in photon number, \( \delta N(0) \), may be negligible as compared to the average number of photons in each gas, \( \langle N(0) \rangle \). In such quantum regimes, the energy transfer \( \Delta H_M \) is proportional to \( \langle N(0) \rangle \) for distinguishable gases since the cos-term in Eq. \([3.66]\) vanishes. However, for indistinguishable gases the energy transfer is quadratically enhanced, scaling as \( \langle N(0) \rangle^2 \) in the limit of large photon numbers. This dependence of the energy transfer to the piston membrane on distinguishability is precisely the opposite to Gibbs mixing where work extraction is possible for distinguishable gases but not for indistinguishable gases. The difference in behaviour is perhaps unsurprising as the present mechanism does not rely on mixing but rather, as we explain in the following section, is a direct consequence of photon bunching as observed in the Hong-Ou-Mandel effect.

### 3.8 The role of photonic bunching

The photons in the cavity are subject to the well known Hong-Ou-Mandel (HOM) effect \([147]\), a distinguishability dependent interference effect between two photons. Here we argue that the
HOM effect can explain the indistinguishability enhanced energy transfer to a BS membrane and further investigate the contribution of the HOM effect to the photon dynamics by calculating the correlation function, \( g_{L,R} \).

The Hong-Ou-Mandel (HOM) effect is maximised for perfectly indistinguishable photons and vanishes for perfectly distinguishable photons. When two perfectly distinguishable photons impinge on opposite sides of a beamsplitter simultaneously, there are four equally probable outcomes:

(a) the photon from the right is transmitted and the photon from the left is reflected,
(b) the photon from the left is transmitted and the photon from the right is reflected,
(c) both photons are transmitted,
(d) both photons are reflected,

However, when the two photons are indistinguishable, the amplitude for both photons to be reflected by the BS and the amplitude for both photons to be transmitted through the BS destructively interfere, and thus the probability for the photons to exit the beamsplitter through opposite sides vanishes. Indistinguishable photons are therefore guaranteed to leave a beamsplitter in the same mode, a phenomena known as ‘bunching’.

To understand heuristically how this bunching affects the membrane dynamics, it is instructive to consider the initial state with one photon in each part of the cavity. When the two photons impinge on the beamsplitter, there are four equally likely outcomes, each of which generates a different effect on the motion of the membrane as sketched in Fig. 3.10. When the two photons leave the beamsplitter to different parts of the cavity there will be no net displacement to the membrane. However, when the two photons leave the beamsplitter to the left part of the cavity, the beamsplitter will be displaced to the right, and vice versa when the two photons leave the BS to the right part of the cavity. For both distinguishable and indistinguishable photons the average displacement of the membrane will be zero. However, the fluctuations in the position of the membrane will be greater for the case of indistinguishable photons because the probability for the membrane to be displaced to the left or right is double that for distinguishable photons. By the same argument, the time dependent bunching of indistinguishable photons will increase the effective driving force on the membrane and thereby increase its energy.

The degree of bunching of the photons in the cavity is quantifiable by the second order coherence correlation function \( g \). The second-order correlation function between any two modes \( a \) and \( b \) is given by

\[
g_{a,b}(t) := \frac{\langle a^\dagger(t)b^\dagger(t)b(t)a(t) \rangle}{N_a(t)N_b(t)}, \tag{3.67}
\]

where \( \langle a^\dagger(t)b^\dagger(t)b(t)a(t) \rangle \) is the probability of measuring a photon in mode \( a \) and a photon in mode \( b \) at time \( t \), and the product of

\[
N_a(t) = \langle a^\dagger(t)a(t) \rangle \quad \text{and} \quad N_b(t) = \langle b^\dagger(t)b(t) \rangle \tag{3.68}
\]

is a normalisation factor.

The second order correlation function is most often used to quantify the spacing of photons within a single mode, i.e. where \( a = b \). A coherent light beam has randomly spaced photons and therefore a \( g_{a,a} \) value of 1. If \( g_{a,a} \) is greater than 1 the probability of measuring two photons simultaneously is greater than expected for a random beam of photons and in this sense the
Figure 3.10: **HOM effect in optomechanical setting.** Elementary processes of the Hong-Ou-Mandel effect in the present optomechanical setup. In (a) the photon from the left is reflected and the photon from the right is transmitted and vice versa in (b). In (c) both photons are transmitted and in (d) both photons are reflected. When the photons are perfectly distinguishable, i.e. $j = H$ and $k = V$ or $j = V$ and $k = H$, then all four outcomes (a - d) are equally probable. When the photons are perfectly indistinguishable, i.e. $j = H$ and $k = H$ or $j = V$ and $k = V$, then the amplitudes for outcomes (c) and (d) destructively interfere and the outcomes (a) and (b) are equally probable.

Photons are ‘bunched’ together. Thermal light with superior-Poissonian statistics and a $g_{a,a}$ value of 2 is therefore bunched. In contrast, if $g_{a,a}$ is less than 1 then the probability of measuring two photons simultaneously is greater than expected for a random beam of photons and the photons are said to be ‘antibunched’. The correlation function corresponding to an $n$ photon Fock state scales as $1 - \frac{1}{n}$. Therefore a single Fock state photon is maximally antibunched with a $g_{a,a}$ of 0 but the degree of antibunching decreases as the number of photons is increased [184,185].

We are primarily interested in the correlations between the left and right modes, rather than within a mode, that is $g_{L,R}(t)$ which can be written as

$$g_{L,R}(t) = \frac{(N_L(t)N_R(t))}{(N_L(t))(N_R(t))}. \tag{3.69}$$

A $g_{L,R}$ value of 0 entails that if we simultaneously measure the number of photons in the left and right cavities, we are certain to find at least one photon in the left cavity and zero photons in the right cavity, or vice versa, despite on average there being photons in both cavities. Thus, in contrast to the single mode correlation function, a $g_{L,R}$ value of 0 indicates that the correlations between the photons in the cavities are such that the photons are bunched in a single cavity. Conversely, a $g_{L,R}$ of 1 indicates that whenever a photon is measured in the one cavity, it is certain that at least one photon will be measured in the other cavity, indicating that the photons are evenly spread between the two cavities. In this way, we can use $g_{L,R}$ to quantify the degree to which on measurement the photons bunch in one half of the optical cavity.

To verify that bunching is playing an active role in the dynamics we calculate the correlation function $g_{L,R}(t)$ for cavities containing a BS and a PBS membrane. To do so, we use the expressions for the evolution of the creation and annihilation operators of the cavity modes on disregarding the back-action of the membrane on the photon dynamics,

$$L_p^\dagger = \exp(-i\omega t) \left( L_p^\dagger(0) \cos \left( \frac{\lambda_p t}{2} \right) - i R_p^\dagger(0) \sin \left( \frac{\lambda_p t}{2} \right) \right) \quad \text{and}$$

$$R_p^\dagger = \exp(-i\omega t) \left( R_p^\dagger(0) \cos \left( \frac{\lambda_p t}{2} \right) - i L_p^\dagger(0) \sin \left( \frac{\lambda_p t}{2} \right) \right) \quad \text{for} \quad j = H \text{ and } V. \tag{3.70}$$

In what follows we describe for completeness the explicit time dependent behaviour of the correlation function, for perfectly distinguishable and perfectly indistinguishable photon gases, depending
on whether the photons in the gases are initially prepared in the thermal or Fock state configuration. However, if so wished, one can skip this detailed description and go straight to the punchline at Eq. (3.80).

### Beamsplitter Membrane ($\lambda_H = \lambda_V = \lambda$):

For indistinguishable photons, the correlation function can be written as

$$g_{L,L}(t) = \frac{1}{4}((1 - \cos(2\lambda t))g_{L,L}(0) + 2 + 2 \cos(2\lambda t))$$  \hspace{1cm} (3.71)

where $g_{L,L}(0)$ denotes the initial correlation function within the left cavity, which is equal to the correlation function in the right cavity, $g_{R,R}(0)$, since we assume the number distribution of the two photon gases are equal. When there is initially one precisely photon per cavity $g_{L,L}$ vanishes and therefore $g_{L,R}(t)$ evaluates to

$$g_{L,R}(t) = \frac{1}{4}(1 + \cos(2\lambda t)) \hspace{1cm} (3.72)$$

As indicated by the light blue line in Fig. 3.11(a) the correlation function $g_{L,R}(t)$ equals zero, and therefore the two photons are perfectly bunched, at intervals of

$$t = \lambda^{-1}\left(\frac{\pi}{4} + k\frac{\pi}{2}\right) \hspace{0.5cm} \forall k \in \mathbb{N} \hspace{1cm} (3.73)$$

For large Fock states $g_{L,L}$ tends to 1 and therefore,

$$g_{L,L}(t) = \frac{1}{2}(1 + \cos(2\lambda t)) \hspace{1cm} (3.74)$$

As shown by the solid dark blue line in Fig. 3.11(a), $g_{L,R}(t)$ oscillates at the same frequency but the minimum value of $g_{L,R}(t)$ is now 1/2 and therefore bunching is still occurring but to a lesser degree than the single photon gases. For thermal photons $g_{L,L}(0)$ evaluates to 2 for all temperatures and therefore the correlation function is temperature independent and equal to

$$g_{L,R}(t) = \frac{1}{4}(3 + \cos(2\lambda t)) \hspace{1cm} (3.75)$$

as indicated by the dotted red and orange lines.

For perfectly distinguishable photons, the correlation function can be written as

$$g_{L,L}(t) = \frac{1}{4}((1 - \cos(2\lambda t))g_{L,L}(0) + 3 + \cos(2\lambda t))$$  \hspace{1cm} (3.76)

which reduces to

$$g_{L,R}(t) = \frac{1}{4}(3 + \cos(2\lambda t)) \hspace{1cm} (3.77)$$

for the Fock state configuration in which there is one photon per cavity and to

$$g_{L,L}(t) = 1 \hspace{1cm} (3.78)$$

as the number of photons per cavity tends to infinity. These two cases are plotted by the solid light and dark blue lines in Fig. 3.11(a). Note that when there is one horizontal photon and one vertical photon per cavity there can be no interference effect and thus the dip in that case derives from the regular oscillation of the single horizontal photon between the two cavities rather than bosonic bunching. For thermal photons the correlation function takes the form

$$g_{L,R}(t) = \frac{1}{4}(5 - \cos(2\lambda t))$$  \hspace{1cm} (3.79)
Figure 3.11: **Correlation functions for BS membrane.** In (a) we plot the $g_{L,R}(t)$ correlation function as a function of time and in (b) we plot 1 minus the time average of the $g_{L,R}(t)$ correlation function as a function of the distinguishability of the two photon gases $\theta$. In both figures we plot the data for when the photons are initially in a Fock state with $n = 1$ photons per cavity (light blue squares) and $n = 100$ photons per cavity (dark blue circles) and for when the photons are initially in a thermal state at temperature $k_B T = 5\omega_L$ (peach diamonds) and $k_B T = 100\omega_L$ (red triangles).

for all temperatures. Thus for thermal photons, as indicated by the solid orange and red lines in Fig. 3.11(a), the photons $g_{L,R}(t)$ takes a maximum value of $\frac{1}{2}$ indicating antibunching between the two cavities.

Above we have described the detailed time dependent behaviour of the second order correlation function for Fock state and thermal photon gases. However, we are primarily interested in the dependence of $g_{L,R}$ on distinguishability. To highlight this dependence and amalgamate the results above, it is insightful to consider the quantity

$$1 - \langle g_{L,R}(t) \rangle = \frac{1}{4} \left( 1 + \cos(\theta)^2 - g_{L,L}(0) \right),$$

where $\langle g_{L,R}(t) \rangle$ denotes the time average of $g_{L,R}(t)$. This quantity is a measure of the degree of bunching in the cavity. More precisely, it equals 0 when the photons are evenly spread between the two cavities but is positive for light bunched in a single cavity and negative for light that is antibunched between the two cavities.

As shown in Fig. 3.11(b), we find that, for all possible photon number distributions of the initial gases, the bunching within one half of the cavity decreases with the distinguishability of the photons. That is, bunching is most pronounced for indistinguishable gases, which is perfectly consistent with the Hong-Ou-Mandel effect. Indeed, the degree of bunching, as measured by Eq. (3.80), even has the same $\cos(\theta)^2$ dependence on distinguishability as the energy transfer to the membrane, Eq. (3.66). This further supports the argument that the enhanced energy transfer to the membrane for indistinguishable photons arises from photonic bunching.

**Polarising beamsplitter membrane ($\lambda_H = \lambda$ and $\lambda_V = 0$):** While the effect of photonic bunching is not as pronounced when the membrane is a polarising beamsplitter, it nonetheless
of time for perfectly distinguishable photons ($\theta = \pi/2$, solid), partially distinguishable photons ($\theta = \pi/4$, dashed) and perfectly indistinguishable photons ($\theta = 0$, dotted). In (b) we plot 1 minus the time average of the $g_{L,R}(t)$ dips shown in (a) as a function of distinguishability. The photons are initially in a Fock state and we plot data for a PBS membrane with $n = 1$ photons per cavity (red) and $n = 100$ photons per cavity (dark blue) and for a BS membrane with $n = 1$ photons per cavity (orange) and $n = 100$ photons per cavity (light blue).

plays a role in the dynamics. Of course, if both photon gases are horizontally polarised then the dynamics are the same whether there is a beamsplitter or a polarising beamsplitter in the cavity and therefore in this limit Eq. (3.71) holds unaltered for a PBS membrane. For the case of perfectly distinguishable photons interacting with a PBS membrane, that is $\theta = \pi/2$, the $g_{L,R}(t)$ correlation function can be written as

$$g_{L,R}(t) := g_{L,L}(0) + (1 - g_{L,L}(0)) \frac{2}{3 - \cos(\lambda t)}$$

which is denoted by the solid lines in Fig. 3.12(a). Note that the frequency of the $g_{L,R}$ dips is now half of that for indistinguishable photons or even distinguishable photons in the presence of a beamsplitter. This makes sense in the case of $n = 1$ because then there is one horizontal photon and one vertical photon per cavity and so there can be no interference effect rather the dip derives from the oscillation of the single horizontal photon between the two cavities. Nonetheless, the punchline is the same here as for a beamsplitter membrane. Specifically, as shown in Fig. 3.12(b), we find that the time average of the dips in $g_{L,R}(t)$ increases, and therefore bunching decreases, with the distinguishability of the photons.

Thus bunching contributes to the dynamics of the PBS membrane piston for indistinguishable photons and therefore, as with the BS membrane, also contributes to the energy transfer to the membrane. We observed earlier that the energy transfer to the PBS membrane does not vanish for indistinguishable photons. At the time we attributed this to the fact that the the membrane is a microscopic quantum system that will experience heating from the membrane. The results in this section demonstrate that there is a quantum component to that heating effect, namely that the energy transfer partially arises from fluctuations in the dynamics of the membrane resulting from the back action of photonic bunching. However, in contrast to a BS membrane, for a PBS
membrane the energy transfer to the membrane nonetheless increases with distinguishability. This is because for a PBS membrane the effect of bunching is drowned out by the substantially larger effect of quantum Gibbs mixing when the two photons gases are distinguishable.

3.9 Experimental outlook

In this section we discuss how the results observed in this chapter could be experimentally verified. In general preparing the light field in the cavity in a thermal photonic state or a Fock state containing sufficiently many photons to have a non-negligible effect on the membrane is experimentally challenging. Instead, in this section we will discuss more realistic strategies whereby the cavities are driven by lasers. Additionally, while thus far we have considered an idealised lossless cavity and a frictionless membrane, in practise the effect of the dissipation of photons from the cavity and damping of the mechanical oscillator cannot be disregarded entirely. Therefore, we now phenomenologically incorporate these effects into our calculations.

3.9.1 Quantum Gibbs mixing with PBS membrane

Let us start by discussing how one could experimentally implement quantum Gibbs mixing using a polarising beamsplitter membrane. The aim of the experiment is to observe a work output that increases continuously with the distinguishability of the photon gases.

Given that in practise no cavity is entirely lossless, all photons initially in the cavity will eventually escape. Similarly, realistically the mechanical oscillator will be subject to damping effects. Consequently, in practise, any energy transfer to the membrane due to the initial photonic state will only be transient. Therefore, to observe a substantial work transfer to the membrane that varies with distinguishability we propose continuously driving the two cavities.

Specifically, we propose simultaneously strongly driving the left cavity with photons polarised at an angle $\theta$ and driving the right cavity with horizontally polarised photons. We assume that this driving is performed on resonance with the cavity frequency and that the two driving processes are in phase. This can be modelled by adding the following driving term to the Hamiltonian,

$$H_D = \hbar \left( (L_\theta + R_H) \exp(i\omega t) + (L_H^\dagger + R_H^\dagger) \exp(-i\omega t) \right)$$ (3.82)

where $L_\theta = \cos(\theta)L_H + \sin(\theta)L_V$ and $\epsilon$ is the laser driving amplitude.

To solve for the dynamics of the membrane we first switch to a frame rotating at the driving frequency. In this rotating frame the equation of motion of the photonic modes take the form

$$\frac{dL_H}{dt} = -\left( -(gX_M + i\kappa)_{\frac{L_H}{2}} R_H + \frac{\lambda_H}{2} R_H + \epsilon \cos(\theta) \right),$$

$$\frac{dL_V}{dt} = -\left( -(gX_M + i\kappa)_{\frac{L_V}{2}} R_V + \frac{\lambda_V}{2} R_V + \epsilon \sin(\theta) \right),$$

$$\frac{dR_H}{dt} = -\left( (gX_M - i\kappa)R_H + \frac{\lambda_H}{2} L_H + \epsilon \right),$$

where $\kappa$, the rate of cavity dissipation, has been incorporated phenomenologically. Similarly, the equation of motion of the membrane now reads

$$\frac{d^2 X_M}{dt^2} + \kappa_M \frac{dX_M}{dt} + \omega_M^2 X_M = \frac{F(g_H, g_V)}{m},$$

where we account for the damping of the mechanical mode at rate $\kappa_M$. 
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Figure 3.13: Displacement of PBS membrane under proposed implementation. The left hand figure plots the average displacement of the membrane as a function of time when the left cavity is driven by photons that are polarised at angle $\theta$ and the right cavity is driven by horizontally polarised photons. Polarisation angles $\theta = \pi/2$, $\theta = \pi/4$ and $\theta = 0$ are shown in blue, purple and red respectively. On the right, we plot our estimate for the steady state displacement of the membrane, Eq. (3.87), as a function of distinguishability. This confirms our estimate is accurate since the steady state displacements in the left hand plot for $\theta = 0$, $\theta = \pi/4$ and $\theta = \pi/2$ align well with the predicted displacements from the right hand plot. In both plots the parameters are taken from Table 3.9.1.

These coupled differential equations can be solved in the limit that the back-action of the photons on the membrane is negligible; however, in general the time dependent expressions are rather messy and uninsightful. In Fig. 3.13 we plot the average displacement of the membrane as a function of time assuming that the left and right cavities are initially in the vacuum state. The displacement of the membrane is largest for the mixing of perfectly distinguishable photon gases (red), vanishes for perfectly indistinguishable gases (blue) with the displacement for partially distinguishable gases with $\theta = \pi/4$ sitting between these two extremes.

In the limit in which the cavity damping rate $\kappa$ is substantially faster than the membrane damping rate $\kappa_M$, the displacement of the membrane increases initially before reaching a steady oscillatory state about a new displaced origin on the time scale $\kappa^{-1} \ll t \ll \kappa_M^{-1}$. To calculate this displaced origin we can disregard the membrane damping, that is set $\kappa_M = 0$, and evaluate the time averaged change in energy of the membrane in the limit of large $t$ by dropping exponentially vanishing terms and averaging over the remaining sinusoidal terms. On doing so we obtain

$$
\lim_{t \to \infty} \langle X_M(t) \rangle = \frac{4e^2 g_V}{m \kappa^2 \omega_M^2} \sin(\theta)^2
$$

in the limit that $g_V \gg g_H$ (as considered previously in Section 3.5). As shown by the right hand plot in Fig. 3.13 the above expression provides an accurate estimate of the position of the displaced origin of the membrane on the scale $\kappa^{-1} \ll t \ll \kappa_M^{-1}$. The displacement for this driven damped implementation is directly proportional to the displacement observed previously for the un-damped and un-driven case, Eq. (3.52). Thus we find again that the displacement of the membrane is expected to increase continuously with the distinguishability of the photon gases. Moreover, as argued previously, the potential energy associated with the new displaced origin of the membrane can be associated with a work output. Thus this driven implementation could be

---

6 This limit is experimentally realisable for beamsplitter membranes as shown in Table 3.9.1. The data is currently unavailable for polarising beamsplitter membranes.
used to observe a continuous increase in the work output with distinguishability.

One might worry that since we are no longer considering a closed system, the work output can no longer be solely attributed to a mixing process and therefore this driven experimental implementation deviates from the original spirit of Gibbs’ mixing experiment. This worry is, however, largely misplaced. The time averaged displacement of the membrane vanishes for indistinguishable gases and therefore any displacement to the membrane stems from the distinguishability of the photon gases. In this sense it would seem that the work output can, despite the driving, be solely attributed to mixing. The driving proposed here is primarily intended to compensate for the loss of the gases from the cavity due to damping. One could similarly imagine a variant of the classical Gibbs mixing setting where the box in which the gases are held is lossy and the gases are continually pumped into the box to compensate. In this setting, as in ours, the spirit of the experiment, a demonstration that the work output from mixing gases depends on their distinguishability, remains unchanged.

**Experimental prospects.** There does however remain one pretty fundamental sticking point. Fig. 3.13 is plotted using a set of typical experimental parameters for the standard BS ‘membrane-in-the-middle’ setup which we list in Table 3.9.1. We use this data, despite considering a PBS membrane here because, while the beamsplitter membranes used for standard ‘membrane-in-the-middle’ experiments are readily available, polarising beamsplitter membranes are not. The smallest polarising beamsplitters that are currently engineered are still several orders of magnitude thicker and heavier than the membranes that are typically used in ‘membrane-in-the-middle’ experiments. Therefore current PBS membranes are too massive to experience a substantial impact from the photons in the cavity and furthermore cannot be considered quantum mechanical. Thus our proposed experiment is not viable in the short term; however, since the task of miniaturising membranes is an active field of research we hope that in the not too distant future the ultra-thin polarising beamsplitters which are required for our proposal will become available.

### 3.9.2 Indistinguishability enhanced energy transfer to BS membrane

Having discussed the outlook for an experimental implementation of Gibbs mixing using a PBS membrane, we proceed to discussing how one could experimentally observe the enhanced energy transfer to a BS membrane for indistinguishable photons that we found in Section 3.7. Since preparing the light field in the cavity in a thermal photonic state or large Fock states is experimentally challenging, we again consider driving strategies.

Intriguingly, the continuous driving strategy we used to implement quantum Gibbs mixing with the PBS membrane does not seem to generate a distinguishability dependent energy transfer here. That is, on re-running the calculation set out in the previous section, but this time for the case in which \( \lambda_H = \lambda \) but \( \lambda_V = 0 \) and \( g_V > g_H \), we find that the energy transfer to the membrane is independent of the distinguishability of the two photon gases. Interestingly, both the driving force exerted by the photons on the membrane and the energy transfer to the membrane is also substantially reduced in this case as compared to the PBS membrane. We therefore suggest that the lack of distinguishability dependence in the energy transfer for continuous driving stems from an interference effect akin to electromagnetic transparency induced effects observed elsewhere. However, in all honesty, as of yet we are not entirely sure how to explain this phenomenon.
### Table 3.2: Experimental parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane frequency $\omega_M$</td>
<td>350kHz</td>
</tr>
<tr>
<td>Cavity frequency $\omega$</td>
<td>20THz</td>
</tr>
<tr>
<td>Tunnelling rate $\lambda$</td>
<td>34GHz</td>
</tr>
<tr>
<td>Length of cavity $L$</td>
<td>93mm</td>
</tr>
<tr>
<td>Radiation pressure $\tilde{g}$</td>
<td>3.3kHz</td>
</tr>
<tr>
<td>Cavity decay rate $\kappa$</td>
<td>85kHz</td>
</tr>
<tr>
<td>Membrane quality factor $Q$</td>
<td>122000</td>
</tr>
<tr>
<td>Membrane damping rate $\kappa_M = \frac{\omega_M}{Q}$</td>
<td>1Hz</td>
</tr>
<tr>
<td>Membrane mass $m$</td>
<td>45ng</td>
</tr>
<tr>
<td>Laser power $P$</td>
<td>25$\mu$W</td>
</tr>
<tr>
<td>Driving Amplitude $\epsilon = \sqrt{\frac{P\kappa}{\hbar\omega}}$</td>
<td>39GHz</td>
</tr>
</tbody>
</table>

Here we provide list of typical experimental parameters for ‘membrane-in-the-middle’ optomechanical setups to use to get a handle on the viability of our experimental proposals. All parameters are taken from [2], except for the tunnelling rate $\lambda$ which is taken from [3] because [2] did not provide a value for the tunnelling rate. While these parameters are for a beamsplitter membrane, we also use them to discuss the experiment involving a polarising beamsplitter membrane because ‘PBS-in-the-middle’ setups are yet to be implemented and so the data is unavailable. For horizontal photons a PBS membrane acts as a perfect beamsplitter and so we expect $g_H$ to be equal to $g$ for a beamsplitter membrane. Conversely, for vertically polarised photons a PBS membrane acts as a mirror and so we expect $g_V$ to be larger than $g_H$ but we have been unable to find precise prediction for $g_V$ in this case. Therefore, somewhat arbitrarily, we set $g_V = 6g_H$ for our calculations in Fig. 3.13.
Nonetheless, the enhanced energy transfer for indistinguishable photons observed in Eq. (3.66) applies to any initial state in the cavity, including coherent states, which can be generated by driving a cavity with a laser. This suggests that a pulsed driving strategy might be appropriate. If the cavities were driven with a pulse that is shorter than the tunnelling time of the membrane then the photons do not have time to tunnel between the two cavities during the driving processes. This removes the possibility of an unintended interference effect between the two pulses and, since they occur on separate time scales, we can consider the driving processes and tunnelling processes independently. As a consequence, during the driving process we are simply driving a single cavity mode with a coherent light source and it is well known that this generates a coherent state with respect to the driven mode.

We therefore propose driving the left modes of the cavity with an ultra short laser pulse of $\theta$ polarised photons and the right modes with an ultrashort pulse of horizontally polarised photons. This will generate a coherent state with polarisation $|\alpha\rangle$ in the left cavity and a coherent state of horizontally polarised photons in the right. If the photons are then left to oscillate between the two cavities, this will, as per Eq. (3.66), generate an enhanced energy transfer to the membrane for indistinguishable photons. More specifically, since both the mean and variance of the number for photons in a coherent state $|\alpha\rangle$ is $|\alpha|^2$, the change in energy of the membrane after the application of a single pair of pulses of light into the left and right cavities, each containing on average $|\alpha|^2$ photons, is given by

$$\Delta H_M = \mu |\alpha|^2 + \eta \left( |\alpha|^2 + |\alpha|^4 \cos(\theta)^2 \right).$$

We therefore expect a significant distinguishability dependent contribution to the change in energy of the membrane under this proposed pulsed implementation.

The above expression calculated from Eq. (3.66) does not incorporate the effect of cavity and mechanical damping. Once these effects are incorporated we obtain a modified version of Eq. (3.88) with the same distinguishability and $\alpha$ dependence but new parameters $\mu$ and $\eta$ which are reduced by the damping rates $\kappa$ and $\kappa_M$. The equations of motion of the membrane and photons in the presence of damping but not driving read

$$\frac{d^2 X_M}{dt^2} + \kappa_M \frac{dX_M}{dt} + \omega^2_M X_M = \frac{\hbar g}{\omega_0} (\Delta N_H + \Delta N_V)$$
$$\frac{dL_p}{dt} = -i \left( (\omega - gX_M - i\kappa)L_p + \frac{\lambda_p}{2} R_p \right)$$
$$\frac{dR_p}{dt} = -i \left( (\omega + gX_M - i\kappa)R_p + \frac{\lambda_p}{2} L_p \right),$$

On solving this set of coupled differential equations in the limit that the effect of the back-action of the photons on the membrane can be disregarded, we find that the change in energy of the membrane is given by

$$\langle H_M(t) - H_M(0) \rangle = u(t) \delta N + v(t) \left( \langle N \rangle + \langle N \rangle^2 \cos(\theta)^2 \right)$$

where $u(t)$ and $v(t)$ are oscillatory functions depending on the system parameters but not the initial state.

Similarly to the PBS implementation, and as shown in Fig. 3.14, in the experimentally realisable limit in which the cavity damping $\kappa$ is much faster than the membrane damping $\kappa_M$, the energy of the membrane tends to an approximately constant value on the time scale $\kappa^{-1} \ll t \ll \kappa_M^{-1}$. In this limit, the long time averaged change in energy of the membrane,

$$\Delta H_M^{t \to \infty} = \lim_{t \to \infty} \langle H_M(t) - H_M(0) \rangle,$$
Figure 3.14: **Energy transfer to BS membrane in presence of damping.** We plot the average energy of the membrane as a function of time when the photons in the left cavity are vertically polarised and the photons in the right hand cavity are polarised at angle $\theta$ such that when $\theta = 0$ (blue) the photons are perfectly indistinguishable, when $\theta = \pi/2$ (red) the photons are perfectly distinguishable and when $\theta = \pi/4$ (purple) the photons are partially distinguishable. We suppose that the light in both cavities is in a coherent state containing $10^6$ photons and use the parameters in Table 3.9.1.

is found by disregarding any terms that exponentially vanish in the limit of large $t$ and averaging over remaining sinusoidal terms. On doing so we obtain,

$$
\Delta H_{M}^{t=\infty} = \mu \delta N + \eta \left( \langle N \rangle + \langle N \rangle^2 \cos(\theta)^2 \right)
$$

where

$$
\mu = \frac{2g^2}{m} \frac{2(4\kappa^2 + \omega_3^2) + (\lambda^2 + \omega_3^2)\delta_{K,0}}{(4\kappa^2 + (\lambda - \omega_M)^2)(4\kappa^2 + (\lambda + \omega_M)^2)}
$$

$$
\eta = \frac{g^2}{m} \frac{2\lambda^2 + (\lambda^2 + \omega_3^2)\delta_{K,0}}{(4\kappa^2 + (\lambda - \omega_M)^2)(4\kappa^2 + (\lambda + \omega_M)^2)}.
$$

In the presence of cavity damping, that is for $\kappa \neq 0$, these expressions reduce to

$$
\mu = \frac{2g^2}{m} \frac{2(4\kappa^2 + \omega_3^2)}{(4\kappa^2 + (\lambda - \omega_M)^2)(4\kappa^2 + (\lambda + \omega_M)^2)}
$$

$$
\eta = \frac{g^2}{m} \frac{\lambda^2}{(4\kappa^2 + (\lambda - \omega_M)^2)(4\kappa^2 + (\lambda + \omega_M)^2)}
$$

with the ratio of the prefactors given by

$$
\frac{\eta}{\mu} = \frac{\lambda^2}{2(4\kappa^2 + \omega_3^2)}.
$$

Since $\kappa$ and $\omega_M$ are typically several orders of magnitude smaller than $\lambda$, it follows that $\eta \gg \mu$ and therefore the distinguishability dependent term in Eq. 3.92 dominates over the fluctuation dependent term. The final expression for the energy transfer to the membrane after a single pair of pulses have dissipated from the cavity is given by Eq. 3.88 with the prefactors $\mu$ and $\eta$ as defined by Eq. 3.95.

**Experimental prospects.** Pulsed optomechanical schemes have been both proposed [188,189] and implemented [190] in the context of ‘single mode’ optomechanical setups where there is a single photonic mode and the mechanical mode is a movable cavity mirror. In this setting, the pulse length is required to be short compared to the mechanical frequency, $\omega_M$. Using short pulses in single mode optomechanical systems enables one to probe the regime in which the back action of
the membrane’s motion on the photons can be ignored. As far as we are aware, no pulsed schemes have yet been proposed or implemented in the context of ‘membrane-in-the-middle’ two mode optomechanical systems. However, as we will now discuss, the required experimental parameters do not sound insurmountably challenging.

To prepare a pulse that is sufficiently short that we can consider the driving processes and tunnelling processes independently, we require the length of the pulse, $\Delta \tau$, to be less than the tunnelling time, $\lambda^{-1}$, that is

$$\Delta \tau \ll \lambda^{-1}.$$  \hspace{1cm} (3.100)

Since $\lambda$ is usually on the order of GHZs \[3,167,191\], we require a laser pulse on the sub-nanosecond scale. This is readily achievable experimentally. Indeed the shortest pulses currently generated are on the attosecond scale \[192\]. Nonetheless, it does mean that the pulses required for the proposal here are several orders of magnitude shorter than those used for short pulse implementations in single mode optomechanical schemes \[188,190\].

While we require the pulse to be shorter than the tunnelling time, there are also constraints on quite how short the pulse can be. This is because, to ensure the photons in the cavity are only distinguishable via their polarisation, all the photons in the cavity are required to be of the same frequency. Therefore, we need to ensure that only a single frequency cavity mode of either polarisation in the two halves of the cavity is driven. Since the spacing between the cavity modes is on the order of the cavity frequency, we therefore require that the pulse bandwidth, $\Delta \omega_D$, is substantially less than the cavity frequency

$$\Delta \omega_D \ll \omega.$$  \hspace{1cm} (3.101)

However, ultra-short laser pulses necessarily have a large bandwidth. This is forced by the pulse length and bandwidth product. For example, for a Gaussian shaped pulse this product cannot be smaller than 0.44, that is $\Delta \tau \Delta \omega_D > 0.44$ \[192\]. More generally, for most pulse shapes the pulse length bandwidth product is of the order of 1 thus we have roughly that

$$\Delta \omega_D \geq \Delta \tau^{-1}.$$  \hspace{1cm} (3.102)

Combining the above three bounds, Eq. (3.100), Eq. (3.102) and Eq. (3.101), we obtain the following bound on the pulse length

$$\omega^{-1} \ll \Delta \tau \ll \lambda^{-1}$$  \hspace{1cm} (3.103)

Since the cavity frequency is typically on the order of $10^{13}$Hz \[2,167\] or $10^{14}$Hz \[169\] and the tunnelling rate is on the order of $10^{9}$Hz \[191\] to $10^{10}$Hz \[3,167\], we advocate using picosecond laser pulses.

For a fixed number of photons in a pulse, the length and intensity of a pulse are inversely correlated. We therefore need to be careful that the ultrashort laser pulses are not so intense that they damage the membrane while also ensuring that there are sufficiently many photons in the cavity to have a non-negligible effect on the energy of the membrane. Reference \[190\] uses a laser pulse of length $10^{-6}$s that contains $10^7$ photons. Other implementations \[189\] have proposed using pulses containing between $10^6$ and $10^9$ photons and pulses on the order of $10^{-9}$s. Assuming a $10^{-9}$s pulse containing of the order of $10^5$ photons is of a manageable intensity, then a pulse of $10^{-12}$s containing of the order of $10^9$ photons, should also be of an unproblematic intensity. However, this loose argument is not intended to be taken too literally. The number of photons a cavity can support and intensity a membrane can withstand is hardware specific and a more detailed analysis is required for any concrete proposed implementation.
We are now in a position to calculate the predicted energy transfer to the membrane. Specifically, using the parameters from Table 3.9.1, the prefactors $\mu$ and $\eta$ in Eq. (3.94) evaluate to

$$\eta = 12 \times 10^{-9} \text{Hz} \quad \text{and} \quad \mu = 1.3 \times 10^{-18} \text{Hz}.$$  \hspace{1cm} (3.104)

Therefore, it follows from Eq. (3.94), that the energy transfer to the membrane $\Delta H_{\text{M}}^{t \to \infty}$ for a pulse containing $6 \times 10^6$ indistinguishable photons is 430kHz, which would be sufficient to increase the energy of the membrane by a single phonon. Therefore we find that the effect of photonic bunching on the energy transfer to the membrane is small, a fact which is perhaps unsurprising, but perhaps not so small as to be beyond experimental detection.

The energy transfer to the membrane could be amplified by applying a train of laser pulses instead of a single laser pulse. For a train of $n$ pulses that arrive before substantial membrane damping, that is on the time scale $t \ll \kappa^{-1}$, the cumulative change in energy of the membrane is equal to $n \Delta H_{\text{M}}^{t \to \infty}$. Since the damping rate of the cavity is typically several orders of magnitude greater than the membrane damping, this suggests that a train of a hundred pulses could raise the energy of the membrane substantially, increasing the viability of experimentally observing this effect.

3.10 Discussion and outlook

We started this chapter by remarking that while classically the work that can be extract from mixing two gases jumps discontinuously as their similarity is varied, the work that can be extracted from quantum gases is expected to vary smoothly with their distinguishability due to the impossibility of perfectly distinguishing non-orthogonal quantum states. To make this phenomena a little more concrete and provide a framework to investigate it further, we introduced the ‘PBS-in-the-middle’ optomechanical setting as a platform to study the mixing of photonic gases. Our study of the dynamics of this setting confirmed that the work output, as measured by the potential energy of the displaced PBS membrane, increases continuously with the angle of polarisation between the photon gases, in agreement with our expectations and in contrast with the classical case.

However, we were also hoping to gain a clearer understanding of how work could be extracted from the coherence of a quantum gas. As noted earlier, comparing the change in von Neumann entropy associated with mixing two homogeneous partially distinguishable gases, $|H\rangle$ and $|\theta\rangle$, with the change in von Neumann entropy associated with mixing the equivalent mixture, that is $|H\rangle$ and $\cos^2(\theta) |H\rangle \langle H| + \sin^2(\theta) |V\rangle \langle V|$, one would expect to be able to extract more work from mixing homogeneous gases than the mixtures. This, however, is not captured by our study thus far. The mixing work $W_M$ depends only on the difference in the number of vertically polarised photons in the two cavities and thus is independent of the purity of the two gases. It therefore remains an open question whether this optomechanical setting can capture this feature of quantum Gibbs mixing.

Nonetheless, the beamsplitter interaction gives the photons access to coherent superpositions between the two halves of the cavity and the optomechanical interaction entangles the photons and the membrane. As a result, coherence and entanglement play an active role in the dynamics and thus the implementation is a genuinely quantum mechanical variant to Gibbs mixing.

The role of these quantum effects was brought into sharp relief by considering the thermodynamic consequences of mixing distinguishable and indistinguishable photons using a standard BS membrane (as opposed to a PBS membrane). Since a BS is a quantum mechanical analogue
of a fully permeable membrane, the work output from mixing vanishes as expected. Somewhat surprisingly, however, we found that the total energy transfer to the membrane does not vanish but rather, in a reversal of the usual Gibbs mixing distinguishability dependence, increases with indistinguishability. We attribute this effect, which to the best of our knowledge is a novel observation, to photonic bunching. While the phenomena is highlighted when the membrane is a perfect BS, a PBS acts as a BS for horizontally polarised photons and thus photonic bunching also contributes to the energy transfer to the PBS membrane when the photon gases are indistinguishable.

A natural question is whether this energy transfer should be interpreted as heat or work. While the question of how to define work \[85,86,182\] and heat \[61,193\] in the quantum regime has been discussed extensively, in essence the distinction reduces to the extent to which the energy is ‘useful’ energy as opposed to un-directed fluctuating energy.

Since the mean position and momentum of the BS membrane vanishes at every instance in time, the average energy of the BS membrane can be written in terms of its position and momentum variances, with

\[
\langle H_M(t) \rangle = \frac{m \omega^2}{2} \delta X(t)^2 + \frac{\delta P(t)}{2m}.
\]  

(3.105)

Here \( \delta Q = \langle Q(t)^2 \rangle - \langle Q(t) \rangle^2 \) is the variance of observable \( Q \) at time \( t \) for \( Q = X_M \) and \( Q = P_M \). The energy transfer \( \Delta H_M \) is thus entirely given in terms of fluctuations in the position and momentum of the membrane, resulting from the entanglement between light field and mechanical degree of freedom. In this vein \[194\], it seems natural to classify the enhanced energy transfer to the BS membrane as heat rather than work.

For the case of the PBS membrane, the situation is more complex since the average position of the membrane only vanishes when the two photon gases are indistinguishable, while the momentum of the membrane only vanishes when taking its average over a complete oscillation cycle as well as the state of the setup. Nonetheless, we can split the change in the energy of the membrane into contributions from fluctuations and average behaviour

\[
\langle H_M(t) \rangle = \frac{m \omega^2}{2} (X_M(t))^2 + \frac{(P_M(t))^2}{2m} + \frac{m \omega^2}{2} \delta X_M(t) + \frac{\delta P_M(t)}{2m}.
\]  

(3.106)

It then follows that the time averaged change in energy of the membrane, \( \Delta H_M \), can be split into a work-like and a heat-like contribution

\[
\Delta H_M = W_M + Q_M,
\]  

(3.107)

where the work term, \( W_M \), is equal to the potential energy increase of the membrane associated with the displaced membrane defined in Eq. (3.47), and the heat flow, \( Q_M \) quantifies the increase in the membrane’s fluctuations. More precisely, we define the heat flow as

\[
Q_M := \frac{m \omega^2}{2} \langle \delta X_M(t) - \delta X_M(0) \rangle + \frac{1}{2m} \langle \delta P_M(t) - \delta P_M(0) \rangle,
\]  

(3.108)

where \( \langle \delta X_M(t) - \delta X_M(0) \rangle \) and \( \langle \delta P_M(t) - \delta P_M(0) \rangle \) are the time averaged change in the fluctuations in the displacement and momentum of the membrane respectively. For indistinguishable gases \( W_M \) vanishes and therefore the energy transfer to the PBS membrane is, similarly to the case of a BS membrane, purely heat-like. However, for distinguishable photons with a PBS membrane, \( W_M \) is large and therefore dominates the energy transfer to the membrane.

In this sense, it seems that for both a BS and PBS membrane there is a substantial heat-like component to the energy transfer to the membrane which is associated with the growth in the
Figure 3.15: **Symmetric superposition state of photons and membrane.** The membrane is always in a symmetric superposition of different displacements. It is in a superposition of there being more photons on the right with the membrane displaced to the left and there being more photons on the left with the membrane displaced to the right. This symmetry is enforced by the mirror symmetry of the Hamiltonian which is invariant under a swap of the right and left modes combined with a change of sign of the displacement of the membrane. Thus, while the average displacement of the membrane vanishes, the variance to its displacement does not. Moreover, if we measure the number of photons in each cavity, the symmetric superposition will collapse leading to a well defined displacement and potential energy of the membrane.

membrane’s fluctuations. Elsewhere energetic fluctuations induced by quantum measurement have been interpreted as a purely quantum component to heat exchange [61]. Here the bunching induced growth in the fluctuations and energy of the beamsplitter membrane might similarly be viewed as a quantum heat exchange but one due to quantum particle statistics. For both distinguishable and indistinguishable photons the optomechanical coupling entangles the photons and the membrane and as a consequence the oscillatory dynamics of the photons between the two cavities heats the membrane. However, when the photons are perfectly indistinguishable the resultant bunching of the photons increases this drive and thereby increasing the effective heating of the membrane. This additional heating component can be considered ‘quantum’ in virtue of originating from the permutation symmetry of Bosonic quantum states.

The role of quantum particle statistics in quantum thermodynamics is thus ripe for further investigation. It would be interesting to explore whether photonic bunching induces distinguishability dependent heating effects in other thermodynamical processes, or, indeed, to seek analogous signatures in Fermionic systems.

Although the energy transfer for indistinguishable gases to the PBS membrane and for all gases to the BS membrane is seemingly purely heat-like, it could plausibly be converted into work using a Szilard type protocol. The system’s mirror symmetry could be broken with a measurement of the photon number in the left or right part of the cavity. As sketched in Fig. 3.15 the membrane is always in a superposition of there being more photons on the right with the membrane displaced to the left and there being more photons on the left with the membrane displaced to the right. However, a suitable measurement is likely to find a pronounced misbalance of photons between left and right, which corresponds to a substantial displacement, and thus potential energy, of the membrane. Indeed, the correlation function between the photon number difference and the displacement of the membrane,

$$\langle (N_L(t) - N_R(t))X_M(t) \rangle = \nu(t)\delta N + \zeta(t) \left( \langle N \rangle + \langle N \rangle^2 \cos(\theta)^2 \right)$$

(3.109)

with $\nu(t)$ and $\zeta(t)$ oscillatory prefactors depending only the system parameters, features the same quadratic enhancement for indistinguishable photons as found in Eq. (3.66). This suggests that a reasonably simple Szilard-type extraction protocol [144], using auxiliary measurements on the
light field, would allow one to find a predictable displacement, and thus potential energy, of the membrane that increases with the indistinguishability of the photons in the cavity. It would be interesting to investigate whether such an approach could be used to develop a viable new strategy to exploit the bunching enhanced energy transfer for thermodynamic purposes such as thermal power generation or information-to-work conversion.

As well as the coherence of the polarisation and spatial degrees of freedom, there are a number of other pertinent differences between the current optomechanical setting and the classical thought experiment. While temperature enters the present analysis through the initial state of the photons and membrane, in the original analysis the gases continually thermalise with a heat bath. This feature of classical Gibbs mixing could be studied in the current setting either through a more detailed analysis of the dissipative coupling of the cavity and mechanical modes to their surrounding thermal environments or by using dye-molecules to actively mediate effective interactions between photons resulting in thermalisation [195,196]. Since the mechanical and light modes interact with reservoirs of different natures, in practise there may exist a temperature gradient between the gases and the piston leading to additional thermodynamic effects.

An additional key difference between the current setting and the original analysis is the dependence of the pressure exerted on the membrane on the volume occupied by the photon gases. Classically, the pressure exerted depends inversely on the volume occupied by the photons, whereas here the pressure depends solely on the difference in the number of vertically and horizontally polarised photons on either side of the membrane, independently of the location of the membrane. Such effects could perhaps be investigated by studying higher order coupling regimes between the photonic and mechanical modes, leading to a rich spectrum of (thought) experiments on the quantum thermodynamics of mixing.

More generally, these results provide a perspective into the quantum mechanical generalisations of iconic thermodynamical experiments that can be discussed as thought-experiments or even, as we have argued, in the hopefully not so distant future might be realised as experiments. In addition to the continuous variation of distinguishability [152,154] of the two photons gases, the present analysis gives a flavor of the rich physics that can be explored in terms of variations of properties of the membrane. One can imagine variants of the ‘membrane-in-the-middle’ optomechanical setting utilising alternative types of membranes. In addition to the semi-permeable membrane used in Gibbs mixing, many of the pioneering thought experiments in thermodynamics can be framed in terms of gases performing work on a membrane attached to a movable piston. For example, the Szilard-experiment [197] effectively uses a uni-directionally transmissive membrane and a Maxwell demon [198] could take the form of a fictitious semi-permeable membrane that separates fast and slow moving particles. This suggests that ‘membrane-in-the-middle’ optomechanics has wide ranging potential, not just as a platform to study the role of distinguishability and mixing in thermodynamics, but also for probing the fundamental relationships between information, heat and work.
Closing remarks

A fair question, and one which I have often been asked when presenting the material in this thesis, is *why construct physical realisations?* My default answer has been that if the assumptions that go into deriving a theoretical result do not hold for any real physical situation then we are not discussing physics but mathematics. Thus the aim of proposing physical realisations for quantum thermodynamics is to demonstrate that we are doing thermodynamics.

However, as I have written this thesis my answer has evolved. The process of proposing physical realisations can provide a new perspective on a topic and thus aid the teasing out of new conceptual insights and physical phenomena. This was observed in both projects. In the coherent fluctuation relations project, our coherent, squeezed and cat state relations were in fact originally derived so that we could test the FQC within the trapped ion implementation. However, it turned out that their specific form enabled us to discuss the extent to which coherence generates deviations from the classical Crooks relation. Similarly, in the optomechanical Gibbs mixing project, we set out to find a platform to study quantum Gibbs mixing and ended up discovering that the HOM effect can generate a quadratically enhanced energy transfer to the membrane for indistinguishable photons. These are both novel phenomena that were only brought to our attention by writing down a specific Hamiltonian and studying its behaviour.

I also increasingly believe that it is overly harsh to claim that a theory which is unamendable to physical implementation is ‘only mathematics’ and not physics. We found when studying the information theoretic approach to quantum thermodynamics that what seemed at first a highly natural set of physical assumptions were surprisingly hard to satisfy when constructing physical implementations. However, rather than arguing that this demotes the results to status of mathematics, we suggested that these results could instead be understood as providing a conceptual framework for the study of quantum fluctuation relations.

Einstein’s principle theory-constructive theory distinction is perhaps helpful again here. The QI approach is a principle theory which provides a unifying framework within which to understand the core content of quantum thermodynamics. However, principle theories are well complemented by constructive approaches. The process of proposing physical realisations forces you to engage with constructive theories and their concrete account of the microscopic constituents of physical systems. Moreover, the process of doing so may well shed fresh light on a topic and help tease out new results.
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Appendix A

Evidence of hostility

Figure A.1: Quotes on quantum thermodynamics community. These are a selection of quotes from physicists working in Quantum Thermodynamics on current tensions within the community. The facebook posts from Oppenheim, Goold and Campisi are taken from the COST network 2017 Quantum Thermodynamics conference page. The quote from Hänggi is taken from the a review of this conference that was published in Nature News.

Transcript of Oppenheim post: "Sorry for being a bit late to this... I just wanted to open up the discussion that happened below after Luis posted the Quanta article. I totally get the view that the quantum information approach to thermodynamics sucks a lot of the oxygen out of the room, and this can mean that other approaches don’t get the attention they deserve. And I also agree with Michele that it’s a real pity that a critic of the QIT approach was not invited to give their critique during the running of the COST network. I think we would have benefited a lot from an open discussion and debate about the various approaches.

However, having moved into thermodynamics from outside, I find the level of hostility between different communities in quantum thermodynamics to be really unfortunate. I feel the different communities should complement each other and learn from each other. And yes, this should also include having a critical eye and challenging each other. I know that I gain a lot from listening to various other communities and learning what challenges and approaches are of interest to them. But I sometimes feel that the different communities in thermodynamics are
competing with each other, and not really listening to each other. It can feel territorial and overly combative. I often see different communities rejecting each others papers because they use different definitions of entropy. It’s gotten so bad that young people are reluctant to apply for fellowships in the field, because they are likely to draw some referee from another community who will blanket reject papers outside their community. Several times, I’ve seen referees reject papers/proposals because they believe that you can’t define entropy for out-of-equilibrium systems, without recognizing that they hold an opinion which is controversial. A number of journal editors have expressed their frustration with finding neutral referees. This is really destructive to the field as a whole, because it stifles difference and development.

With respect to the QIT approach – Are there issues which should be resolved? Of course there are. But rather than taking this as a reason to get hostile, I think it would be more fruitful to encourage people to resolve those issues. For example, people often criticize the QIT approach for assuming that one can’t access or exploit initial correlations between the system and reservoir. But this is an assumption made in other approaches as well, and the QIT approach is well suited to study correlations (see for example [https://arxiv.org/abs/1612.04779], which I think points in a good direction). Or people don’t like that some QIT approaches allow unitary transformation, ignoring the fact that one can show that this is equivalent to other paradigms (see appendix H of https://arxiv.org/abs/1111.3882) and is needed if one wants to derive fundamental limitations valid for any interaction. I also agree with John that in terms of achievability, one would like to move closer to experiment and application. But I don’t think we should be dismissive, just because it takes longer than a few years to make contact. Theory and experiment often lag, and if we only worked on ideas which could be experimentally feasible in the near term, we would rule out much of early theoretical results. I think in this regard, we are moving closer (see https://arxiv.org/abs/1511.06553 and experimental work of https://arxiv.org/abs/1703.02999 where some of these operations are implemented), although indeed there is a way to go. However, to say, as Hänggi does in the article "Maxwell’s demon “gets on my nerves,” is to dismiss what I think is a fundamental insight that information theory has contributed to thermodynamics.

At any rate, I would personally welcome a frank and open discussion (here or elsewhere), and would like to gain a better understanding of criticisms. Perhaps it can help foster an atmosphere in the field which is less combative, and more welcoming to a diversity of approaches."
Figure B.1: **Enlarged system setup.** The total setup consists of a system, heat bath, work store, and control system (small circles). We can reduce this to a bipartite system (large circles) by using a single hybrid work store and control system, that we will call a ‘battery’ $B$ and by viewing the system and heat bath as a composite enlarged system $S$. The arrows denote the systems which exchange energy.

Appendix B

Coherent fluctuation relations

B.1 Comment on role of heat bath

For the majority of the chapter on coherent fluctuation relations we have treated the thermal bath as implicit: a bath is a means of preparing the system in the thermal state but we do not model it. Effectively this amounts to assuming that the system and bath are sufficiently weakly interacting at the start of the protocols that they can be considered well defined independent systems at these times.

More rigorously, and as sketched in Fig. B.1 we can think of the system ($S$) discussed in the bipartite case as an enlarged system consisting of some small system of interest ($s$) that is driven by a change in Hamiltonian $H^i_s$ to $H^f_s$ and a thermal bath ($b$) with a constant Hamiltonian $H_b$, i.e. $H^i_S = H^i_s \otimes H_b$ and $H^f_S = H^f_s \otimes H_b$. The FQC can be re-derived explicitly including the thermal bath if an additional factorisability condition is assumed to hold between the system and bath. The factorisability condition will hold if their shared Hamiltonian is non-interacting in the regions $R_i$ and $R_f$, that is if

$$H_{sbB} = H^i_s \otimes H_b \otimes \Pi^i_B + H^f_s \otimes H_b \otimes \Pi^f_B + V_{sbB} + 1_{sb} \otimes H_B$$  \hspace{1cm} (B.1)$$

where $H_B$, as before, is the battery Hamiltonian. Under these circumstances, the influence of the
bath ‘factorises out’. The resulting equality explicitly quantifies the transition probabilities of the battery, when a system is driven with a change in Hamiltonian, in the presence of a thermal bath. This quantum Crooks equality takes exactly the same form as the usual FQC, Eq. (2.29), but with the relevant transition probabilities replaced by

$$\mathcal{P}(\phi_f|\phi_i, \gamma) := \langle\phi_f| \text{Tr}_{shB} \left[U_{shB}(\gamma(H_f^i) \otimes \gamma(H_b) \otimes |\phi_i\rangle \langle\phi_i|)U^\dagger_{shB}\right] |\phi_f\rangle$$

and

$$\mathcal{P}(\psi_i|\psi_f, \gamma_f) := \langle\psi_i| \text{Tr}_{shB} \left[U_{shB}(\gamma(H_f^i) \otimes \gamma(H_b) \otimes |\psi_f\rangle \langle\psi_f|)U^\dagger_{shB}\right] |\psi_i\rangle$$

where $\gamma(H)$ is a thermal state with respect to Hamiltonian $H$.

This enlarged system perspective is perhaps a more rigorous way of thinking of the system in the bipartite case than simply treating the bath as an implicit means of preparing the system in a thermal state. We do not discuss this perspective in the main text only because it does not sit as well with the pedagogical spin example and trapped ion implementation. That is, it is hard to think of a two level system as representing both a system and a thermal bath!

A worthwhile extension to our research would be to explicitly simulate the bath in the experimental proposal and numerical analysis. One means of doing so would be to investigate the master equation fluctuation theorem that is proposed in the final version of [64]. Alternatively one could try and incorporate the bath using the quantum jump approach explored in [140].

### B.2 Squeezed state Crooks equality derivation

The squeezed state FQC quantifies transition probabilities between battery oscillator states that are not only displaced but also squeezed. As such, the measured states $|\phi_f\rangle$ and $|\psi_i\rangle$ are set to the squeezed displaced states $|\alpha_f, r_f\rangle$ and $|\alpha^*_r, r_i\rangle$ respectively, i.e.

$$|\phi_f\rangle = |\alpha_f, r_f\rangle = D(\alpha_f)S(r_f)|0\rangle \quad \text{and} \quad |\psi_i\rangle = |\alpha^*_r, r_i\rangle = D(\alpha^*_r)S(r_i)|0\rangle ,$$

where we have introduced the displacement operator $D(\alpha) = \exp(\alpha a + \alpha^* a^\dagger)$, the squeeze operator $S(r) = \exp(\frac{r}{2}(a^2 - a^\dagger^2))$, and for simplicity we assume from the outset that the squeezing parameters $r_i$ and $r_f$ are real. We calculate $|\phi_i\rangle$ and $|\psi_f\rangle$ using the relation between states $|\phi_{i,f}\rangle$ and $|\psi_{i,f}\rangle$ as specified in Eq. (2.28). This amounts to calculating the effect of applying the operator $\exp(-\chi a^\dagger a)$ to a squeezed displaced state, i.e.

$$|\phi_i\rangle = \frac{1}{\sqrt{Z_{\alpha,i,r_i}}} \exp \left(-\chi \left(a^\dagger a + \frac{1}{2}\right)\right) D(\alpha_i)S(r_i)|0\rangle \equiv D(\mu_i)S(t_i)|0\rangle = |\mu_i, t_i\rangle \quad \text{and}$$

$$|\psi_f^*\rangle = \frac{1}{\sqrt{Z_{\alpha,f,r_f}}} \exp \left(-\chi \left(a^\dagger a + \frac{1}{2}\right)\right) D(\alpha^*_f)S(r_f)|0\rangle \equiv D(\mu^*_f)S(t_f)|0\rangle = |\mu^*_f, t_f\rangle .$$

We introduce $\mu_{i,f}$ and $t_{i,f}$ to denote the displacement and squeezing parameters respectively of the prepared states. (That the states $|\phi_i\rangle$ and $|\psi_f^*\rangle$ are also squeezed displaced states is a non-trivial result of the calculation.) To derive the FQC we will also need to calculate the $\exp\left(\frac{\Delta \tilde{E}}{k_B T}\right)$ term. It follows from the definition of $\Delta \tilde{E}$ in Eq. (2.30) that this can be written as

$$\exp\left(\frac{\Delta \tilde{E}}{k_B T}\right) = \frac{\tilde{Z}_{\alpha,i,r_i}}{Z_{\alpha,i,r_i}} \frac{(\exp(-\chi a^\dagger a)D(\alpha_f)S(r_f)|0\rangle)^\dagger \exp(-\chi a^\dagger a)D(\alpha_f)S(r_f)|0\rangle}{(\exp(-\chi a^\dagger a)D(\alpha^*_r)S(r_i)|0\rangle)^\dagger \exp(-\chi a^\dagger a)D(\alpha^*_r)S(r_i)|0\rangle} .$$

To derive the FQC we thus need to calculate $\mu$, $s$ and $\tilde{Z}_{\alpha,r}$. 
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Useful Identities

To calculate $\mu$, $s$ and $N_{\alpha,r}$ we will make use of the following equalities:

1. $\exp(ma^\dagger a) \exp(na^\dagger) \exp(-ma^\dagger a) = \exp(n \exp(m)a^\dagger)$

   **Proof.** This is derived using the Taylor expansion of the exponential followed by the Hadamard lemma \[199\],

   $$\exp(ma^\dagger a) \exp(na^\dagger) \exp(-ma^\dagger a) \equiv \sum_k \frac{(n \exp(m)a^\dagger \exp(-ma^\dagger a))^k}{k!} = \exp(n \exp(m)a^\dagger).$$

2. $\exp(ma) \exp(na^\dagger) = \exp(mn) \exp(na^\dagger) \exp(ma)$

   **Proof.** This is derived using the Baker-Campbell-Hausdorff formula \[199\] followed by the Zassenhaus formula \[199\],

   $$\exp(ma) \exp(na^\dagger) = \exp(ma + na^\dagger) \exp\left(\frac{mn}{2}\right) = \exp(na^\dagger) \exp(ma) \exp(mn).$$

3. $\exp(ma^2) \exp(na^\dagger) = \exp(mn^2) \exp(na^\dagger) \exp(ma^2) \exp(2mna)$

   **Proof.** This is again derived using the Baker-Campbell-Hausdorff formula followed by the Zassenhaus formula,

   $$\exp(ma^2) \exp(na^\dagger) = \exp\left(\frac{mn^2}{6}\right) \exp(ma^2 + mna + na^\dagger) = \exp(mn^2) \exp(na^\dagger) \exp(ma^2) \exp(2mna).$$

4. $\exp\left(\frac{1}{2}(ma^2 + na^\dagger a^\dagger)^2\right) = \frac{1}{\cos(\sqrt{mn})} \exp\left(\frac{1}{2} \sqrt{\frac{m}{n}} \tan(\sqrt{mn}) a^\dagger a\right) \exp\left(-\ln(\cos(\sqrt{mn})) a^\dagger a\right) \exp\left(\frac{1}{2} \sqrt{\frac{m}{n}} \tan(\sqrt{mn}) a^\dagger a\right)$

   **Proof.** To derive this equality it is helpful to first introduce the operators $K_+ := \frac{1}{2} a^\dagger a$, $K_- := \frac{1}{2} a^\dagger a$, $K_z := \frac{1}{2}(a^\dagger + a)$. These operators obey the commutation relations $[K_+, K_-] = -2K_z$ and $[K_z, K_\pm] = \pm K_\pm$.

   Next, we introduce the ansatz

   $$f := \exp((mK_+ + nK_-)t) = \exp(pK_+) \exp(qK_-) \exp(sK_-).$$

   To find the coefficients $p$, $q$ and $s$ we differentiate $f$ with respect to $t$,

   $$f' = (pK_+ + qK_-)f = (p'K_+ + q'K_-)K_+ \exp(-pK_+) + s' \exp(pK_+) \exp(qK_-)K_- \exp(-qK_-) \exp(-pK_+).$$

   To simplify this expression we use the Hadamard lemma to obtain the following relations,

   $$\exp(pK_+)K_+ \exp(-pK_+) = K_z - pK_+$$

   and

   $$\exp(pK_+) \exp(qK_-)K_- \exp(-qK_-) \exp(-pK_+) = \exp(pK_+) \exp(-q)K_- \exp(pK_+) \exp(-q)(K_- - 2pK_+ + p^2K_+).$$

   Eq. \[B.8\] and Eq. \[B.9\] can be substituted into the right hand side of Eq. \[B.7\], from which it then follows that

   $$mK_+ + nK_- = p'K_+ + q'(K_z + pK_+) + s' \exp(-q)(K_- - 2pK_+ + p^2K_+).$$

   Equating coefficients in Eq. \[B.10\] we obtain a set of differential equations,

   $$p' - q' + s' \exp(-q)p^2 = m$$

   $$q' - 2ps' \exp(-q) = 0$$

   $$s' \exp(-q) = n,$$

   which can be solved, subject to the constraint that $p(0) = q(0) = s(0) = 0$, to find that

   $$p = \frac{m}{n} \tan\left(\sqrt{mnt}\right)$$

   $$q = -2 \ln\left(\cos\left(\sqrt{mnt}\right)\right)$$

   $$s = \frac{n}{m} \tan\left(\sqrt{mnt}\right).$$

   Identity 4 is obtained by substituting this solution, Eq. \[B.11\], back into the ansatz, Eq. \[B.6\].
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5. \( \exp \left( \frac{1}{2} \left( ma^2 + ma^2 \right) \right) = \sqrt{\cos(\sqrt{mn})} \exp \left( \frac{1}{2} \sqrt{\tan(\sqrt{mn})} a^2 \right) \exp \left( \ln(\cos(\sqrt{mn}))\, a^2 \right) \exp \left( \frac{1}{2} \sqrt{\tan(\sqrt{mn})} a^2 \right) \)

Proof. The proof here follows the same method as for identity 4. Using the ansatz \( f = \exp((mK_+ + nK_-)t) = \exp(pK_-) \exp(qK_+) \exp(sK_+) \) it is possible to derive the same differential equations as in Eq. (B.11) but with \( q \to -q \).

6. \( \exp \left( ma^2 \right) \exp \left( ma^2 \right) = \frac{1}{\sqrt{1 - 4mn}} \exp \left( \frac{n}{1 - 4mn} a^2 \right) \exp \left( \ln \left( \frac{1}{1 - 4mn} a^2 \right) \right) \exp \left( \frac{n}{1 - 4mn} a^2 \right) \)

Proof. This is proven using identities 4 and 5. Let \( p = \frac{1}{2} \sqrt{\tan(\sqrt{mn})}, \quad q = \frac{1}{2} \sqrt{\tan(\sqrt{mn})} \) and \( \exp(-2M) = \cos(\sqrt{mn})^2 = \frac{1}{1 - 4mn} \), it follows that

\[
\sqrt{M} \exp(pa^2) \exp(ln(M)a^2) \exp(qa^2) = \frac{1}{\sqrt{M}} \exp(qa^2) \exp(-ln(M)a^2) \exp(pa^2),
\]

which can be rearranged to give

\[
\exp(-pa^2) \exp(qa^2) = M \exp(ln(M)a^2) \exp(qa^2) \exp(-pa^2) \exp(ln(M)a^2) = M \exp(q \exp(-2M)a^2) \exp(2ln(M)a^2) \exp(-p \exp(-2M)a^2) .
\]

The substitution \( p \leftrightarrow -p \) then gives identity 6.

Main Derivation

We are now in a position to calculate the effect of the operator \( \exp \left( -\chi a^\dagger a \right) \) on a squeezed displaced state,

\[
\exp \left( -\chi a^\dagger a \right) D(\alpha)S(r)|0\rangle = \exp \left( -\chi a^\dagger a \right) \exp(\alpha a^\dagger - \alpha^* a) \exp \left( \frac{1}{2} \left( a^2 - a^{*2} \right) \right) |0\rangle . \tag{B.12}
\]

We first use the standard factorised form of the displacement and squeeze operators [200],

\[
D(\alpha)S(r)|0\rangle = \exp \left( -\frac{1}{2} |\alpha|^2 \right) \cosh(r) \exp \left( \alpha a^\dagger \right) \exp(-\alpha^* a) \exp \left( -\frac{1}{2} \tanh(r) a^{*2} \right) |0\rangle \tag{B.13}
\]

to rewrite Eq. (B.12),

\[
\exp \left( -\chi a^\dagger a \right) \exp \left( -\frac{1}{2} |\alpha|^2 \right) \cosh(r) \exp \left( \alpha a^\dagger \right) \exp(-\alpha^* a) \exp \left( -\frac{1}{2} \tanh(r) a^{*2} \right) |0\rangle . \tag{B.14}
\]

Eq. (B.14) is then rewritten using identity 3,

\[
\exp(-\frac{1}{2} |\alpha|^2) \exp(-\chi a^\dagger a) \exp(\alpha a^\dagger) \exp(-\frac{1}{2} \tanh(r) a^{*2}) \exp(\alpha^* \tanh(r) a^\dagger) \exp \left( -\frac{1}{2} \tanh(r) a^{*2} \right) |0\rangle , \tag{B.15}
\]

followed by identity 1,

\[
\exp(-\frac{1}{2} (|\alpha|^2 - a^{*2} \tanh(r))) \cosh(r) \exp(\exp(-\chi) (\alpha + a^* \tanh(r)) a^\dagger) \exp(-\frac{1}{2} \exp(-2\chi) \tanh(r) a^{*2}) |0\rangle . \tag{B.16}
\]

By comparing Eq. (B.16) with itself in the limit that \( \chi = 0 \), i.e. the limit in which \( \exp(-\chi a^\dagger a) \) is not applied and Eq. (B.16) is simply a rewritten version of a squeezed displaced state, we identify the following modified displacement and squeeze coefficients \( \mu \) and \( s \),

\[
\Re(\mu) = \Re(\alpha) \exp(-\chi) (1 + \tanh(r)) \frac{1}{1 + \exp(-2\chi) \tanh(r)} ,
\]

\[
\Im(\mu) = \Im(\alpha) \exp(-\chi) (1 - \tanh(r)) \frac{1}{1 - \exp(-2\chi) \tanh(r)} \quad \text{and}
\]

\[
\tanh(s) = \exp(-2\chi) \tanh(r) . \tag{B.17}
\]

It remains to calculate the \( \exp \left( \frac{\Delta \hat{d}}{\Delta a^\dagger} \right) \) term. This amounts to calculating,

\[
\hat{Z}_{a,r} = \left( \exp \left( -\chi a^\dagger a \right) D(\alpha)S(r) |0\rangle \right)^\dagger \exp \left( -\chi a^\dagger a \right) D(\alpha)S(r) |0\rangle . \tag{B.18}
\]
The above equation can be immediately simplified using Eq. (B.16)

\[ \exp \left( -|\alpha|^2 - R(\alpha)^2 \tanh(r) \right) \cosh(r) \langle 0 \rangle \exp (ma^2) \exp (na) \exp (n^* a^1) \exp \left( m^* a^{12} \right) \langle 0 \rangle \] (B.19)

where

\[ m = -\frac{1}{2} \exp (-2\chi) \tanh(r) \text{ and } \]

\[ n = \exp (-\chi) (\alpha^* + \alpha \tanh(r)) . \] (B.20)

Using ‘Useful Identities’ 6, 3, 1, and 2 in succession this can be rewritten to give,

\[ \langle 0 \rangle \exp (ma^2) \exp (na) \exp (n^* a^1) \exp \left( m^* a^{12} \right) \langle 0 \rangle = \frac{1}{r} \langle 0 \rangle \exp (na) \exp (na) \exp (n^* a^1) \exp (m^* a^{12}) \exp (m^* a^{12}) \langle 0 \rangle = \frac{1}{M} \exp \left( \frac{2R(n^2 m)}{\exp(-2M)} \right) \langle 0 \rangle \exp (na) \exp (-ln(\exp(-2M)) a^t a) \exp (n^* a^1) \langle 0 \rangle \]

\[ = \frac{1}{M} \exp \left( \frac{2R(n^2 m)}{\exp(-2M)} \right) \langle 0 \rangle \exp \left( \frac{n}{M} a \right) \exp (n^* a^1) \langle 0 \rangle = \frac{1}{M} \exp \left( \frac{2R(n^2 m)}{\exp(-2M)} \right) \exp (\langle |\alpha|^2 \rangle) \] (B.21)

where \( M = \frac{1}{\sqrt{1-|m|^2}} \). It follows that,

\[ \hat{Z}_{\alpha,r} := \frac{\exp (-|\alpha|^2 - R(\alpha)^2 \tanh(r))}{\cos(r) \sqrt{1 - \tanh(r)^2 \exp (-4\chi)}} \exp \left( \frac{\exp (-2\chi) (|\alpha|^2 (1 + \tanh(r)^2) + 2 \tanh(r) R(\alpha^2)) - \exp (-2\chi) \tanh(r) (R(\alpha^2) + R(\alpha^2) \tanh(r)^2 - 2|\alpha|^2 \tanh(r))}{1 - \tanh(r)^2 \exp (-4\chi)} \right) \] (B.22)

which can be simplified if we assume that the displacement parameters are real, \( \alpha_{i,f} = R(\alpha_{i,f}) \),

\[ \hat{Z}_{\alpha,r} := \frac{\exp (-|\alpha|^2 (1 - \tanh(r))}{\cos(r) \sqrt{1 - \tanh(r)^2 \exp (-4\chi)}} \exp \left( \frac{|\alpha|^2 (1 + \tanh(r)^2) (1 - \tanh(r) \exp (-2\chi) \exp (-2\chi)})}{1 - \tanh(r)^2 \exp (-4\chi)} \right) \] (B.23)

This completes the derivation of the squeezed state FQC. The error-bounded squeezed state Crooks equality follows from the error bounded FQC, Eq. (2.115).

### B.3 Cat state Crooks equality derivation

We take a cat state to be an equal superposition of two arbitrary coherent states, |Cat\rangle \propto (|\alpha\rangle + |\beta\rangle). This is a more general definition than that sometimes seen in the literature where a cat state is taken to be only a superposition of a pair of coherent states |\alpha\rangle and |\alpha\rangle. To derive a cat state FQC the measured states |\phi_f\rangle and |\psi_i\rangle are set to

\[ |\phi_f\rangle = |\text{Cat}_f\rangle := \frac{1}{\sqrt{2 + 2R(\exp(-\frac{1}{2}|\alpha_f|^2 + |\beta_f|^2 - 2|\beta_f^*|\alpha_f))}} (|\alpha_f\rangle + |\beta_f\rangle) \] and

\[ |\psi_i\rangle = |\text{Cat}_i\rangle := \frac{1}{\sqrt{2 + 2R(\exp(-\frac{1}{2}|\alpha_i|^2 + |\beta_i|^2 - 2|\beta_i^*|\alpha_i))}} (|\alpha_i^*\rangle + |\beta_i^*\rangle) , \] (B.24)

where the normalisation term is calculated using the fact that the overlap between two coherent states |\alpha\rangle and |\beta\rangle is given by \( \langle \beta |\alpha\rangle = \exp(-\frac{1}{2}|\alpha|^2 + |\beta|^2 - 2|\beta^*\alpha|) \). The prepared states |\phi_i\rangle and |\psi_f\rangle are calculated using the relation between states |\phi_{i,f}\rangle and |\psi_{i,f}\rangle as specified in Eq. (2.28).
Using operator algebra we find that
\[ |\phi_i\rangle := \exp\left(-\chi \left(a^\dagger a + \frac{1}{2}\right)\right) |\text{Cat}_i\rangle \propto (\exp(-\chi a^\dagger) |\alpha_i\rangle + \exp(-\chi a^\dagger) |\beta_i\rangle) \]
and
\[ |\psi_f\rangle = \frac{1}{\sqrt{\tilde{Z}_{\text{Cat}_f}}} \left(\eta^{|\alpha_f|^2} |\exp(-\chi)\alpha_f^\dagger\rangle + \eta^{|\beta_f|^2} |\exp(-\chi)\beta_f^\dagger\rangle\right) \]
where we have defined
\[ \eta := \exp\left(-\frac{1}{2} (1 - \exp(-2\chi))\right) \]
and the normalisation term \( \tilde{Z}_{\text{Cat}_i} \) (and equivalently for \( \tilde{Z}_{\text{Cat}_f} \)) takes the form
\[ \tilde{Z}_{\text{Cat}_i} = \frac{\eta^{|\alpha_i|^2 + |\beta_i|^2}}{2 + 2\Re(\exp(-\frac{1}{2}(|\alpha_i|^2 + |\beta_i|^2 - 2\beta_i^* \alpha_i)))}. \]

The normalisation terms \( \tilde{Z}_{\text{Cat}_i} \) and \( \tilde{Z}_{\text{Cat}_f} \) also provide the \( \exp\left(\frac{\Delta \tilde{E}}{k_B T}\right) \) term. It follows from the definition of \( \Delta \tilde{E} \) in Eq. (2.30) that
\[ \exp\left(\frac{\Delta \tilde{E}}{k_B T}\right) = \frac{\langle \phi_f | \exp(-2\chi) | \phi_f \rangle}{\langle \psi_i | \exp(-2\chi) | \psi_i \rangle} = \frac{\tilde{Z}_{\text{Cat}_f}}{\tilde{Z}_{\text{Cat}_i}}. \]

As such, the cat state FQC follows from Eq.(B12 -B16). (We do not state the explicit form of \( \exp\left(\frac{\Delta \tilde{E}}{k_B T}\right) \) in terms of \( \alpha_i,f, \beta_i,f, \chi \) and \( \eta \) as the expression does not simplify.)
Appendix C

An optomechanical piston setup to probe thermodynamic signatures of distinguishability

C.1 Displacement of PBS membrane for more realistic parameters

Here we include a plot of the time averaged displacement of the PBS membrane for slightly more realistic experimental parameters based broadly on Table 3.9.1. In contrast to Fig. C.1 we suppose here that the photons and the membrane are at different temperatures. While this means there is temperature gradient between the gas and piston, and therefore deviates from the spirit of the original Gibbs mixing thought experiment, it is perhaps a little more realistic since the mechanical and light modes may interact with different reservoirs.

C.2 Higher order effects

The effect of the back action of the membrane’s motion on the photons dynamics can be incorporated by calculating the evolution of the membrane’s displacement to second order in the optomechanical coupling strength.

The second order contribution to the work output, Eq. (3.20), vanishes and therefore the effect of the back action of the membrane on the photons for the work output is negligible. As a result the work output (both in the case of a PBS and BS membrane) is to high degree of approximation independent of the initial temperature of the membrane.

However, in contrast to the work output, the second order contribution to the energy transfer to the membrane does not vanish. In Fig. C.2 we plot the second order contribution to the energy transfer to the membrane for a BS membrane. We find that similarly to the first order case, the second order contribution also increases with the indistinguishability of the photons. In contrast to the first order contribution, the second order contribution depends on the initial state of the membrane. Assuming the membrane is initially thermal, the second order contribution increases with the initial temperature of the membrane as shown in Fig. C.2. Also, in contrast to the first order, the second order contribution to the energy of the membrane, once averaged over
oscillations, grows quadratically over time. In the case of a PBS membrane (data not shown) the second order contribution to the energy transfer also increases with indistinguishability. Thus the distinguishability dependence of the energy transfer to the membrane is softened for high temperature membranes in the long time limit. It would be interesting to explore such effects further.

Nonetheless, for both PBS and BS membranes, the effect of back action is negligible over the lifetime of the cavity, $1/\kappa$, as long as the initial thermal occupancy of the membrane, $\bar{n}_{th}$, is lower than $\sim 50$ phonons. This is therefore the regime of applicability for the results presented in the main text. Such low temperature regimes have been experimentally achieved \[177\].
Figure C.2: **Second order contribution to energy transfer.** We plot the first and second order contributions to the time averaged energy transfer to a beamsplitter membrane as a function of the distinguishability of the photons in the cavity in the absence of damping effects ($\kappa = \kappa_C = 0$). Once the energy transfer to the membrane is averaged over fast oscillations the first order contribution to the energy transfer is constant in time, while the second order contribution has an amplitude that grows quadratically in time. Here we plot the second order correction up to $10\mu$s (the cavity lifetime in the experimental setup of Ref[23]). The membrane is prepared in a thermal state containing on average $\bar{n}_{th}$ phonons, where $\bar{n}_{th} = 10$, $\bar{n}_{th} = 100$ and $\bar{n}_{th} = 1000$ in the left, centre and right plots respectively and the light field in both halves of the cavity is initially in a coherent state containing on average $10^6$ photons. We utilise the following parameters from the experimental settings in [2,3]: $\omega_M = 350$kHz, $\omega = 20$THz, $\lambda = 34$GHz, $m = 45$ng and $gx_{opt} = 3.3$kHz, with similar behaviour expected for a range of parameters.