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Abstract

Probabilistic security assessment and real-time dynamic security assessments
(DSA) are promising to better handle the risks of system operations. The
current methodologies of security assessments may require many time-domain
simulations for some stability phenomena that are unpractical in real-time.
Supervised machine learning is promising to predict DSA as their predictions
are immediately available. Classifiers are offline trained on operating con-
ditions and then used in real-time to identify operating conditions that are
insecure. However, the predictions of classifiers can be sometimes wrong and
hazardous if an alarm is missed for instance.

A probabilistic output of the classifier is explored in more detail and pro-
posed for probabilistic security assessment. An ensemble classifier is trained
and calibrated offline by using Platt’ scaling to provide accurate probability
estimates of the output. Imbalances in the training database and a cost-
skewness addressing strategy are proposed for considering that missed alarms
are significantly worse than false alarms. Subsequently, risk-minimised pre-
dictions can be made in real-time operation by applying cost-sensitive learn-
ing. Through case studies on a real data-set of the French transmission grid
and on the IEEE 6 bus system using static security metrics, it is showcased
how the proposed approach reduces inaccurate predictions and risks. The
sensitivity on the likelihood of contingency is studied as well as on expected
outage costs. Finally, the scalability to several contingencies and operating
conditions are showcased.
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Figure 1: Example of functions in the Dynamic Security Assessment, adapted from [2].
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1. Introduction

The operation of the power system undergoes significant changes. In the
past, the operations of the power system involved to predict the demand
pattern and accordingly controlling/planning conventional power supplies
such that demand and supply matches (simplified description). The demand
was straightforward to predict, and the operator knew with little uncertainty
the next day’s operations. In the future, to meet targets of reducing carbon
emissions, the share of renewable energy on the overall energy supply will
increase and renewables are neither controllable nor accurately predictable.
Instead of controlling the supply of energy, in the future, the demand will
be made flexible and controllable. Therefore, a key change for future power
systems operations is that the generation and the demand are significantly
more uncertain. This change underpins several challenges for the operations
and a new set of operating tools is needed to address these challenges [I].
This increased uncertainty is specifically challenging for the management of
the reliability of the power system.

1.1. Reliability management

The reliability of the power system requires the two functions of adequacy
and security [3]. Adequacy is the ability of the system to supply electricity
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to the end-users with a probability that is high enough at all times consid-
ering outages of assets in the system. Adequacy is evaluated over months
and years and can be measured by computing metrics such as loss of load
probability or the expected energy not supplied. The security of the power
system refers to the degree of risk that the power system survives imminent
disturbances/contingencies without the interruption of the service to the end
customers [4]. Hence, security focuses on the real-time or short-term oper-
ations and involves control mechanisms, such as in [5], whereas adequacy
focuses on the reliability function over a longer time-span. The security of
the system operation depends on the probability of the disturbances and the
system operating condition. When analysing the security of the system two
important components are to be distinguished: the static and dynamic secu-
rity analysis. It is important to analyse for the power system subjected to
a disturbance (small or large) whether the new post-disturbance operating
condition, where the system settles, fulfils all physical constraints. This is
considered as the static security analysis and involves the steady-state anal-
ysis of the post-disturbance operating condition and the corresponding ver-
ification of remaining within the equipment ratings and voltage constraints.
Static security can be considered in real-time operation by modelling the en-
ergy balances and constraints and equipment ratings of the pre-fault and the
post-fault operating conditions in the Security-Constrained Optimal Power
Flow problem [6, [7]. The dynamic analysis of security refers to analyse
whether the system survives the transition from the pre-disturbance to the
post-disturbance condition. Considering dynamic security in operations is
more difficult and often it is not considered, rather stronger (more conserva-
tive) static security limits are considered [7]. The analysis of dynamic security
typically involves studying various types of system stability phenomena (e.g
as in Fig. [l| from [2]), such as rotor angle stability, voltage stability, fre-
quency stability as classified in [§]. Rotor angle stability refers to the ability
of the synchronous machines in the power system remaining in synchronism
following a disturbance and voltage stability refers to the ability of the sys-
tem to maintain steady voltages at all buses [4]. Frequency stability refers
to the ability of the system to maintain a steady frequency in a disturbance
that involves a major imbalance between generation and load. Although
power system stability is in itself a single problem referring to the continu-
ation of intact operation following a disturbance, these stability phenomena
are distinguished for the purpose of addressing effectively the stability anal-
ysis. For analysing each of these specific phenomena different assumptions



are typically being made and the appropriate analytical techniques used. An
overview of the analysis of the various types of stability can be found in [4} §].
The analysis of some of these stability phenomena requires the analysis of
nonlinear systems [9], and this analysis can require time-domain simulations,
for instance for voltage stability or transient stability. This simulation-based
analysis of the nonlinear power system can be challenging given the size of
the power system and the need to consider disturbances as event-type per-
turbations [4, 8, [10]. An example of the different functions to analyse the
stability phenomena for the analysis of dynamic security is shown in Fig.
[2] and, for instance, the analysis of transient stability requires a time-domain
simulation. Therefore, it is computational challenging to assess dynamic se-
curity in real-time operations for every single disturbance that can possibly
occur as stability analysis is part of a full analysis of dynamic security. It is
also challenging to assess dynamic security in advance to real-time operation
as the operating conditions are unknown and uncertain in advance and hence
multiple possible operating conditions may need to be assessed.

1.2. Security Assessment

In the past, the assessment of the security was deterministic, meaning
that the power system was designed and operated to withstand a fixed short-
list of contingencies selected based on the significance of the likelihood of
occurrence. This shortlisting minimizes the computational effort of the as-
sessments. In practice, this list typically consists of contingencies such as
a sudden loss of the functioning of a single piece of major equipment, such
as a three-phase fault of a transmission line [4]. The study of the response
of the system to losing a piece of single equipment is typically referenced as
the 'N-1" criterion as it corresponds to the operation of the power system
reduced by one equipment. The deterministic approach to the assessment of
security has resulted in a high level of security in the past. However, several
limitations of this deterministic approach exist one being that each studied
scenario is assumed with the same risk. This assumption may be inaccu-
rate as some operating conditions may be more likely and more severe than
others, therefore their risk is higher than of other scenarios. Hence, it is a
need for systems operations to quantify and manage the risks. This requires
to account for the probabilistic nature of the operating conditions and the
likelihood of the contingencies [4]. Such a risk-focused security assessment
would use resources on high-risk scenarios rather than on some that have
lower risks.



The probabilistic approach to security assessment is to estimate the level
of security by considering the probability of the system becoming unstable
and the corresponding consequences [4, 1T}, 12]. Considering the likelihood
of contingencies allows focusing on the assessment of contingencies with high
risks. The underlying idea of computing a risk rather than assessing a de-
terministic set of contingencies has been studied in the past extensively and
several different risk metrics were proposed [13],[14] that compute the physical
risk [I5, 16], the socio-economic risk for the end-consumer [I7, 18] or the risk
in terms of physical system parameters that, for instance, relate to the sys-
tem security as in [10, 19]. Most of these probabilistic security assessments
focus on static security, and only a small number include dynamic stabil-
ity /security, such as for instance on transient stability [20] or rotor angle sta-
bility [21]. [22] extends this to probabilistic dynamic security by considering
multiple stability phenomena. Generally, the probabilistic approach resulted
already when focusing on static security only in reductions of the risks in
comparison to deterministic approaches where the short-list of contingencies
is fixed and assumed to have equal risks [I7]. More reductions are expected
when considering dynamic security in the probabilistic approach to security
assessment as well. The use of a probabilistic approach is also needed to en-
able making full use of corrective control actions following a disturbance and
to trade these off with preventive control actions [23]. However, in Europe for
instance, operators still seldom make use of probabilities in the short-term
management of reliability [24], and in the US, the development of metrics
on security by the North American Electric Reliability Corporation remains
deterministic in their nature [25, [14]. Operators are not eager to change
from deterministic to probabilistic reliability metrics as probabilistic criteria
are perceived as complex and the results from deterministic metrics are per-
ceived as satisfactory [14]. Additionally, the quantification and management
of risks require accurate estimations of the likelihood of contingencies [12]
and it is challenging to predict these estimates as they vary with time being
dependent on the asset health and on the weather. Various techniques were
proposed for predicting these estimates [20, 27, 28§].

Several challenges of probabilistic management of reliability remain. For
instance, the probabilistic approach to reliability management is not broadly
adopted although being studied extensively in the literature showing demon-
strable benefits as in [23], 25, 14]. This barrier has to do with the conservative
operating paradigm from the past rather than being a technical challenge [14].
A technical challenge is on considering dynamic security in real-time oper-
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Figure 2: The real-time workflow of using machine learning in DSA.

ations. Currently, most operators select higher static security limits rather
than considering dynamic security in real-time operations [7]. This technical
barrier for not considering DSA in real-time operations is the computational
complexity of the task at hand [4, 10, [7, 29]. In this work, it is proposed to
use machine learning within the probabilistic security assessment to address
the aforementioned technical challenge.

1.3. Machine Learning for Dynamic Security Assessment

Machine learning has been proposed for the management of reliability [30]
including for the assessment of dynamic security. The purpose of using ma-
chine learning in DSA is to overcome the technical barrier of real-time DSA
being too computationally challenging. The idea is that a machine learning
approach can predict either the outcome of a stability analysis without per-
forming the analysis as per standard stability analysis procedures [31] or to
directly predict the dynamic security that comprises these stability analyses.
This use of machine learning is illustrated in Fig. 2l The feature of ma-
chine learning rendering this as a suitable approach is that the predictions
are instantaneously available in contrast to classical approaches such as time-
domain simulations that are computationally intensive. The applicability of
these machine learning approaches was studied (and tested) in control rooms
for the real-time operations by a small set of system operators, for instance in
Canada [32], B3] and in a large-scale European project, the Innovative Tools
for Electrical System Security within Large Areas (iTesla) project [34] [35]
showing promising results, however, several problems and challenges still ex-
ist. In order to have such a machine learning-based predictor prepared for
real-time operation requires a training procedure of the machine that involves
data. This training procedure is carried out well-ahead of real-time opera-
tions and typically involves four steps as illustrated in Fig. [3] The first step
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Figure 3: The offline machine learning workflow to train a model/security rules for the
real-time/short-term operation as in Fig|2| This work focuses on Step 3 and proposes a
new real-time workflow.

is to build a training database, the second to pre-process the data, the third
to learn the model and finally, the fourth step is to validate and update the
machine learning model.

In the first step, the training database is built by using typically a mix
of historical observations and synthetically generated data based on these
observations [35, 36]. The database lists pre-fault operating conditions and
their corresponding post-fault level of stability and/or security. First, the
pre-fault operating conditions are generated and subsequently serve as initial
conditions to analyse the stability phenomena in question for a specified list of
contingencies. Subsequently, a metric for post-fault stability is computed for
each operating condition. For instance, [37] computed the post-fault level of
stability for voltage stability. If the final database should consider (dynamic)
security, then the analysis of multiple stability phenomena is combined as in
[38], or static security can be considered as well [39]. Finally, the database
consists of the list of pre-fault operating conditions and their corresponding
security /stability labels for various faults depending on what was part of
the analysis. An effective database requires to maximise the information
content and to minimise the amount of redundant information. For instance,
a common imbalance is that many more secure operating conditions than
insecure conditions are in the database [30]. Hence, much more information is
available for the secure conditions than for the insecure conditions. Therefore,
the effective generation of insecure operating conditions is important as it
adds information to the database and can be done by a broad variety of
approaches, such as by iterative selecting relevant data [40], by using feature
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selection and neural networks [41], by using importance sampling [42, [38] or
by a directed-walk [43].

In the second step, the data is pre-processed for improving the following
training process of the machine. This step can involve the selection and ex-
traction of relevant features for training the machine learning approach and
addressing the imbalance in the training database. Feature selection aims
to select the most relevant features |44, 45] and is applied to address the
curse of dimensionality of the learning problem that can cause long training
times and low performance of the machine. Feature selection approaches can
be broadly classified into filter-based approaches (as used in [41]), wrapper-
based approaches, and embedded approaches [46, 47]. Feature extraction
aims to transform and reduce the data to represent the information in a
more meaningful way, such as by using principal component analysis [4§]
or deep learning [49]. In addition to the selection and extraction of fea-
tures, pre-processing can involve addressing the imbalance in the training
database as well. The imbalance can be addressed within the pre-processing
by either under-sampling the majority class (secure class) or oversampling
the minority class (insecure class) [50, BI], as applied in [52, 43]. For in-
stance, the Synthetic Minority Oversampling Technique (SMOTE) approach
[50] creates new data without performing the stability /security analysis and
under-sampling removes some data to balance the remaining data.

In the third step, the machine learning model (also called security rules)
is trained. The final features and the training database are used as input for
the training and the output is the machine learning model. The type of the
model is typically a binary classifier that considers the two classes, the se-
cure/stable and the insecure/unstable operating conditions. If the classifier
aims to predict the result of specific stability analysis, then the predictions
correspond to stability /instability respectively, such as for transient stabil-
ity [53] or voltage stability [54]. If the classifier aims to predict directly
the (dynamic) security, then the classifier predicts security /insecurity, as for
instance in [38]. Across the different stability phenomena or security crite-
ria, several machine learning approaches were proposed to learning the model
[55,130], such as Artificial Neural Networks [49], [56], Support Vector Machines
[57, 58], Decision Trees (DTs) [311 48] 42} 38, 35l 34, 59], Ensemble methods
[33, 160, 61], 62], k-Nearest Neighbour [63],[64], or fine operating rules [65]. The
best suitable learning approach may change dependent on the characteristics
of the application and a broader overview can be found in [30]. For instance,
some consider one model per contingency (e.g. [31], 38]) and others consider

8



multiple contingencies in a single model, as in [66, [49] 67]. Often this choice
depends on the accuracy, required training time, and frequency of data and
system changes such as topology changes that can vary with the application
[30]. For instance, whether the accuracy of the prediction of the final model
is higher when training a single- or a multiple-contingency model depends
on the selected machine learning approach. Also, in terms of training time,
the overall training time may be higher in a single-contingency approach as
one model need to be trained per contingency and in a multiple-contingency
approach, only 1 complex model needs to be trained. However, whether the
training of many simple models or 1 complex model is faster depends on
the application and how often changes occur that trigger retraining of the
models. All the aforementioned differences in the application are important
to consider when designing the right machine learning workflow. The final
trained machine learning model can subsequently be used in real-time op-
eration to predict for a pre-fault operating condition (input to the model)
whether this condition belongs to the secure/stable or insecure/instable class
(output of the model).

In the fourth step, the machine learning model is validated and updated.
The majority of these machine learning approaches typically aim to provide a
model that is accurate in predictions. To validate the accuracy of the model a
testing set of the database is used that was not part of the training process.
For this testing data set the actual output of the stability /security analy-
sis is known and can be compared against the prediction from the machine
learning model, and the average testing accuracy (or the testing error, the
complement to the accuracy) can be computed. However, using the testing
accuracy assumes that prediction errors in the two classes have equal severe-
ness. Missing an insecure operating condition is more severe than missing
a secure operating condition. Another measure for the testing accuracy is
the F'1 score that allows balancing the precision and recall for different er-
rors [68], as done in [49] [58, 62]. Considering different impacts of errors is
particularly important if the training database is imbalanced, hence, the ac-
curacy is biased toward predicting the majority class with higher accuracy
than the minority class [69, 30]. As pointed out earlier, it is important to
address this bias as the minority class is typically the insecure/unstable class
and identifying/predicting these is the goal of the operator with the dynamic
security assessment. As strategies to address this imbalance by re-balancing
the database through over- or under-sampling, several approaches were pro-
posed to address this imbalance in the training and validation of the model.
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A first approach is to account for the imbalance within the training of the
model and the second to account for it after the model was learned. The first
approach is to weight within the training the data of the minority class more
than of the majority class, such as done in [38] [43]. The second, cost-sensitive
learning approach is to adjust the predicting decisions by using the proba-
bility estimates from the model [69]. For instance, a cost-sensitive approach
was used in combination with ensemble DTs in [70] and with deep learning
in [71]. It was also combined with the oversampling approach SMOTE in
[52]. In these works, the costs are used to bias the predictions and accurate
predictions remain the objective, similar to weighting the classes within the
training. The aforementioned challenges and strategies to address imbalances
and the inaccuracies are important to consider when using machine learning
in security assessments. Ultimately in security assessments, specifically in
probabilistic security assessment the risk from contingencies should be con-
sidered and ideally directly the expected outage cost to the end-customer
[17].

1.4. Probabilistic Security Assessment with Machine Learning

This work proposes to use machine learning for probabilistic security as-
sessment including dynamic security. A probabilistic framework is proposed
that combines the strength of conventional security assessment methods with
the strength of machine learning for real-time operation. This overcomes the
technical challenge of the computational complexity of assessing dynamic
security in real-time operation, typically resulting in probabilistic security
assessments mainly focusing on static security and not on dynamic security.

This work proposes to extend the risks discussed in the context of prob-
abilistic security assessment by the risk when using machine learning within
these security assessments. This extension is necessary when machine learn-
ing is used for security assessments as a key difference to other probabilistic
security assessments, as in [20], 22] 2], is that at least the output of the sta-
bility analysis can be relied on, however, when using machine learning these
can be inaccurate. Hence, in this work, it is proposed to consider this risk of
inaccuracy within probabilistic security assessments. In addition, this work
proposes a framework that allows using at the same time two ways of as-
sessing the dynamic security: the conventional method to assess the different
stability phenomena by using time-domain simulations and by the machine
learning approach. The closest work is [29] where the risks of contingencies
were ranked using a deep neural network. This proposed work extends [29]
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Figure 4: The proposed real-time workflow of using machine learning within a probabilistic
security assessment. This workflow combines the trained machine learning model (security
rules) from Fig. 3| and the conventional way of dynamic security assessment Fig.

by including many operating conditions and applying cost-sensitive learning
to address the imbalance and differences in costs. In this proposed workflow,
as illustrated in Fig. [ initially, all operating conditions and contingencies
are assessed with the machine learning model. Subsequently, the risk-metric
is used to rank these and make corrections to the assessment with the conven-
tional assessment methods if the risk is high. The same risk-metric was also
used in [60], however, there the objective was to find corrective control de-
cisions and not the probabilistic assessment of security. This proposed work
can be used for individual dynamic stability phenomena and various met-
rics; however, it is demonstrated with a static metric. It proposes a general
methodology of how to include machine learning in probabilistic dynamic
security assessments.

The risk of using machine learning within probabilistic security assess-
ments is computed as follows. Initially, a cost-sensitive machine learning
approach is selected that allows addressing the imbalance of the training
database, a common problem. Adaptive boosting (AdaBoost) [72, [73] is se-
lected to train an ensemble machine learning model of many DTs [74]. In
large problems, this approach is well-suited to address the problem of im-
balance [75] [76]. Subsequently, Platt calibration [77] is used to calibrate the
probabilistic output of the trained machine learning model, such that the
outputs of the machine learning model are accurate probability estimates
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Figure 5: The proposed training of the machine learning model. This is Step 3 in Fig.

whether the operating condition is secure/insecure. Subsequently, a shifted
decision threshold is used to make cost-sensitive predicting decisions. This
specific workflow is selected as illustrated in Fig. [5|from Adaboost over Platt
calibration to shifted decision thresholds as is simple, flexible and has the best
performance among a wide-range of other boosting variants [78]. The deci-
sion threshold can be adjusted in real-time to accommodate frequent changes
in the likelihood of contingencies from approaches as in [26] 27, 28]. Finally,
the risk is computed based on the theory from cost-sensitive learning.

The contribution of this work is to extend other machine learning-based
approaches for DSA by proposing

e calibration for accurate probability estimates of predictions

e a risk-metric for using machine learning in probabilistic security assess-
ment

e a framework to efficiently balance machine learning with conventional
security assessment within probabilistic security assessment

This allows operators to better focus their security assessment on oper-
ating conditions and contingencies that are of high-risk.

The proposed approach is studied on a small and a large system using
static security metrics. A case study on the IEEE 6-bus system is used to
illustrate the challenges of imbalances in the training data and how these
and probabilistic estimated being calibrated with the proposed approach.
Then, the French transmission system is used to showcase that the proposed
framework can be used for multiple contingencies and the performance to
inaccurate estimations of the likelihood of contingencies.

The rest of the paper is structured as follows. In Section [2| the cost-
sensitive machine learning workflow is proposed. Thereafter, the framework
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for using machine learning in probabilistic security assessment is proposed in
Section Subsequently, the case study is presented in Section [ Finally,
Section [l is the conclusion.

2. Training Machine Learning model

To use machine learning in DSA typically involves a binary classification
problem. An operating condition 7 of the system subjected to a distur-
bance/contingency ¢ can either in the post-fault (a) fulfil security criteria
and is considered as secure ;. = 1 or (b) the operating condition does not
fulfil the criteria and is considered as insecure y; . = 0 against this contin-
gency. Binary classification is used to predict this binary label y; . based on
a feature vector x; consisting out of steady-state real values that describe
the operating condition, such as power injections, loads, phase angles and
voltages of the buses. This work is to use the score output of a binary classi-
fier to predict probability estimates for the classes. The probability estimate
p'(x;) corresponds to the likelihood that the operating condition z; belongs
to the secure class and p°(z;) that 7 belongs to the insecure class. To learn a
classifier requires a training database: a population of operating conditions
0T, where each operating condition i € QT corresponds to a feature vector
x; and a label y; .. The population of insecure operating conditions at con-
tingency ¢ is Q% = {i € Qrly;. = 0} and of secure operating conditions
QL = {i € Qrlyi. = 1}, thus QT = Q10 Uy QML

2.1. Cost-sensitive Learning

Cost-sensitive learning under imbalances is typically twofold challenging
for machine learning applications [69, [30].

The first challenge is the class imbalance of the training database. |QD!| >
Q79| can be typically observed [35, 30]. |- | denotes the cardinality of a
set. This class imbalance can be captured by the two different class priors
me = [Q2°/1Q7] and m; = [Q1/]Q].

The second challenge is the cost-skewness as the cost/severeness of inac-
curate predictions differs for the two classes. Missing an insecure operating
condition (missing an alarm) is more severe than missing a secure operat-
ing condition (false alarm), that is why often other metrics for the testing
accuracy are used as in [49, 58, 62]. Hence, the costs of predicting an in-
secure operating condition as secure CI'! > 0 is typically greater than the
costs corresponding to predicting a secure operating condition as insecure
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CI0 > 0, thus CF* > CI0. Ideally the cost for missing an alarm CI! are
directly the expected cost to the end-customer [17]. The cost CF° considers
unnecessarily preventive or corrective control actions. These costs may differ
for each contingency c as well.

In fact, the two challenges of class imbalances (7 # 7!) and skewed
costs (CF0 £ CFY) although typically discussed and addressed in different
contexts, can be addressed very similarly [69, [79]. For example, assume
CF! = 3CF then this is equivalent to adjusting the class priors, which
means, in this example, to use each insecure operating condition i € Q-0
three times in the training database. In general, if the cost ratio is defined

as

cr
Ce= Wu (1)

then, the adjusted class distributions would be

ﬁ_O _ C|QT70|
- ClaTO + (1 - 0)n
L (-ojen
ClaTo 4+ (1 —o)jnt|

(2a)

(2b)

Note that the index for the contingency ¢ was dropped for simplicity
reasons in Eq. . Hence, there exist a duality of the problems of skewed
cost and class imbalances [7§], thus, the first two challenges can be similarly
interpreted and addressed in classification.

2.2. Classifier training

An ensemble classifier consists out of many weak classifiers Q. Each of
these weak classifiers [ € QF corresponds to a hypothesis hy(z;) = {0,1},
which predicts the binary label for operating condition ¢ based on the corre-
sponding feature vector x;. Subsequently, these hypotheses are weighted by
w; and combined as a weighted majority vote to obtain the binary label

0 if Y wihi(x;) <05

HE 7)) = =2 3
() 1 if Z wihy(x;) > 0.5. 3)

leQk
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Adaptive boosting (AdaBoost) is used to learn this ensemble classifier from
a training population of operating conditions Q7. AdaBoost is an iterative
process [72, [78], which is here not further discussed. Standard k-fold cross-
validation was used for trading-off over- and under-fitting by stopping the
learning to result in |Q%] weak learners.

The output of an ensemble classifier can be either the predicted binary
label H¥(z;), as introduced in Eq. , or a score such as

dah= > w /> (1)

s'(z;) € [0, 1] quantifies the weighted and normalised vote for the secure class
1 of the operating condition 7 (thus, the 1 as a superscript) by accounting
for the votes of all weak classifiers Q2¥. The score vote of the insecure class
can be calculated through s'(x;) + s°(x;) = 1. These scores can be used to
obtain accurate probability estimates after calibrating.

2.3. Calibration for accurate probability estimates

Calibration is used to compute a probability estimate from the score
output of the classifier using the methodology of Platt [77] as this method
resulted in the best probability estimates across several calibration methods
for boosting classifiers [80]. A sigmoid function is used to map the score
s'(x;) to the probability estimate

1
Al . e —
p (1’.2) 1 + 6a51($i)+b7 (5)

where parameters a and b are fitted by maximising the likelihood of a sep-
arate calibration data-set Q% of operating conditions. The superscript 1 in
the probability estimate of the secure class and accordingly the probability
estimate for the insecure class can be calculated through p!(x;) +p°(x;) = 1.

The performance of this calibration can be quantified by using the Brier
score. First, the following sequence of operating conditions in the calibration
set QX is defined as k = 1,2,...|QF| where p'(x;) < p*(xp41). Then, this
sequence is split into NV subsets of operating conditions, where each subset
Q5 for n = 1,2,3,...N has the same size |Q3| = lQ—]\I;‘ and N is specified by
the user. For instance, the first subset is Qf = 1,2, 3, % Subsequently,
the average probability estimates p. and the fraction of secure operating
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conditions 7} are calculated for each of the subsets n = 1,2,3,...N. Finally,
the Brier score is the squared sum of the differences between p! and 7! as
follows 1
L 1132
B=v Y -m? (6
ne1,2,3,...N

The score 5! replaces p! in Eq. @ if the Brier score is computed for an
uncalibrated classifier.

2.4. Shifting the Decision Threshold

A shifted decision threshold z. on the probability estimates is proposed
to make risk- and cost-optimal predicting decisions. The risk of predicting
an operating condition 7 can be described as a disjunction R, = R! V RY of
the two risks

Re(wi) = G pg (1= p' (1)) (7a)
R(wi) = G (1= p{) p' (x2), (7b)

where R!(x;) and R2(x;) are the risks of predicting operating condition 4
as secure or insecure. p'(x;) is the probability estimate obtained from the
classifier learned for contingency ¢ and corresponds to Eq. . p¢ is the
likelihood that contingency ¢ occurs.

For making risk-optimal predicting decisions the operating condition ¢
should be predicted with lowest residual risk: this means to predict as secure
if (and only if) the risk of predicting as secure R! is lower than the risk of
predicting as insecure R?, thus if (and only if) Rl < RY. Given this rationale
and Eq. , an operating condition should be predicted as secure if (and
only if)

- Clpe

Cope + 00 (1= pf)
where z. is the shifted decision threshold for the model trained for con-
tingency c. Therefore, the computation of the decision threshold requires
estimates for three parameters:

p(i)

= 2, (8)

(1) estimates for the costs of missing an alarm and contingency ¢ occurring
CI! that is ideally the expected outage cost to the end-customer [17]

(2) estimates for the costs of a false alarm C'° that can be estimates of
economic costs for unnecessarily planning for preventive and corrective
control actions

16



(3) estimates for the likelihood of the contingency p¢ that can be forecasted
based on weather data or asset health [26] 27 28]

The cost ratio C. may be used instead of the individual costs. The above

parameters are difficult to estimate as discussed in the introduction. The

inaccuracy of these parameter estimates is studied in the case study section.

Note how z. simplifies Eq. (8) if there exist no cost skew CI? = CI'! or/and

no class imbalance p¢ = 0.5. Subsequently, the risk of a prediction can be
summarised:

Rl(z;) if R(x;) < R(zy)

R(w) = { o 0

c(’xl) if Rc<xl) > Rc('xl)

3. Probabilistic Security Assessment with Machine Learning

The probabilistic security assessment is to use a risk index for assessing
the future security of the power system. The results from the assessment can
subsequently be used such that operating decisions can be made on future
conditions. However, such a future assessment of the future power system
requires forecasts of possible future operating conditions Q. The full state z;
of the operation conditions i € QF can for instance be obtained by running a
load flow analysis combining future load forecasts with the latest results from
state estimations. These forecast models need to appropriately describe the
forecast uncertainty such that the likelihood of each operating condition p!
can be computed. In this assessment, the time dependency is neglected due
to simplicity reasons. The future assessment of security requires as well as
forecasts of the likelihood of contingencies p¢ for each contingency c. These
can be obtained through asset health predictions or inferred from weather
forecasts [26], 27, 28]. These two likelihoods p! and p¢ change over time.

The probabilistic assessment of security is to compute a risk metric

RISKSA =Y~ " pl 4¢ 8., (10)

i€QFP el

and, subsequently, to make operating decisions that minimise this risk [12].
The risk is the summation of all risks that each contingency ¢ can cause
to all possible operating conditions QF, where S; . is the severity of the con-
tingency. The severity can be for instance the expected outage cost to the
end-customer [I7]. The challenge is to calculate the severity function 5.
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as the performance of the post-fault operation depends on the contingency
¢ and the operating condition 4, hence this function needs to be evaluated
individually for each of these scenarios Q% = {(i,c)}|i € QF,c € Q°} [12].
The likelihood of each scenario s is p3 = p! p¢ assuming these are not corre-
lated. For static security this may be feasible with conventional assessments
as their computation is moderately computational demanding. For instance,
a linear severity function was selected that increase with the violation of
physical limits in [I2], or others select a binary severity function that is for
violating /not-violating the physical limits. For dynamic security this is more
challenging, as pointed out in the introduction, the analysis of the various
phenomena of stability requires time-domain simulations and these are com-
putational challenging and given they need to be executed for each scenario
s it is computational infeasible. Others use short-cut methods to compute
severity functions for some specific stability phenomena. For instance, fuzzy
inference systems were used to estimate the severity for rotor angle insta-
bility [2I] or sensitivities of the severity to the operating conditions were
computed for transient stability in [20]. These approaches are binary or lin-
ear approximations of the relation severity/operating conditions and follow
similar assumptions as in probabilistic static security. Machine learning is
an alternative approach to learn advanced models based on data and these
models allow fast evaluations of the severity function that outperform con-
ventional security assessments.

3.1. Risk from using Machine Learning

When using machine learning in probabilistic security assessments it is
important to consider the uncertainty /inaccuracy of the predictions of the
severity. This uncertainty has an additional risk and hence needs to be
considered. This work is to compute this risk from machine learning and
consider this risk in probabilistic dynamic security assessments as it is fur-
ther described. First, the risk function of Eq. needs to be extended
as it does not consider that the severity function can be sometimes inaccu-
rate. Although the severity S’i,c of the operating condition ¢ subjected to
contingency 7 can be probabilistic predicted with machine learning as

Sie=CM (1 —pY(y)), (11)
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Contingency 1 Contingency 2 Contingency 3

Machine Machine Machine
learned learned learned
ecurity rules security rules security rules

Operating cond. 1 Operating c

Machine-learning

Conventional Security Assessment

Dynamic Security
Analysis

Short-term operation

Figure 6: Probabilistic Security Assessment with machine learning and conventional Secu-
rity Analysis. For each contingency one machine learning model is used to predict risks for
many possible operating conditions. Subsequently, the ones with high risk H are assessed
with conventional Security Assessments followed by medium and low risks HES until
the computational budget is used.

this does not include and consider risks of inaccuracies. The risk of using
machine learning in probabilistic security assessment is

RISKME — Z Z ol Ro(w:), (12)

i€QF el

where R.(z;) is the disjunction of risks as in Eq. (9).

3.2. Combining Machine Learning and Conventional Security Assessment

In this work it is proposed to combine machine learning and conventional
security assessments in real-time probabilistic security assessment. The idea
is to rely on machine learning on some operating conditions that have low
risks Q%% and to assess other scenarios with high risk Q% with conventional
security assessments. Before real-time operation a different machine learning
model was trained for each contingency c as described in Sec.

In close to real-time operation the following procedure is executed as
illustrated in Fig. [0} firstly, risk-optimal predicting decisions are made as
described in Sec. for all scenarios Q. Subsequently, the risks of relying
on these predictions are computed
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for all scenarios s € Q° corresponding to the operating condition 7 subjected
to contingency c. R.(x;) is the disjunctive risk of relying on machine learning
from Eq. @D dependent on the risk-optimal predicting decisions. Then,
these risks are sorted across all scenarios RV s € O with descending risks,
such that RY) is the jth largest value. Dependent on the computational
capability of the operator the scenarios are split into high risk 2%, and low
risk Q%% scenarios according to the sorted list, where Q% = Q%7 UQSE. The
computational capability S determines the split and is denoted as how many
security assessments the operator can run close to real-time operation, hence
the number of high-risk scenarios is kept below |Q%| <= S. Finally, only
these high-risk scenarios are assessed in real-time operation with conventional
security assessment. Or, in other words, the scenarios are assessed with
conventional security assessments in the order of j = 1,2,...min{|Q"], S}
until the maximal computational budget of S security assessments is used.
The ratio of scenarios assessed with conventional security assessments is
Q5]

CVM = O] (14)

The residual estimated risk of combining machine learning and conven-
tional security assessment is

RISKTOT = RISKSY + RISKML", (15)

where the risk from conventional from Eq. is now expressed for only
a subset for high-risk scenarios that is denoted by the asterisk symbol *
representing the the partial risk contributions dependent on the splits in
low-risk and high-risk sets. The risk of conventional security assessment is

RISKSY = Yy~ pS 5., (16)
seQS:H
where S is the corresponding severity computed from conventional security

assessment. The risk of machine learning from ([12)) is expressed as subset, of
low risk scenarios is

RISKMY = Y " p¥ R, (17)
s€QSL

where Ry = R.(z;) corresponds to the correct mapping of the scenarios to
operating conditions and contingencies.
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This proposed approach effectively accounts for real-time changes in the
input parameters pC, pf, CF' and CFO. Particularly the likelihood of con-
tingencies pC and operating conditions p! can change frequently and are
considered in real-time operation as illustrated in Fig. [df Changes in these
parameters require the instant update of the decision threshold z.. Note that
no update of the machine learning models is required. Subsequently, some
risk-optimal predictions change in response to the changes of the decision
thresholds as per Eq.. For instance, if the decision threshold increases
in response to an increased risk from a particular contingency ¢, then some
scenarios earlier predicted as secure are now predicted as insecure with the
objective to minimise the risks. Then, this results in an updated risk ranking
of the scenarios and subsequently a new grouping in low-risk Q% and high-
risk scenarios Q% . Finally, different scenarios are assessed with conventional
security assessment as the set of high scenarios % changed.

3.3. Fvaluation of risk-metric

The probabilistic security assessment with machine learning can be eval-
uated by using an independent test-set of operating conditions Q. The
evaluation is to estimate the risk of machine learning RISK ™" by using the
test-set where the actual security assessments are known.

The following procedure is executed to compute Z* as an estimate for
RISKML"  First, all steps in Sec. are executed: the machine learning
models are used for predicting the security assessments for the test set, the
high-risk and low-risk scenarios are identified, and the high-risk scenarios
are assessed with security assessments. Subsequently, for all scenarios within
the low-risk scenarios Q%% the actual security assessment is compared with
the risk-optimal prediction decisions of the machine learning models. This
comparison provides the number of missed alarms N! and false alarms N?
within the low-risk scenarios. Finally, the residual risk of using the machine
learning model for contingency ¢ can be estimated as

1
where equal probability of each operating conditions p! = ﬁw e OF is

assumed to be equal across the test-set that is the case once a Monte Carlo
method is used to perform sampling. This is the evaluation metric used in
the case study to investigate the performance of the proposed approach and
estimates the reduction of RISK.

21



4. Case Study

The proposed approach is studied on the IEEE 6-bus system and on
the French grid using static security metrics. Initially, the challenges of
class imbalances and cost skewness are illustrated, then it is showcases how
calibration can be used to obtain accurate probability estimates and how to
make cost-optimal predictions. The proposed approach is compared against
a standard classifier and when not considering machine learning. The studies
consider several contingencies and the sensitivity of parameter estimations
such as the likelihood of contingencies. Finally, the computational reductions
in terms of time-domain simulations and relevant aspects of this work are
discussed.

4.1. Assumptions

4.1.1. Test systems

The first test system was the IEEE 6-bus system from [81] considering
static security for illustrative purposes of the challenges and the proposed
approach. The pre-fault variables x; of the operating conditions ¢ were the
three loads, the three generator power outputs, six phase angles and eleven
line-flows. Corrective actions were considered in the form of £20 MW (re-
)dispatches of the generator powers for computing post-fault security labels.
The loads were drawn from a multivariate Gaussian distribution and a Pear-
son’s correlation coefficient of 0.75 was used between all three load pairs.
Then, the loads were converted to a Kumaraswamy(1.6,2.8) distribution by
applying the inverse transformation method. Subsequently, the loads were
scaled such that all loads were in the range of [50,150] MW. The genera-
tor powers were dispatched by a DC optimal power flow (DCOPF) with a
linear cost function with coefficients {12,10,8} for the three generators at
buses {1,2,3}. The post-fault security label was computed by validating
whether the post-fault steady-state operating condition fulfils all physical
limits including voltages and overloads. More specifically, a DCOPF was
solved where the generators were set to the pre-fault set values including al-
lowing for the corrective re-dispatches mentioned above. Subsequently, line
flow and voltage limits were checked.

The second test system was the French network for testing the scalabil-
ity. The system had 1955 transmission lines, 798 transformers, 1886 buses,
411 generators and 127 shunt elements. The data-set was also used in [35]
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and has 16722 operating conditions, 35873 features and 1980 different con-
tingencies were simulated in the time-domain as well as 9 different reliability
metrics were computed. The static metric for overloads, 5000 operating con-
ditions (3500 training and 1500 testing) and || = 11 contingencies were
randomly selected. The metric overload was used as defined in [39]. Al-
though the generation of the data-set involved time-domain simulations, the
static metric 'overload’ was computed instead of considering the fluctuations
within the time-domain. The metric overload considers the mean post-fault
value across the time-domain and provides an indicator of the time-domain
dynamics. The estimates for the probabilities p. and costs C. of contingencies
c € QY were randomly selected from {0.00001,0.00005,0.0001,0.0005} and

500 1000 5000 10000 .
from {m, 1001 2001 —10001}, respectively.

4.1.2. Machine Learning

The single DTs were learned via CART [82] by using the package scikit-
klearn 0.18.1 [83] in Python 3.5.2. with default settings, such as minimising
gini impurity; an exception was the restriction of DT depth at 3 to avoid
over-fitting. The AdaBoost ensembles were learned by using the algorithm
SAMMEL.R [73] with default parameters, except the number of weak learners
was increased to M = 100. The weak learners were DTs and pre-fitted with
CART with maximal depths of 1. A set of |2%| = 875 operating conditions
and 3-fold cross-validation was used to calibrate.

4.2. Class and cost imbalances

The impact of class imbalances was studied on the IEEE 6 bus system
for a three-fault contingency on line 5 connecting buses 2 and 4. The class
imbalance is large at w3 = 0.89 versus 7 = 0.11. A DT was trained on
QT = 3500 operating conditions, and the test error was computed using
|QF] = 1500 tests; and repeated 10 times for different combinations. Overall
the test error was only 0.9 %, however, when disaggregating the test error
into classes, 0.3 % were false alarms and 5.4 % missed alarms. This imbalance
showed that predictions were more accurate on the majority than on the
minority class.

The cost skewness was studied on a fault at line 6 that connected buses
2 and 5. Here, the classes were balanced (7f = 0.52 and 7§ = 0.48) and
interference with the class-imbalance challenge was avoided. The average test
error of 10 DTs was on average 1.4 % and split into 1.4 % false alarms and
1.3 % missed alarms. Although this split of errors is balanced, when assuming
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Figure 7: Probability estimation requires calibration: In (a) is the result of a classifier
using an uncalibrated score 5! (==). In (b) is a Platt’ calibrated classifier resulting in
acceptable probability estimates p! (==). Optimal probability estimates would follow the
diagonal (=-).

the skewness of costs of CI1 > CI9 then the overall cost of inaccurate
predictions was not minimised as it would correspond to imbalances in the
error.

4.8. Calibrating imbalances

An uncalibrated and calibrated AdaBoost classifiers were compared for
contingency ¢ = 6 to show how to address imbalances. First, the uncali-
brated scores s'(z;) were obtained for the testing set i € QF, then sorted
and separated into /N subsets as described in Section 5} was the average
score in each subset n = 1,2,3,...N. The reliability diagram was computed
based on 5! and the fraction of secure operating conditions 7! and subse-
quently plotted in Fig. where the index n was dropped for simplicity
reasons. Then, calibration was performed using || = 875 operating condi-
tions and the average probability estimates p} were computed for each subset
n. Accordingly, the reliability diagram for the calibrated case was plotted in
Fig. [7b] The calibrated reliability diagram aligns significantly stronger with
the diagonal corresponding to the perfect probability estimates. The Brier
scores for the two cases were computed 10 times using Eq. @ The average
Brier score of the uncalibrated case was B = 0.077 and of the calibrated case
B = 0.003. This reduction in Brier score of 96 % showed the improvement of
computing accurate probability estimates when using calibration.

24



0.1

0.01
Y 0.001
0.0001
| | | | |
0-00001; 5 10 50 100 500 1000
3 6 11 51 101 501 1001
Ce

Figure 8: Using the decision threshold z reduces the risk Z§ if used correctly on a calibrated
AdaBoost classifier (—). Different cost ratios Cg and classifiers were used: DT without
(==) and DT with threshold z (~), uncalibrated AdaBoost without (=) and with zg (=).

4.4. Cost-effective predictions

In this study, the decision threshold z. from Eq. was used to make
cost-effective predictions accordingly to the imbalances classes and the cost
skewness; different cost imbalances were studied. The probabilities were
equalled across the operating conditions and the probability of the contin-
gency equalled the class prior. The actual security assessments were com-
pared with the predictions to compute the missed N} and false alarms Ng.
These were then used to compute the residual risk of using machine learning
Z¢ for each cost imbalance according to Eq. . Note that in this study ma-
chine learning is not combined with conventional security assessment, hence
Q5L = Q% and Q5 = {} is empty.

This procedure was repeated 10 times and the risk was averaged Z;. The
results in Fig. [§]showed that combining a decision threshold with a calibrated
classifier reduced risks; however, when using the threshold on the distorted
score s' of an uncalibrated classifier the risk is high. The risk is particularly
high for high-cost ratios of C. Hence, the larger the imbalance the more
important it becomes to calibrate and us the decision thresholds.

4.5. Probabilistic security assessment with machine learning

In this study, the operator has a limited computational budget to analyse
S scenarios with conventional security assessment close to real-time opera-
tion. Contingency ¢ = 3 (connecting buses 1 and 5) was studied from the
IEEE 6-bus system with cost of C3 = % and probability p{ = 0.0002.
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Figure 9: The sole use of conventional security assessment on a subset of operating condi-
tions. However, not all operating conditions can be assessed due to limited computational
budgets. The classes of the remaining conditions are assigned based on class distributions.
(a) are the inaccurately assigned classes and in (b) is the corresponding risk.

The testing set was |QF| = 1500. Three different approaches of how to com-
bine machine learning with probabilistic security assessment were studied as
follows.

In the first approach, no machine learning was used. The operator selects
randomly S scenarios to assess with conventional security assessment. The
only information available to decide without assessment on the security of
an operating condition is the class distribution. Therefore, the operator can
only assume the security label from this class distribution and then select ran-
domly a subset of S operating conditions to verify with security assessment
the assumption on the security. The inaccurately assigned classes Nj + NY
were computed for the scenarios and the risk was calculated from Eq. .
The results in Fig. [9a] and Fig. [9b] show the linear reduction in inaccurately
assigned labels and the risk the more computational budget for security as-
sessments S the operator has available. A traditional operator following the
N-1 criterion needs to assess all operating conditions.

In the second approach, a standard classifier was used to focus on missed
alarms as they typically entail higher costs than false alarms CI! > CF.
No decision threshold was applied in the machine learning model and the
security assessment were performed on the operating conditions that were
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Figure 10: Combining the machine learning model and conventional security assessment for
a single contingency. In (a) and (b), a standard classifier is used for identifying prioritising
to identify missed alarms over false alarms, and (c) and (d) is the proposed probabilistic
approach.
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classified as secure as the objective is to reduce missed alarms N!. The
results for inaccurate predictions and risks are shown in Fig. and Fig.
7 respectively. First Ni dropped to zero at 1205 security assessments,
then NY approached zero at 1499 security assessments. However, a residual
risk remained at any S unless all operating conditions are assessed with
conventional security assessment.

The third is the proposed approach to use the probability estimate of
machine learning in the probabilistic security assessment. The calibrated
AdaBoost classifier was used to estimate the risk of relying on these pre-
dictions and security assessment were performed accordingly as described in
Sec. 3.2 The result of reductions in inaccurate predictions is shown in Fig.
. Initially (S = 0), 20 predictions out of |Q27] = 1500 were inaccurate.
Then, the proposed approach identified these 20 inaccurate predictions after
only 59 security assessments. Any further of the 1441 security assessments
were not needed as not reducing inaccuracies or risks. The proposed ap-
proach reduced the number of security assessments needed in comparison to
the first approach by 96 %. The proposed approach reduced risks with a
steep slope and approached zero after these 59 security assessments as per
Fig. [I0dl This was a key finding as a traditional operator using the N-1
criterion could significantly reduce the computational effort to analyse each
fault while ensuring the same risk tolerance level.

4.6. Considering several contingencies

In this study, the performance of the proposed approach was tested for two
test systems. First, the IEEE 6-bus system was used for two contingencies
to illustrate the approach. Then, the French Transmission grid was used to
showcase the benefits for multiple contingencies.

In the IEEE test system, two contingencies Q¢ = {3,5} were used; pa-
rameters from ¢ = 3 as before and parameters for ¢ = 5 were p§ = 0.0003
and Cs = %. One AdaBoost classifier was trained for each contingency and
tested with |QF] = 1500 operating conditions that resulted in |Q°] = 3000
testing scenarios. After only 104 security assessments out of these 3000, all
inaccurate predictions were found and the risk drops to zero as presented
in Fig. [IIl In the conventional approach, where machine-learning is not
involved, all of these 3000 scenarios needs assessments; hence the reduction
in computations is 95 % that demonstrates the significance of this proposed

approach.

28



30 1076

4
i
Z3+ s
—ho 20 — 3 | 3 5 -
= all inaccurate N /
oo predictions + 9¢ . _ |
=10 of c=5 found S no residual risk left
= g *
% 50 ibo 150 0 ‘ ‘
0 50 100 150
° S
(a) Missed (mm, mm) and false alarms (-, )

of contingencies ¢ = 3, 5. (b) The residual risk (—=).

Figure 11: The proposed approach applied to many contingencies and operating condi-
tions. Inaccurate predictions are in (a) and residual risk is in (b).

In the French system, 11 contingencies were considered resulting in 16500
testing scenarios (|Q%] = 1500 x 11 = 16500). 11 AdaBoost classifiers were
trained and used as described in in Sec. [3.2] In Fig. the reductions of
missed alarms of the proposed approach are presented. 1093 of the 16500
scenarios were inaccurately predicted when relying only on machine learning.
Hence, the test error was 7 %. the proposed approach reduced these inaccu-
rate predictions by 50 % (547) within the first 2215 security assessments. In
terms of risks and in comparison with a machine learning approach applying
a standard classifier, the proposed approach reduced the risks much faster
(Fig. . In the standard classifier, the risk decreased slowly and dropped
sharply around 15000 security assessments. This result implied that the risk
of false alarms was higher than of missing alarms. The risk reduced quickly
within the first security assessments in the proposed approach: e.g., the risk
reduced by 50 % after 1167 assessments (7% of the 16500). This monotonic
decrease in the overall residual risk »  Z. showed that the proposed approach
identified high-risk operating conditions in a real data-set and for a large grid.

4.7. Sensitivity of parameter estimations

The sensitivity to inaccurate parameter estimations of the severity/costs
of contingencies C'! and the likelihood of contingencies p. was investigated
in two studies on the French system. The first study focused on inaccurate
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Figure 12: The proposed approach was applied to multiple contingencies in the French
transmission grid. Inaccurate predictions are in (a) and the residual risk in (b).

estimations in a single contingency and the second on a systematic inaccuracy
in all contingencies.

In the first study, the estimated cost or likelihood of a single and ran-
domly selected contingency was o = 100 times higher /lower than the actual
values C, = % and p, = 0.0005. The estimates were used to guide security
assessments and the actual parameters were used to compute the residual risk
> Z.. Then, the analysis of Z. allowed to judge the impact of inaccurate
estimations. Slightly slower reductions in risks were observed in the results in
Fig. as one can expect. However, the proposed approach that used these
(inaccurate) parameters still significantly outperformed a standard classifier.

In the second study, the inaccuracy was systematic at o = 10 in all 11
contingencies either in costs C* or likelihoods p, or superposed. The results
in Fig. showed risks increased significantly at a = 10 and reduced
slightly at the inverse é = 0.1. When superposed where the inaccuracy of
all probabilities and costs were at @ = 10 the risks increased drastically.
Also, here, although the proposed approach was strongly affected it still

outperformed a standard classifier.

4.8. Computations

The generation of the training database requires computational time for
security assessments. In the case of dynamic security, this would require
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Figure 13: The risk-sensitivity on inaccurate parameter estimations for (a) a single con-
tingency and at (b) all contingencies. The inaccuracies « and é are either in costs (-,

) or in probabilities (==, ==), or superposed (==). Accurate estimation in the proposed
approach (=) and standard classifier (==).

analysing multiple stability phenomena and some involve time-domain sim-
ulations. A time-domain simulation in the French system takes around 57s
on a computing cluster [35]. The training and calibration of classifiers took
on average 445s on a standard notebook. However, this training is required
only once. A significant advantage of the proposed approach was that re-
training was not required when the input parameters change. For instance,
if the likelihoods of contingencies change with time, they can instantly be
updated and considered in the decision threshold. This update requires no
computational time. This is one of the key advantages of this approach.

The prediction of an operating condition in the short-term operation
took < 0.1s. In comparison, the assessment of dynamic security requires
analysing the stability in the time-domain and this requires time-domain
simulation of more 57s for a single operating condition in the French system.
This difference illustrates the main benefit of using machine learning in the
probabilistic security assessment close to real-time. The proposed approach
combines this advantage with the advantage of conventional security assess-
ment being always accurate, and hence can correct the machine learning
models.
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4.9. Discussion

The probabilistic security assessment with using machine learning showed
promising results on addressing cost skewness and class imbalances in the
training database. Inaccurate predictions are effectively reduced by identify-
ing operating conditions and contingencies entailing high risks. 25 % of secu-
rity assessments identified inaccurate predictions from the machine learning
model in the French study. The risk of relying on machine learning reduces,
even when parameter estimations are inaccurate up to two orders of mag-
nitudes. A key finding is that computations reduced by around 90 % in the
proposed online workflow. This finding enables the opportunity to account
for many more contingency scenarios. When moving toward a probabilistic
security assessment, the high number of scenarios may become the bottle-
neck as many more (flexible) devices will be deployed in the future power
system and all these devices can result in contingencies. Another key benefit
is that frequent changes in the likelihood of contingencies can be effectively
considered. In addition, the proposed approach can be used when a machine
learning model is trained for multiple contingencies to reduce training times,
and frequent changes can still be taken into account as these changes are
considered as the last step of the proposed workflow.

The limits of the proposed probabilistic security assessment with machine
learning is to not consider all risks. Additional risks of the proposed approach
may relate to the limited number of operating conditions used, modelling er-
rors, inaccuracies in the security assessments, inaccurate estimations of other
input parameters, etc. Specifically, the estimations of costs/impact and the
likelihood of contingencies are not straightforward, and work is for instance
done in [20], 27, 28]. More general limitations exist for machine learning-
based approaches, such as that the number of security assessments needed
in the offline workflow may be large as well, as the training database and
classifiers must be updated as the underlying probability distributions of the
data changes and the network topology changes over time. The proposed
workflow assumes a single machine learning model for each contingency and
whether this workflow is preferable over a workflow considering one model
for multiple contingencies depends on the specific application. The one-time
training time may be lower when a single model is used, however, the model
may be more complex, the accuracy may be lower, and more frequent updat-
ing of the model may be needed as the entire model requires updating when a
system or data change occurs. In comparison to the proposed workflow with
one model per contingency, only the affected model would require updating.
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Specifically, changes in the topology have a strong impact on the stability
analysis and with that on the assessment of security and it was in the focus
of several research efforts [30]. An additional limitation is the learning ap-
proach Adaboost may be sensitive to data that contains noise and outliers
[84]. If the training data is noisy and contains outliers than other learning
approaches based on randomisation (e.g., Random Forest or Extremely Ran-
domised Trees) can be considered to replace Adaboost. All other proposed
steps can further be used. A final limitation is that no theoretical guaran-
tees can be provided for computing the risks, the proposed approach allows,
however, for estimating the level of risk.

5. Conclusion

This work focused on combining machine learning within a probabilis-
tic security assessment with the vision to consider dynamic security besides
static security assessments in real-time operations. Machine learning was
trained to predict the output of a security assessment. Subsequently, the
probabilistic output of the trained classifier was calibrated to be accurate.
Then, risk-minimised predicting decisions were obtained from the trained
classifiers. These predictions across many contingencies and operating con-
ditions provide the operator with an initial risk assessment of many possible
future scenarios. Subsequently, the operators assess the high-risk scenarios
with conventional security assessments. Hence, the risk of using machine
learning is significantly reduced as inaccurate predictions can be corrected.
Case studies demonstrated that conventional security assessments can be re-
duced by up-to 95 % but risk-tolerance level stays the same. The proposed
workflow identified the most critical scenarios quickly and is robust against
inaccurate predictions of the likelihood of contingencies and can account for
changes in these within real-time. This work supports the transition from a
deterministic security assessment from the past that resulted in highly con-
servative system operations that are cost-inefficient. This proposed workflow
maximises the effectiveness of probabilistic security assessment by support-
ing to include dynamic security assessments. In the future, the proposed
workflow will be tested considering dynamic metrics, multiple asset failures,
the cost benefits when moving to this probabilistic operating scheme can be
quantified, and training various machine learning models for different stabil-
ity phenomena.
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