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Abstract

The phase field fracture method has emerged as a promising computational

tool for modelling a variety of problems including, since recently, hydrogen

embrittlement and stress corrosion cracking. In this work, we demonstrate

the potential of phase field-based multi-physics models in transforming the

engineering assessment and design of structural components in hydrogen-

containing environments. First, we present a theoretical and numerical frame-

work coupling deformation, diffusion and fracture, which accounts for inertia

effects.Several constitutive choices are considered for the crack density func-

tion, including choices with and without an elastic phase in the damage

response. The material toughness is defined as a function of the hydro-

gen content using an atomistically-informed hydrogen degradation law. The

model is numerically implemented in 2D and 3D using the finite element

method. The resulting computational framework is used to address a num-

ber of case studies of particular engineering interest. These are intended
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to showcase the model capabilities in: (i) capturing complex fracture phe-

nomena, such as dynamic crack branching or void-crack interactions, (ii)

simulating standardised tests for critical components, such as bolts, and (iii)

enabling simulation-based paradigms such as Virtual Testing or Digital Twins

by coupling model predictions with inspection data of large-scale engineer-

ing components. The evolution of defects under in-service conditions can

be predicted, up to the ultimate failure. By reproducing the precise geom-

etry of the defects, as opposed to re-characterising them as sharp cracks,

phase field modelling enables more realistic and effective structural integrity

assessments.
Keywords:

Phase field fracture, Hydrogen embrittlement, Fracture, Virtual Testing,

Finite element analysis

1. Introduction

Hydrogen has been known for decades to notably reduce the toughness,

ductility and fatigue life of engineering components [1–3]. Hydrogen ingress

into a metallic sample can happen during its initial forming, during the

coating or plating of a protective layer, through exposure to hydrogen or

hydrogen-containing molecules in the air, soil or water, or through corrosion

processes. Hydrogen absorbed from gaseous or aqueous environments diffuses

within the metal and is attracted to areas of high hydrostatic stress, where

damage takes place by means of mechanisms that are still being debated [4–7].

This so-called hydrogen embrittlement phenomenon is now pervasive across

applications in the construction, defence, transport and energy sectors, due
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to the ubiquity of hydrogen and the higher susceptibility of modern, high-

strength alloys [8, 9].

The use of fracture mechanics-based models for hydrogen-sensitive ap-

plications could be a game-changer in preventing catastrophic failures and

optimising material performance. For example, reliable modelling of hydro-

gen assisted fracture could enable a controlled use of high strength alloys,

accelerate material certification, and govern inspection planning and fitness-

for-service assessment. Yet, the development of models capable of predicting

crack initiation and growth as a function of material, loading and environ-

mental variables has not been an easy task. Two main challenges hold back

the use of predictive models in engineering assessment. The first one is the

physical complexity of the problem at hand. Hydrogen embrittlement is a

complicated chemical and micro-mechanical phenomenon that involves mul-

tiple hydrogen-metal interactions at several scales. However, several mech-

anistic models have been proposed that show good agreement with exper-

iments with little or no calibration [10–12]. Predictions based on nominal

material properties and parameters that can be independently determined

are now possible. The second challenge lies in developing a computational

framework capable of capturing, in arbitrary geometries and dimensions, the

multi-physics elements of the problem and their interaction with the complex

cracking phenomena occurring in engineering applications. The phase field

fracture method [13] appears to provide a suitable framework for overcoming

this obstacle.

3



Martínez-Pañeda et al. [14] have recently extended the phase field frac-

ture method to predict hydrogen assisted failures and the approach has

quickly gained popularity as a framework for incorporating various hydro-

gen embrittlement models [15–20]. The main experimental trends have been

captured and advanced fracture features such as crack merging, nucleation

from arbitrary sites and branching are predicted without convergence prob-

lems or the need for remeshing. However, the vast majority of the analyses

are restricted to 2D boundary value problems of mostly academic relevance.

In this work, we demonstrate the potential of the phase field fracture method

in predicting large scale hydrogen assisted failures of practical engineering in-

terest. This includes, for the first time, (i) the modelling of hydrogen assisted

fractures resulting from dynamic loading, where inertia is relevant, and (ii)

the consideration of both AT1 [21] and AT2 [13, 22] constitutive choices for

the dissipation function of the phase field fracture method. Overall, the goal

is to showcase the capabilities of phase field-based hydrogen assisted cracking

formulations in enabling Virtual Testing in hydrogen-sensitive applications.

To this end, case studies will be addressed involving (i) crack branching in

a hydrogen embrittled plate subjected to dynamic loading, (ii) crack-void

interactions in a hydrogen-containing 3D bar, (iii) failure of a screw anchor

exposed to an aggressive solution, simulating a standardised experiment,

and (iv) cracking evolution in a pipeline with internal defects, as measured

by in-line inspection. The last example showcases the possibility of combin-

ing phase field modelling with inspection data to create (so-called) Digital

Twins of critical infrastructure, minimising expensive testing and monitor-

ing. In this regard, there is a further motivation for the use of phase field
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for engineering assessment. Unlike other computational approaches, such

as discrete fracture methods [23–25], predictions are not restricted to the

evolution of sharp cracks but the growth of defects of any arbitrary shape

can be simulated, and without any prior knowledge regarding the extent of

growth or the growth direction. This opens the possibility of conducting de-

fect mechanics-based assessments of notch-like defects, significantly reducing

the conservatism associated with re-characterising all detected defects into

sharp cracks. The concept is illustrated in Fig. 1 for a given defect length

(larger than the transition flaw size); simulating the real defect geometry, as

opposed to an equivalent crack, can provide more realistic and sustainable

criteria for engineering assessment.
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Figure 1: Using phase field to enable defect mechanics-based assessments that can reduce

overly conservative fitness-for-service assessment. Schematic of current assessment proce-

dures for a defect of length larger than the transition flaw size; adapted from standardised

engineering assessment of burst pressure, see Ref. [26].

The remainder of this paper is organised as follows. A generalised phase

field framework for chemo-mechanical fracture is given in Section 2, including

inertia effects. Details of the finite element implementation are given in

Section 3. The four case studies described above are presented in Section 4.

Finally, the manuscript ends with concluding remarks in Section 5.
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2. A phase field fracture formulation for hydrogen embrittlement

2.1. Potential energy of the solid

Consider a domain Ω ∈ IRn (n ∈ [1, 2, 3]), with outer boundary δΩ ∈

IRn−1. The domain contains a deformable solid with displacement field u

and internal crack surface Γ ∈ IRn−1. An absorbed species of concentration c

might diffuse through the solid and interact with the mechanical behaviour.

The variational energy functional for the solid can be postulated as [27, 28]:

Π =
∫

Ω

{1
2ρu̇ · u̇ + ψs (u, c) + ψchem (u, c)

}
dV +

∫
Γ
Gc dS . (1)

Here, the first term of the volume integral represents the kinetic energy den-

sity of the solid, with u̇ denoting the velocity field and ρ the mass density.

Also within the volume integral, the second and third terms respectively de-

note the strain energy density and the chemical energy density related to

the transport of solute species. The surface integral represents the fracture

energy as proposed by Griffith [29], with Gc being the material toughness.

The crack geometry Γ is unknown, hindering minimisation of (1). This can

be overcome by introducing a continuous phase field variable ϕ ∈ [0, 1]. The

phase field resembles a damage variable, representing the intact state of the

material when ϕ = 0 and the completely fractured state when ϕ = 1. A

regularised potential energy can be defined considering this auxiliary phase

field and a regularisation length scale ℓ, such that (1) can be approximated

as [13, 28]:

Πℓ =
∫

Ω

{1
2ρu̇ · u̇ + ψs(u, c, ϕ) + ψchem(u, c) +Gcγ(ϕ)

}
dV. (2)
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In the regularized formulation, γ represents a crack surface density function.

In the following, we introduce a number of specific choices for the above for-

mulation, specialising it for brittle fracture of hydrogen-containing metals.

As discussed (e.g.) in Refs. [30, 31], the phase field length scale can have

different interpretations. As rigorously proven using Γ-convergence, the reg-

ularised functional Πℓ (2) converges to that of Π (1) for a fixed ℓ → 0+ and

thus minimising (2) provides the solution for the Griffith variational problem.

Accordingly, ℓ can be interpreted as a regularising parameter in its vanishing

limit. However, a finite material strength is introduced for ℓ > 0+ and the

phase field length scale becomes a material property governing the material

strength, σc. For example, under plane stress conditions,

σc ∝
√
GcE

ℓ
= KIc√

ℓ
(3)

Thus, the fracture behaviour of the solid is governed by the material tough-

ness Gc and strength σc, as defined by the choice of Gc and ℓ. Therefore,

phase field models provide a suitable framework to link fracture (in a Grif-

fith sense) and damage. The phase field length scale also regularises the

numerical solution; results are mesh-independent if the finite element mesh

is sufficiently fine to resolve the fracture process zone, whose size is governed

by ℓ.

2.2. Constitutive prescriptions

2.2.1. Linear elasticity

We start by introducing the assumption of linear elastic behaviour. Even

within the realm of brittle fracture, this is an appreciable simplification as

plasticity will develop locally at the tip of sharp defects. However, the crack
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tip stresses predicted by conventional plasticity are insufficient to accurately

predict crack tip hydrogen concentrations [32, 33] and the use of strain gradi-

ent plasticity models reveals: (i) the existence of an elastic core surrounding

the crack tip [34, 35], and (ii) a crack tip stress distribution over the fracture

process zone that is closer to that of linear elasticity [36, 37]. Thus, linear

elasticity provides a conservative, less computationally demanding alterna-

tive to multi-scale plasticity models. In addition, the formulation is made

under the assumptions of small strains such that the strain tensor is given

by,

ε = 1
2
(
∇u + ∇uT

)
. (4)

For an (undamaged) linear elastic stiffness tensor, C0, the strain energy

density of the intact material is defined as

ψ0 = 1
2ε

..C0
.. ε. (5)

Thus, it is assumed that the diffusive species has no influence on the strain

energy, which is a common assumption for hydrogen in metals [38].

2.2.2. Phase field fracture

We proceed to make constitutive choices for the phase field fracture for-

mulation. Two models will be considered, which are known to provide accu-

rate descriptions of fracture phenomena in a regularized setting. The strain

energy density and the crack surface density function are given by:

ψs = g(ϕ)ψ0 , (6)

γ = 1
4cwℓ

(
w(ϕ) + ℓ2|∇ϕ|2

)
. (7)
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Where the degradation function g(ϕ) is continuous and monotonic and takes

the values g(0) = 1 and g(1) = 0. The function w(ϕ) must fulfill w(0) = 0

and w(1) = 1. Finally,

cw =
∫ 1

0

√
w(φ) dφ . (8)

This choice of phase field formulation has been shown to Γ-converge to

the Griffith solution [39]. Common choices for g(ϕ) and w(ϕ) include g(ϕ) =

(1 −ϕ)2 and w(ϕ) = ϕ2, which produces the so-called standard or AT2 phase

field model [22]. Another common choice is the same quadratic degradation

function and w(ϕ) = ϕ, which is often referred to as the AT1 phase field

model [21]. The latter formulation introduces an elastic regime prior to any

damage in the solid.

2.2.3. Modified Fickian diffusion

Finally, for the absorbed diffusive species, we adopt a modified version of

Fickian diffusion. In addition to concentration gradients, diffusion is assumed

to be driven by gradients of hydrostatic stress, such that atomic hydrogen

accumulates in areas where the lattice is being expanded. Mass conservation

requirements relate the rate of change of the hydrogen concentration c with

the hydrogen flux J through the external surface,
∫

Ω

dc
dt dV +

∫
∂Ω

J · n dS = 0 . (9)

Diffusion is driven by the gradient of the chemical potential ∇µ. Thus, for

a diffusion coefficient D, the flux is related to ∇µ through a linear Onsager

relationship,

J = −Dc

RT
∇µ . (10)
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The chemical potential includes a hydrostatic stress σH-dependent term

to account for the role of volumetric strains in driving diffusion. For an

occupancy of lattice sites θL and partial molar volume of hydrogen V̄H , the

chemical potential of hydrogen in lattice sites is given by,

µ = µ0 +RT ln θL

1 − θL

− V̄HσH (11)

Here, µ0 denotes the chemical potential in the reference case, R is the gas

constant and T is the absolute temperature. Consider now the relation be-

tween the occupancy and the number of sites θL = c/N , and make the

common assumptions of low occupancy (θL ≪ 1) and constant interstitial

sites concentration (∇N = 0); inserting (11) into (10) then renders,

J = −D∇c+ Dc

RT
V̄H∇σH (12)

2.2.4. Hydrogen degradation of the toughness

The material toughness is defined to be sensitive to the hydrogen content,

Gc(c), as consistently observed experimentally. First, the Langmuir–McLean

isotherm is used to estimate, from the bulk concentration, the hydrogen

coverage θ at decohering interfaces,

θ = c

c+ exp
(

−∆g0
b

RT

) . (13)

Here, g0
b is the binding energy for the impurity at the site of interest. A

value of 30 kJ/mol is assumed throughout this study, which is representative

of hydrogen trapped at grain boundaries [40]. Following atomistic studies of

surface energy sensitivity to hydrogen coverage [41], a linear degradation of

the fracture energy with θ is assumed,

Gc (θ) = (1 − χθ)Gc(0) (14)
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where χ is a hydrogen damage coefficient, a material parameter that can be

estimated by calibrating with experiments [18] or inferred from atomistic cal-

culations [14]. We adopt the latter approach and assume a value of χ = 0.89

throughout our calculations, this magnitude provides the best fit to atomistic

calculations on iron [14, 42]. A failure model based on grain boundary deco-

hesion is implicitly assumed for the above choices: a degradation law based

on atomistic calculations of surface energy sensitivity to hydrogen content,

and the consideration of a grain boundary binding energy in (13). However,

we emphasise that the framework is universal; the degradation law can be

adapted to accommodate any other mechanistic interpretation (e.g., includ-

ing a dependence on parameters such as the dislocation density or the void

volume fraction) or chosen to be phenomenological, relating Gc to c and to

a hydrogen damage coefficient χ to be calibrated.

2.3. Coupled force balances

We proceed to present the weak and strong form of the problem consid-

ering the constitutive choices above. First, following Refs. [15, 43], a scalar

field η is defined to determine the kinematics of composition changes, such

that

η̇ = µ and η(x, t) =
∫ t

0
µ(x, t) dt (15)

Thus, from a kinematic viewpoint, the domain Ω can be described by the

displacement u, phase field parameter ϕ, and chemical displacement η. Tak-

ing the first derivative of (2) and incorporating the constitutive prescriptions

adopted, the coupled weak form reads, in the absence of body forces and
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external tractions and fluxes, as follows:

∫
Ω

ρüδu + (1 − ϕ)2 σ : sym∇δu − 2(1 − ϕ)δϕψ0 (u) − dc
dt δη (16)

+
(
Dc

RT
V̄H∇σH −D∇c

)
· ∇δη +Gc (c)

(
ϕ

ℓ
δϕ+ ℓ∇ϕ · ∇δϕ

) dV = 0 .

The local force balances can then be readily derived by applying Gauss’

divergence theorem and noting that (16) must hold for any kinematically

admissible variations of the virtual quantities. Accordingly,

(1 − ϕ)2∇σ = ρü

Gc(c)
(
ϕ

ℓ
− ℓ∇2ϕ

)
− 2(1 − ϕ)ψ0(u) = 0

dc
dt −D∇2c+ ∇ ·

(
DV̄H

RT
c∇σH

)
= 0 (17)

The coupling between the different physical elements of the problem is

evident in (17). First, as damage increases, the phase field reduces the stiff-

ness of the solid in the linear momentum equation (17a). As observed in

(17b), the phase field evolves driven by the competition between strain en-

ergy density ψ0 and toughness Gc, the latter diminishing with increasing

hydrogen concentration. Finally, (17c), diffusion of atomic hydrogen is gov-

erned by concentration gradients and the lattice dilation, as characterised by

the hydrostatic stress.

3. Finite element implementation

We shall now describe the details of the numerical implementation in the

context of the finite element method. First, some numerical considerations
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are presented for the phase field problem in Section 3.1, to guarantee damage

irreversibility and prevent crack growth from compressive stresses. Secondly,

a threshold is defined in Section 3.2 to address the implementation peculiar-

ities inherent to the AT1 model. Thirdly, the discretisation of the problem

and the formulation of residuals and stiffness matrices is described in Sec-

tion 3.3. The implementation is carried out in the commercial finite element

package Abaqus by means of a user element (UEL) subroutine. The UEL

subroutine developed includes multiple choices of elements; in 2D, linear and

quadratic quadrilateral elements for both plane stress and plane strain; in

3D, linear and quadratic hexahedral elements, as well as quadratic tetra-

hedral elements. Abaqus2Matlab is employed to pre-process the input files

[44].

3.1. Addressing irreversibility and crack growth in compression

First, a history variable field H is introduced to ensure damage irre-

versibility. Thus, for a time t,

H = max
τ∈[0,t]

ψ0(τ). (18)

Secondly, we introduce a strain energy decomposition to prevent crack-

ing in compression. The volumetric-deviatoric split by Amor et al. [45] is

adopted, by which the compressive volumetric strain energy does not con-

tribute to damage. Thus, the strain energy density is decomposed into the

following terms:

ψ+
0 = 1

2K⟨tr (ε)⟩2
+ + µ (ε′ : ε′) , (19)

ψ−
0 = 1

2K⟨tr (ε)⟩2
− , (20)
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where K is the bulk modulus, ⟨a⟩± = (a ± |a|)/2 and ε′ = ε − tr(ε)I/3.

In addition, we follow the hybrid implementation of Ambati et. al [46] in

considering only ψ+
0 in the evaluation of the history variable field H, therefore

referring to it as H+ henceforth, while considering ψ0 in the displacement

problem.

3.2. Implementing the AT1 phase field formulation

Unlike the AT2 phase field model, the AT1 formulation does not inher-

ently ensure that the lower bound on the phase field is enforced. If no mea-

sures are taken, the phase field can become negative for all strains below the

critical strain, which is given by

εc,AT 1 =
√

3Gc

8ℓE . (21)

To overcome this, we introduce a lower bound by re-defining the history field

as:

H = max
[

max
τ∈[0,t]

ψ0(τ), 1
2Eε

2
c,AT 1

]
, (22)

The minimum threshold employed for the history field corresponds to the

strain energy density magnitude that yields a vanishing phase field in the

homogeneous 1D case [47]. Other methods exist for implementing the AT1

formulation, such as using constrained optimization solvers.

3.3. Finite element discretisation of variational principles

We proceed to discretise the linearised problem and present the associated

residuals and stiffness matrices. First, making use of Voigt notation, the

displacement field u, phase field ϕ and hydrogen concentration c can be
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discretised as

u =
m∑

i=1
Nu

i ui , ϕ =
m∑

i=1
Niϕi , c =

m∑
i=1

Nici , (23)

where Ni denotes the shape function associated with node i, for a total num-

ber of nodes m. Here, Nu
i is a diagonal interpolation matrix with the nodal

shape functions Ni as components. Similarly, using the standard strain-

displacement B matrices, the associated derivatives are discretised as,

ε = sym∇u =
m∑

i=1
Bu

i ui , ∇ϕ =
m∑

i=1
Biϕi , ∇c =

m∑
i=1

Bici . (24)

Considering this finite element discretisation and the weak form balances

(16), the resulting discrete equations of the balances for the displacement,

phase field and concentration can be expressed as the following residuals:

ru
i =

∫
Ω

{[
(1 − ϕ)2 + k

]
(Bu

i )Tσ + ρ(Nu
i )T ü

}
dV (25)

rϕ
i =

∫
Ω

{
−2(1 − ϕ)Ni H

+ +Gc(c)
[
ϕ

ℓ
Ni + ℓ(Bϕ

i )T ∇ϕ
]}

dV (26)

rc
i =

∫
Ω

[
Ni

(
1
D

dc
dt

)
+ BT

i ∇c− BT
i

(
V H

RT
c∇σH

)]
dV (27)

where k is a numerical parameter introduced to keep the system of equations

well-conditioned; a value of k = 1 × 10−7 is adopted throughout this study

based on previous studies. This choice is grounded on previous studies [48,

49]; the use of smaller values has no influence in the results. Subsequently,
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the tangent stiffness matrices are calculated as:

Ku,u
ij = ∂ru

i

∂uj

=
∫

Ω

{[
(1 − ϕ)2 + k

]
(Bu

i )T C0B
u
j + ρ

(dt)2 (Nu
i )T Nu

j

}
dV

(28)

Kϕ,ϕ
ij = ∂rϕ

i

∂ϕj

=
∫

Ω

{[
2H+ + Gc(c)

ℓ

]
NiNj +Gc(c)ℓBT

i Bj

}
dV (29)

Kc,c
ij = ∂rc

i

∂cj

=
∫

Ω

(
NT

i

1
DdtNj + BT

i Bj − BT
i

V H

RT
∇σHNj

)
dV (30)

Unless otherwise stated, the global system of equations for the linearised

problem will be solved using a staggered, alternative minimisation scheme

[14, 50].

4. Results

The potential of the formulation in simulating complex fracture phenom-

ena and transforming engineering assessment is demonstrated by addressing

four case studies of particular interest. First, we model for the first time

dynamic failure of a hydrogen pre-charged steel plate, using the AT1 model;

see Section 4.1. Next, in Section 4.2, we address the failure of a tensile

bar due to the interaction between a tilted crack and a neighboring void.

Thirdly, in Section 4.3, we model the brittle fracture of an anchor in a con-

crete element subjected to a corrosive environment, following the ASTM

E488 standard [51]. Finally, the progressive failure of a pipeline is simulated;

coupling modelling with in-line inspection data, the model incorporates the

numerous defects that typically arise due to pitting corrosion and captures

their growth and coalescence under in-service conditions.
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4.1. Crack branching in an embrittled steel plate due to dynamic loading

For the first case study, we consider the paradigmatic boundary value

problem of dynamic crack branching in a rectangular plate [28, 52, 53]. The

geometry and boundary conditions are given in Fig. 2. This well-known case

study is based on dynamic experiments on brittle materials such as glassy

polymers [54]. Here, we aim to illustrate the influence of hydrogen on the

dynamic fracture pattern of a martensitic steel of type 440C, which is known

to exhibit very brittle fracture in the presence of hydrogen [55].

Figure 2: Dimensions and loading conditions for the dynamic branching problem.

The elastic parameters for the martensitic steel considered are E = 194

GPa, ν = 0.3 and ρ = 7850 kg/m3, yielding a Rayleigh wave speed of

vn = 5768 m/s. The plane strain fracture toughness of martensitic steel

of type 440C is KIC ≈ 22 MPa·m1/2 [56], which corresponds to a Griffith en-

ergy of Gc = 2.33 J/mm2; recall that KIc =
√
GcE/(1 − ν2). The material is

assumed to be pre-charged with either 5 or 0.1 wppm of hydrogen. As a refer-

ence case, a specimen without hydrogen has also been included. The fracture

18



length scale has been chosen as two times the characteristic element length

ℓ = 2he = 0.4 mm and the specimen is subjected to a tensile impact load of

60 MPa. The domain is meshed with quadratic rectangular (square) elements

and the initial crack has been introduced through the phase field rather than

as a discontinuity in the mesh. A total of 50,000 elements are used, taking

advantage of symmetry. In this dynamic case, crack propagation is expected

to be faster than hydrogen diffusion by at least an order of magnitude, allow-

ing us to neglect the influence of hydrogen transport. Without the diffusion

equations the global stiffness matrix is symmetric, which enables us to make

use of a monolithic scheme in conjunction with the quasi-Newton method

[57, 58] to solve the problem more efficiently. For this specific problem, the

AT1 phase field model is used. Thus, this case study also constitutes the

first example involving AT1 and quasi-Newton solution methods, confirming

the successful performance observed with other phase field models [57, 58].

The increment size has been chosen as ∆t < he/vn to completely resolve the

stress waves in the material.
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Figure 3: Increasing degree of crack branching with increasing hydrogen pre-charged con-

tent in a martensitic steel plate subjected to dynamic loading. Phase field contours, with

blue representing intact material (ϕ ≈ 0) and red denoting the crack (ϕ ≈ 1).

The finite element results obtained are reported in Fig. 3 in terms of

the phase field contours; blue colour represents intact material (ϕ ≈ 0) while

red colour is used to denote the crack (ϕ ≈ 1). The results reveal that the

crack pattern is very sensitive to the hydrogen content. A noticeable influ-
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ence is observed for the case of a c0 = 0.1 wppm hydrogen concentration and

extensive branching is seen for the case of c0 = 5 wppm, which might be

interpreted as mild shattering. We emphasise that branching is intrinsically

related to inertia effects, which are significant in this boundary value prob-

lem, and the material brittleness, which is sensitive to the hydrogen content.

The results showcase the capability of the proposed framework for capturing

inertia effects and the complex crack patterns that might occur in hydrogen-

assisted fractures. The remaining case studies will deal with quasi-static

loading conditions and accordingly the kinetic energy terms will be dropped

from the model.

4.2. Void-crack interaction in a 3D tensile bar

The second case study deals with the prediction of crack initiation, growth

and unstable failure in a rectangular prismatic bar containing a circular void

and a tilted circular edge crack. The bar is shown in Fig. 4, with length

L0 = 800 mm and cross-sectional dimensions W0 = D0 = 80 mm. The bar

contains an edge crack of radius a0 = 15 mm, which is tilted φ0 = 20◦. In

addition, a spherical void of diameter ds = 8 mm exists in the plane of the

crack. The void has been pre-charged with a hydrogen content of 1 wppm.

Neumann-type boundary conditions J = 0 are considered in all the outer

boundaries. The in-plane position of the void is illustrated in Fig. 4, with

xs = 10 mm and ys = 20 mm. The bar is simply supported at one end and

subjected to tension at the other end by means of a prescribed displacement

u.
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TOP VIEW

Figure 4: Void-crack interaction in a 3D tensile bar: geometry and loading configuration.

The void and crack are introduced as initial conditions in the phase field.

The domain is meshed with quadratic tetrahedrons with a characteristic

element size of he = 1 mm. We consider a high strength steel with E = 210

GPa, ν = 0.3, Gc = 4.54 kJ/m2 and ℓ = 8 mm. The phase field AT2 model

is considered and the material is assumed to have a diffusion coefficient of

D = 0.0127 mm2/s. A small loading rate is applied, allowing for the hydrogen

to re-distribute through the sample.
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(a)

(b)

(c)

Figure 5: Crack initiation and growth in a rectangular prismatic bar with multiple defects,

side view. The bar is subjected to tension using a prescribed displacement of: (a) u = 0

mm, (b) u = 6.53 mm, (c) u = 6.57 mm.

The results obtained are shown in Figs. 5 (side view) and 6 (top view).

Cracking contours (ϕ > 0.95) are shown for different levels of remote loading.

Initially, the crack kinks towards a plane perpendicular to the applied load,

but it preserves its bluntness - see Figs. 5(a)-(b). After the reorientation

of the tilted crack, the interaction with the stress concentration of the void

is sufficient for the crack to propagate in an unstable manner, as shown in

Figs. 5(c) and 6(c)-(d). The stages of unstable crack growth, occurring al-

most instantaneously, can be captured with a staggered scheme and small

time increments. As shown in Figs. 6(c)-(d), the crack first interacts with
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the void and propagates up to the failure of the entire cross-section. The

hydrogen in the void diffuses to embrittle, mainly, three regions: (i) the en-

tire crack front, (ii) the region surrounding the void, due to the associated

stress concentration, and (iii) the diffusion path between the void and crack

tip. The accumulation of hydrogen in these regions facilitates the crack-void

interaction, resulting in the cracking pattern observed.
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(a) (b)

(c) (d)

Figure 6: Crack initiation and growth in a rectangular prismatic bar with multiple defects,

top view. (a) Initial configuration, (b) initial crack kinking, and (c)-(d) stages of unstable

crack propagation.

4.3. Virtual experiments: design of screw anchors against brittle fracture

Our third case study models the failure of screw anchors in aggressive

environments, mimicking the testing conditions of the ASTM E488/E488M

standard [51]. The aim is to showcase the capabilities of the model in opti-

mising experimental campaigns and certification, while addressing the phe-

25



nomenon of bolt failure due to hydrogen ingress, a significant concern in

offshore engineering [59].

Screw anchors for use in concrete are often made out of high-strength

galvanized steel. The zinc coating provides excellent corrosion protection

but it can potentially increase the risk of hydrogen embrittlement. If the

coating is damaged, the corrosion potential can be lowered sufficiently for

hydrogen evolution to occur even in the highly alkaline conditions observed

in concrete. To simulate the brittle failure of screws exposed to hydrogen-

containing environments, we chose to replicate the test provided in the ASTM

E488/E488M standard [51] for assessing the susceptibility of screw anchors

to hydrogen embrittlement. The setup for the test is illustrated in Fig. 7.

The general approach for the standardised test is to pre-charge the anchor

with hydrogen and then carry out a tensile test up to ultimate failure. The

pre-charging occurs by exposing the sample, for an extended period of time,

to a solution representative of the one found in concrete pores. The pre-

charging is carried out with the anchor in tension and potentiostatic control

of the potential. The applied potential is kept sufficiently low for hydrogen

evolution to occur. To estimate the hydrogen content of the bolt we consider

the work by Recio et al. [60], where a similar pre-charging protocol was

employed. Based on the results therein and the differences between protocols,

the initial hydrogen concentration is expected to be equal to 2 wppm or

higher. A magnitude of 2 wppm is assumed.
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Figure 7: Virtual Testing of screw anchors. Confined test setup and sketch of the finite

element model.

The modelling domain consists of a rectangular concrete slab and a steel

screw anchor, as illustrated in Fig. 7. The concrete slab has height H0 = 76.2

mm and the width in both directions is W0 = 127 mm. The screw anchor

has a length L0 = 58.4 mm and a core diameter of d0 = 9.1 mm. The outer

diameter of the thread is D0 = 11.9 mm. Only mechanical deformation is

considered in the concrete slab, which is modelled as a linear elastic material,

while the steel anchor uses the deformation-diffusion-damage formulation

presented above. Contact between the thread surface of the screw anchor

and the concrete is modelled including friction, with a coefficient of friction

µ = 0.35. Material constants for the concrete slab are Ec = 23.6 GPa and

νc = 0.2. For the steel screw, the material properties read: Es = 210 GPa,

νs = 0.3 and Gc = 64 N/mm2, corresponding to a plane strain fracture

toughness of 121.5 MPa·m1/2. The diffusion coefficient is assumed to be
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Ds = 0.0127 mm2/s. The phase field length scale has been set to ℓ = 3.05

mm, approximately five times the characteristic element length he = 0.6 mm.

Both parts of the modeling domain are meshed using tetrahedral elements

with quadratic shape functions. The mesh is illustrated in Fig. 8. The

concrete domain is discretised with 117,456 while a total of 155,278 elements

are used for the screw. As the problem considers crack initiation from a stress

concentration, it is deemed suitable to adopt the AT1 phase field model [30].

The standard test method contains no specifications about the load rate,

although it can be expected to have an influence on the result. In the model

presented here, the screw anchor fractures after a loading period of 0.53 s.

The load is applied under displacement control conditions.
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a)

b)

Figure 8: Finite element mesh for the screw anchor test setup: a) mesh of the screw

anchor; and, b) mesh of the concrete (light grey) around the screw anchor (dark grey), as

seen from above.

Representative finite element results are shown in Figs. 9 and 10. The

force versus displacement response is shown in Fig. 9; the force increases

until it reaches a peak value of 27.88 kN, after which a significant drop is

observed, indicative of unstable brittle fracture. The peak force corresponds

to a nominal core stress of 429 MPa, which is less than the typical yield

stress of the materials used in these applications. The broken state of the

screw is shown in Fig. 10, where it can be seen that fracture occurs close to

the head of the screw. A stress concentration is observed along the root of

the thread, where crack initiation is observed - see Fig. 10a. The location of
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crack initiation agrees with expectations as the first winding of the thread

carries the highest load. The predictions of the proposed model indicate that

a galvanized screw anchor of this type is susceptible to brittle fracture under

hydrogen embrittlement if the steel is exposed to a concrete pore solution.
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Figure 9: Virtual Testing of screw anchors. Force versus displacement curve for the screw

test.
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a) b)

Figure 10: Virtual Testing of screw anchors. Broken state of the screw anchor: a) areas

with ϕ > 0.98 removed, ϕ = 0.98 shown in red, and b) ϕ > 0.96 removed, ϕ = 0.96 shown

in red.

4.4. Coupling with NDE: Failure of a pipeline with internal defects

The final case study showcases how phase field methods can be coupled

to non-destructive evaluation (NDE) to develop high-fidelity models for real-

time assessment of critical infrastructure. This is exemplified with the mod-

elling of the progressive failure of a pipeline with numerous internal defects.

The structural integrity of pipelines subjected to aggressive environments

is a major concern in the energy industry [61]. Corrosion damage nucle-

ates pits that act as stress concentrators, attracting hydrogen that triggers

early cracking. Thus, we consider the structural failure of a pipeline as a

paradigmatic case study and show how our multi-physics model can predict

cracking in large scale components as a function of the material properties,

the environmental hydrogen concentration and the loading conditions. In

addition, we aim at enabling a Virtual Testing paradigm by coupling the

present phase field predictions with defect characterisation from NDE in-

spections. The distribution of defects in a pipeline is shown in Fig. 11, as
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measured from in-line inspection (ILI) and reported by Larrosa et al. [26].

A three-dimensional finite element model is developed based on this data.

Figure 11: Initial distribution of defects in a corroded pipeline, as measured by in-line

inspection (ILI). Adapted from [26].

A total of 1,750 defects were characterised by Larrosa et al. [26] in the

pipeline shown in Fig. 11, of length 11 km, outer radius 162 mm, and thick-

ness 40 mm. We mimic the outer radius and thickness of the pipeline but

we restrict our attention to a critical span of 2 meters length, containing a

total of 112 defects. Taking advantage of symmetry, only a quarter of the

pipe cross-section is modelled. A uniform mesh of 129,600 20-node brick

elements is employed, with the characteristic element length being equal to

h = 4 mm. The internal pit defects are introduced by prescribing ϕ = 1 as

an initial condition. The defects are approximated as ellipsoids and a script

is created to identify nodal sets based on the defect location, dimensions and

rotations. The depths, lengths and widths of the defects are taken from a

normal distribution that follows the mean and standard deviation reported

from the in-line inspection (ILI) rendering. The defects are also subjected to
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a random rotation. Material properties are given by E = 210 GPa, ν = 0.3,

ℓ = 8mm, D = 0.0127 mm2/s, and Gc = 140 kJ/m2 (as estimated from

a fracture toughness of KIc = 180 MPa
√
m). The phase field AT2 model

is considered. We assume that the pipeline has been pre-charged with an

initial hydrogen concentration of c0 = 1 wppm and is continuously exposed

to the same environment, which corresponds to a 3% NaCl aqueous solu-

tion. We note that a fixed concentration is prescribed for simplicity but a

constant chemical potential should instead be used as boundary condition

when aiming at quantitative results [32, 62, 63]. Mimicking in-service load-

ing conditions in a riser, we subject the pipeline to an internal pressure of

152 MPa and to axial tension, with a remote stress of 105 MPa. The internal

pressure is increased linearly in time while the remote stress is held constant

throughout the analysis. The evolution of defects and cracks predicted is

shown in Fig. 12 by plotting the completely cracked regions (ϕ > 0.8).
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(a) (b)

(c)

(d)

(e) (f)

Figure 12: Crack initiation and growth predicted in a pipeline with an initial distribution

of defects. The figure shows a transparent cross-section of the pipeline with ϕ = 0.8

contours. The pipe is subjected to constant tension of 105 MPa, although this load is no

longer carried when the crack severs the pipe in (d). The internal pressure in the pipe is

(a) 0 MPa, (b) 19.6 MPa, (c) 22.1 MPa, (d) 23.8 MPa, (e) 75.7 MPa, and (f) 85 MPa.
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As shown in Figs. 12 and 13, finite element predictions reveal that dam-

age initiates at a few critical defects where the local stress concentrations in-

crease the local concentration of hydrogen, causing the defects to eventually

grow and merge. The coalescence of defects rapidly propagates the damage,

leading to a complete failure of the cross-section and the appearance of axial

cracks.
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(a)

(b)

(c)

(d)

Figure 13: Crack initiation and growth predicted in a pipeline with an initial distribution

of defects. Cracks are visualized by removing areas with ϕ > 0.8. Each of the subfigures

corresponds to an internal pressure of: (a) 22.95 MPa, (b) 72.25 MPa, (c) 74.8 MPa, and

(d) 85 MPa.
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5. Conclusions

We have presented a generalised phase field formulation for predicting hy-

drogen assisted fracture. The coupled deformation-diffusion-damage frame-

work developed considers, for the first time, both AT1 and AT2 phase field

models, the role of inertia, and a 3D finite element implementation. By ad-

dressing four case studies of particular interest, the capabilities of phase field-

based models in opening new horizons in structural integrity assessment are

showcased. Specifically, we demonstrate that the model can: (i) capture the

complex cracking patterns resulting from dynamic loading of an embrittled

material, (ii) predict advanced fracture phenomena such as crack kinking, the

interaction between neighboring defects and unstable fracture, (iii) conduct

virtual experiments involving contact, friction and multiple components, and

(iv) simulate in-service conditions, including the current damage state of large

scale engineering components. One notable strength of the framework is the

possibility of introducing existing defects by assigning an initial value to the

phase field variable, without the need of ad-hoc and complicated finite ele-

ment geometries/meshing. This enables a smooth coupling with inspection

data and the development of so-called Digital Twins of critical structural el-

ements. The results suggest that multi-physics phase field-based simulations

can be key in preventing catastrophic failures, enabling virtual fitness-for-

service assessment and optimising material selection, structural design and

inspection planning.
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