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ABSTRACT
This paper assesses the interface stability of the perovskite CsPbBr3 and transport layer CuI using density functional theory and band offset
calculations. As a low-cost, more stable alternative to current hole transport materials, CuI may be used to template the epitaxial growth of
perovskites such as CsPbBr3 owing to a 1% lattice constant mismatch and larger bulk modulus. We compare all eight atomic terminations
of the interfaces between the (100) low-energy facet for both CsPbBr3 and CuI, increasing material thickness to consider charge density
redistribution and bonding characteristics between surface and bulk-like regions. A low energy atomic termination is found to exist between
these materials where alternating charge accumulation and depletion regions stabilize bonds at the interface. Band offset calculations reveal a
type I straddling gap offset in the bulk shifting to a type II staggered gap offset as the thickness of the materials is increased, where the built-in
potential changes as layer thickness increases, indicating the tunability of charge separation at the interface. CuI may, thus, be used as an
alternative hole transport layer material in CsPbBr3 optoelectronic devices.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0018925., s

I. INTRODUCTION

Hybrid perovskites (HPs) are promising emissive layer mate-
rials in optoelectronic devices (OEDs). Their inclusion in photo-
voltaics,1–3 light emitting diodes,4–8 lasers,9 and photodetectors10 has
revolutionized each respective field. HP OEDs do, however, require
the inclusion of charge transport layers to inject/remove requisite
mobile electrons/holes, as HPs are intrinsic semiconductors with
no majority free charge carrier. The current hole transport layer
materials in use, however, are expensive (e.g., Spiro-OMETAD) or
acidic (e.g., PEDOT:PSS) and potentially contribute to device insta-
bility without added processing steps such as acidity suppression;11 it
should be noted that there are numerous candidates for inexpensive
and stable electron transport layer materials. Thus, density func-
tional theory studies on interfaces between perovskites and trans-
port layers may be used to predict stable, efficient materials for HP
OEDs.

To combat the high cost and acidity issues inherent in current
HP OED transport layer materials, inorganic p-type semiconductors
such as CuI show promise. This low-cost hole transport layer (HTL)
material12 which is solution-processable at room temperature13,14
makes direct deposition onto the flexible substrates possible. With
a large electronic bandgap (Eg = 3.1 eV),15 high room-temperature
conductivity (σ = 156 S/cm),16 and high hole mobility (� > 40 cm2

V−1 s−2),17 CuI functions well as a HTL in other HP OEDs such
as solar cells. CuI has also been shown to improve hole conductiv-
ity and air/moisture stability in organic-based, HP devices without
decreasing the efficiency.18 In addition, importantly, cubic γ-phase
CuI has a lattice constant (a = 6.05 Ω)19 comparable to that of per-
ovskites such as cubic CsPbBr3 (a = 5.83Ω)20 with a lattice mismatch
of �a

a = 1%, suggesting a possible epitaxial heterointerface with
CsPbBr3 grown on CuI. Intuition might suggest CuBr as a replace-
ment transport layer material for a stable, stoichiometric inter-
face, but CuBr is used primarily as a lasing medium in biomedical
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applications21,22 and has a hole conductivity two orders of magni-
tude smaller than that of CuI.23

We report here on density functional theory calculations of the
(100) surface energies, interface energies, charge density differences,
local potential differences, and valence band offset (VBO) and con-
duction band offset (CBO) for the novel system of CuI as a HTL in a
CsPbBr3 light emitting device. Bond stability and charge redistribu-
tion are studied at the surface and interface for all possible termina-
tions. It is noted that defects at HP interfaces and their impact have
been reviewed recently25,26 and are important factors in the accu-
racy of quantitative studies; however, this is beyond the scope of the
current study.

II. CALCULATION METHODS
The bulk 5-atom cubic perovskite and 8-atom cubic zinc-

blende γ-phase were used as unit cells for CsPbBr3 and CuI, respec-
tively. Material thickness is increased in the direction normal to the
interface (c-axis direction) by increasing the number of integer unit
cells to study the depth of charge redistribution for each interface.
Calculating charge density and local potential difference as a func-
tion of material thickness will reveal the type of band offset between
the materials.

For all density functional theory calculations, the Vienna Ab
Initio Simulation Package (VASP)27–30 with projector augmented
wave (PAW)31,32 pseudopotentials was used with solid revised
Perdew–Burke–Ernzerhof (PBEsol)33 exchange-correlation func-
tionals; range separated hybrid functionals (HSE06) and spin–orbit
coupling (SOC) were included in bulk calculations of the total
energies. The plane wave basis set for all calculations was trun-
cated at 500 eV with I (5s25p5), Cu (3d104s1), Cs (5s25p66s1), Pb
(5d106s26p2), and Br (4s24p5) orbitals treated as electronic valence
states; note that the Pb valence includes d orbital contributions.
Core electrons were explicitly treated in the initial state approxi-
mation for band-offset calculations to determine the shift between
bulk and surface 1s energies for Pb in CsPbBr3 and Cu in CuI;
the Pb/Cu 1s energy is averaged for all atoms in the bulk structure
and averaged over the bottom three layers for each surface. Gaus-
sian smearing was used to account for partial electronic occupancy
with a width in the range of 0.5 meV–1.0 meV, while electronic and
ionic relaxation was done with a conjugate gradient line minimiza-
tion algorithm to relax energies and forces to below 10−3 meV/Ω
and 10−2 meV/Ω, respectively. Note that the number of electronic
bands used during relaxations in surface and interface calculations
should be increased by at least 10%–30% of the default value to
ensure convergence for larger supercells/surfaces/interfaces; other-
wise, the highest band in the calculation may be occupied due to the
inclusion of core electrons if there are not a sufficient number of
empty virtual orbitals.

To calculate accurate total energies for the interfaces, spin–
orbit coupling (SOC) corrections can be used to account for rela-
tivistic effects in heavy atoms such as Pb and I, breaking electronic
degeneracies near the band edges. In addition, non-local hybrid
functionals such as HSE06 can be used to improve the exchange-
correlation energy by including a portion of the exact Hartree–
Fock exchange, which is over-estimated only using semi-local
(PBEsol) functionals. However, in the supercell surface and interface
calculations, the addition of these corrections is computationally

expensive and, therefore, often prohibitive; therefore, these correc-
tions are only included in the bulk. It is well known, although, that
the use of semi-local exchange-correlation alone incorrectly predicts
ground state energies inHP systems; however, it has been shown that
PBE exchange-correlation still results in significant trends across
the data.34 Defects may also be included and studied using ther-
mochemical models35 or density functional theory methods,36 but
these are beyond the scope of this study. While quantitative val-
ues may be different than the exact experimental ones, it is argued
that the band offset and interface stability trends will still be sig-
nificant using only PBEsol functionals for surface and interface
calculations.

The (100) surface for each termination in both CsPbBr3 and
CuI was studied, each with at least 15 Ω of vacuum between super-
cell images in surface calculations. Gamma centered k-point meshes
were used for all systems with a 6 × 6 × 6 and 10 × 10 × 10 mesh
for bulk calculations of CsPbBr3 and CuI, respectively. 6 × 6 × 4,
6 × 6 × 3, 6 × 6 × 2, and 6 × 6 × 1 k-point meshes were used for
1-, 2-, 3-, and 4-unit cells, respectively, for both surfaces and inter-
faces. Full atomic relaxation was allowed in bulk calculations, while
the inner three atomic layers were kept fixed at their bulk location in
surface calculations, and only the c-axis values were allowed to relax
in interface calculations; the cell shape was allowed to relax dur-
ing interface relaxation calculations, but only the c-axis values could
move (see the supplementary material for discussion on how to vary
only the c-axis, keeping the a- and b-axes constant). The VESTA37

crystallographic program was used to create atomic geometries
and visualize charge density differences, and the MacroDensity38
(https://github.com/WMD-group/MacroDensity) package was used
in post processing for charge density and local potential difference
calculations.

The bond cleaving method outlined by Jung et al.24 was for sur-
face and interface calculations. Equation (1) is used to quantify the
most stable interface using the energy difference between the relaxed
interface and the relaxed surface for each material comprising the
interface,

Eintf (t) = 1
2A
�Eintf

slab(t) − ECsPbBr3
slab (t) − ECuI

slab(t)�, (1)

where A is the surface area of the interface, t is the surface/interface
atomic termination, and the three energy terms are the relaxation
total energies of the respective interface/surface for a given termina-
tion. As the first term in the brackets is negative for all calculations in
this work (see the supplementary material), Eintf (t) is negative when
the sum of the relaxation total energies of the two composite surface
slabs is less than the relaxation total energy of the interface. Thus, the
interface with the smallest (most negative) Eintf (t) will be the most
stable.

III. RESULTS AND DISCUSSION
A Birch–Murnaghan39 fit to the data (see the supplementary

material) reveals a near perfect agreement between experiment and
theory for the equilibrium lattice constant in CsPbBr3 (5.88 Å) and
a 2% difference between the experimental and theoretical equilib-
rium lattice constant in CuI (5.95 Å); this discrepancy is attributed
to the use of semi-local exchange-correlation functionals in this
study. Band gaps calculated at the SOC + HSE06 level of theory are
2.74 eV and 2.83 eV for CsPbBr3 and CuI, respectively. Surface
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FIG. 1. (a) Structural models of bulk
cubic CsPbBr3 and γ-CuI and (b) an
interface model with n unit cells repli-
cated. Blue, purple, brown, silver, and
green spheres represent Cu, I, Br, Pb,
and Cs, respectively.

energy calculations using the bond cleaving method require relax-
ation energies of slab models. These models are guided by struc-
tural properties such as the bulk modulus, which was calculated
to be 21.56 GPa and 47.46 GPa for CsPbBr3 and CuI, respectively
(Fig. S1). While these values are larger than the experimental values
in the literature (CsPbBr3 = 15.5 GPa40 and CuI = 36.6 GPa38 exper-
imentally), their relative difference (CuI ∼ 2∗CsPbBr3) is very close.
Relaxed bulk and interface models are shown in Fig. 1, where the
number of atomic layers is related to the number of repeated unit
cells in the supercell model (n in Fig. 1); images of all eight atomic
termination supercells can be seen in Fig. S3.

The surface energy is calculated as the sum of the bond cleav-
ing and surface relaxation energy for each separate system, where the
relaxation energy tends to be negative, as shown in Table I; surface
models can be seen in Fig. S2. The Cu surface in CuI has a lower
surface energy indicating that this surface requires more energy to
relax as both Cu and I surfaces, by definition, have the same cleav-
ing energy (see the supplementary material). Surface energy values
for the seven atomic layer surface models for both terminations of
CsPbBr3 are similar to other works utilizing this method,24 which
are given in parentheses in Table I. The discrepancy between the
two sets of data is accounted for due to the different lattice constants
between transport layer materials, both of which have larger bulk
moduli (PbS a = 5.87 Å and CuI a = 5.95 Å).

Figure 2 shows the charge density redistribution due to
an interface for the eight different terminations between CuI
and CsPbBr3. A stable interface is indicated both by having the

TABLE I. Calculated bond cleaving and surface energies for a 3-unit cell supercell
(surface) of CuI and CsPbBr3. Values in parentheses are taken from Ref. 24.

Ecl Erel Esurf
Surface (meV/Å2) (meV/Å2) (meV/Å2)

CuI(100):Cu 51.31 −2.95 48.36
CuI(100):I 51.31 −1.50 49.81
CsPbBr3(100):CsBr 11.49 (10.76) −5.67 (−5.22) 5.90 (5.54)
CsPbBr3(100):PbBr2 11.49 (10.76) −3.72 (−3.15) 7.85 (7.61)

lowest interface energy and by alternating positive (charge accumu-
lation, the yellow isosurface in Fig. 2) and negative (charge depletion,
the red isosurface in Fig. 2) charge density regions at the inter-
face. Metal–metal or halide–halide bonding tends to be unstable
due to strong Coulombic repulsion indicated by adjacent positive
or negative charge density regions; metal–halide bonding is, thus,
preferred. For the CsBr layer, due to the orientation of Br/Cs on
the corner and Cs/Br in the center, there will always be either a
halide–halide bond (I terminated CuI interface) or a metal–metal
bond (Cu terminated CuI interface) with CuI; thus, CsBr is not
likely to be the growth interface layer. The PbBr2–Cu termination
with Br bonded to Cu has the lowest interface energy along with a
strong interface interaction (alternating positive and negative charge
density regions). This system (PbBr2 termination with Br on the cor-
ners and center, all bonded to Cu) is the most likely stable growth
interface and is enlarged in Fig. 2 to show the perspective view of
the charge density difference. This view shows that all of the Cu
bonds are terminated by a Br atom and the Pb atoms sit above the
vacant sites in the Cu surface. The charge density redistribution also
shows that bulk charge density behavior is recovered within roughly
2–3 atomic layers of the interface in both materials. This indi-
cates that a stable interface exists between CsPbBr3 and CuI (100)
surfaces.

To realize the size effects and thickness dependence, the num-
ber of layers was increased in eachmaterial until the interface energy
and band offset converged. Figure 3 illustrates the former case where
the greatest change in interface energy occurs when the system thick-
ness increases beyond the bulk system size to 2-unit cells of each
material. As the thickness increases, the change in energy decreases
and the interface energy converges. Figure 3 also shows that PbBr2
terminated CsPbBr3 on Cu terminated CuI with Br bonding to Cu is
the lowest energy interface.

Figure 4 shows the local potential, charge density difference,
and band offset calculations for the 4-unit cell interface model of the
lowest energy interface. The known methods of analyzing the elec-
trostatic potential35,39 were used to study the planar averaged poten-
tial. The valence band offset (VBO) and conduction band offset
(CBO) are given by

VBO = �Ev + �V , (2)

CBO = �Ec + �V , (3)
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FIG. 2. Charge density difference for each of the eight terminations between CsPbBr3 and CuI viewed along the a-axis; columns are labeled by the upper surface termination,
while rows are labeled by the lower surface termination. Yellow isosurfaces indicate a region of charge accumulation (positive value), while red isosurfaces indicate a region
of charge depletion (negative value). The most stable system (indicated by an arrow) is enlarged and shown from standard orientation on the far right. Blue, purple, brown,
silver, and green spheres represent Cu, I, Br, Pb, and Cs, respectively. Isosurface values of 0.003 e/Å3 and 0.0006 e/Å3 were used for Cu and I terminated systems,
respectively.

FIG. 3. Interface energy for each atomic
termination as a function of layer thick-
ness (the number of integer unit cells).
X on Y (i.e., Br on I) indicates that the
dominant bonding at the interface occurs
between X and Y atoms.
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FIG. 4. Analysis of the built-in potential change using (a) band offsets and (b) local potential and charge density difference, revealing a type I offset that changes to a type
II staggered gap as material thickness increases, between CuI (orange) and CsPbBr3 (blue) heterostructures and a return to bulk-like behavior within three layers of the
interface. The potential dV from band offset calculations is shown in (b) as the difference between the local potential at the center of the two materials. In (b), blue, purple,
brown, silver, and green spheres represent Cu, I, Br, Pb, and Cs, respectively.

where �Ev(�Ec) is the difference between absolute energies at the
band edges for each material EVBM(ECBM) given by

�Ev(�Ec) = ECsPbBr3
VBM(CBM) − ECuI

VBM(CBM). (4)

Each absolute energy term takes into account the difference
between bulk and surface core electron energies, and the vacuum
energy of each surface is given by

EVBM(CBM) = εKSVBM(CBM) − �Ebulk
1s − Esurf

1s � −Vvac, (5)

where the first term is the Kohn–Sham eigenvalue at the band edge,
the terms in the parenthesis are the bulk and surface Pb/Cu 1s ener-
gies, and the final term is the vacuum potential for each surface.
The potential offset [�V, look to Fig. 4(b)] in Eqs. (2) and (3) is
the difference between the potential at the center of each material
in the interface [plateaus-like in Fig. 4(b)], where bulk-like behavior
is restored, and the local potential and charge density differences are
nearly zero. The potential offset changes from 1.05 eV in the 1 unit
cell interface model to −0.133 eV in the 4 unit cell interface model,
indicating that by increasing the thickness of each material, one may
modify the charge gradient at the interface to change the direction of
charge separation at the interface (see the supplementary material).
A type I band offset occurs between unit cell thickness interfaces but
changes to a type II offset as the thickness is increased; this is shown
in Fig. 4(a) between the materials where the VBO and CBO con-
verge at 4 unit cells of thickness. As the number of layers is increased,
the band offset and built-in potential converge with the type II band
offset causing holes and electrons to separate at the interface into
the two separate materials; convergence is tested as the number of
unit cells of each material is increased and is shown in Fig. S4 of the
supplementary material.

IV. CONCLUSION
The shift from the type 1 to type II band offset between these

two materials indicates charge separation at the interface as the
material thickness is increased, where the potential offset may be
tuned through controlling layer thickness. Band offsets converge
within 4-unit cells of thickness in each material, and bulk behav-
ior is restored within three atomic layers of the interface. The small
lattice strain between CsPbBr3 and CuI indicates a stable heterojunc-
tion, with the growth of CsPbBr3 guided by the lattice parameters
and crystal structure of CuI. A low energy interface exists between
CsPbBr3 and CuI indicated both by low interfacial energy and by
alternating charge density regions between the Cu–Br bonds at the
interface. The most drastic change in the electronic structure occurs
as the system transitions from a low-dimensional/extremely thin-
film structure such as nanowires to a thicker material such as tradi-
tional thin films, indicating that electronic parameters may be tuned
by varying material thickness. By carefully controlling the thickness
of each material during growth, CuI may, thus, be used as a viable
transport layer in CsPbBr3 based optoelectronic devices as a low-cost
alternative to current technologies.

SUPPLEMENTARY MATERIAL

See the supplementary material for bulk modulus calculations,
slab models, interface models, surface energy calculations, local
potential and charge density difference plots, and offset calcula-
tions.
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