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Abstract 
Selecting the most suitable renewable energy technology among feasible alternatives considering 

conflicting criteria is a Multiple Criteria Decision Making (MCDM) problem. One of the essential stages in 

the methods used to solve such problems is determining the appropriate weight of each criterion to be 

considered. The Shannon Entropy method is a frequently used MCDM method to calculate the criteria 

weights, however it is not suitable to solve problems for which uncertainty in the input data exists. This paper 

presents a new extended Shannon Entropy method: the Integrated Constrained Fuzzy Shannon Entropy 

(IC-FSE) method, by which criteria weights are obtained from uncertain input data. To show the 

applicability of IC-FSE, an illustrative example for the selection of a renewable energy technology in the 

mining industry is presented, in which three alternative renewable energy technologies, onshore wind, 

solar photovoltaic and concentrated solar power, were evaluated with respect to technical, social, 

economic and environmental categories. The results show that IC-FSE can effectively provide appropriate 

fuzzy solutions for weighting the sustainability criteria for renewable energy technologies. The superiority 

of this method is showcased by demonstrating that IC-FSE results are more robust than those obtained 

using other existing methods. The methodology presented can be applied broadly in the renewable energy 

sector to ensure better informed decision making processes. 
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Abbreviations, units, and nomenclature 
AHP, Analytic Hierarchy Process; COA, Centre of Area; CSP, Concentrated Solar Power; ELECTRE, 

ELimination Et Choix Traduisant la REalité (ELimination and Choice Expressing REality); FAHP, Fuzzy 

Analytic Hierarchy Process; FSE, Fuzzy Shannon Entropy; FST, Fuzzy Set Theory; GHG, Greenhouse 

Gas; IC-FSE, Integrated Constrained Fuzzy Shannon Entropy; MCDM, Multiple Criteria Decision Making 

Method; PV, Photovoltaic; OW, Onshore Wind; TFN, Triangular Fuzzy Number; TOPSIS, Technique for 

Order of Preference by Similarity to Ideal Solution; l/MWh, litre per megawatt per hour; gCO2eq/kWh, 

grams of carbon dioxide equivalent per kilowatt-hour; m2/kW, square meter per kilowatt; £/MWh, £ per 

megawatt per hour; Jobs/annual GWh, jobs per annual gigawatt per hour 

 
 
1. Introduction 

 
Current energy supply is dominated by non-renewable sources, i.e. fossil fuels, most of which are 

relatively inexpensive to extract [1], but the impact on sustainable development of the extensive use of 

fossil fuels has raised concerns about the security, reliability, affordability, and environmental impact of 

energy supplies [2]. One way to respond to these challenges is to significantly increase the use of 

renewable energy sources and technologies (e.g. wind and solar) that are clean and sustainable [3].  

However, it is often challenging to determine the most suitable renewable energy technology to be 

utilised. Decision makers need to evaluate multiple renewable energy source alternatives with respect to 

multiple criteria, which often conflict with each other. For example, a renewable energy technology that 

might help achieve strict environmental regulations (e.g. low GHG emissions, decreasing the reliance on 

fossil fuel sources) will have costs associated to the additional equipment installation and maintenance, 

so trade-offs need to be clearly identified during the decision making process.  

The selection of the most suitable renewable energy source among a set of feasible alternatives 

considering multiple conflicting criteria is a Multiple Criteria Decision Making (MCDM) problem. MCDM is 

a powerful method to find the best alternative when multiple conflicting criteria are involved and need to 

be evaluated in a scientific manner [4]. MCDM methods have been successfully applied in many fields 

such as natural resources management [5], environmental science [6], and mining and mineral processing 

[7], as well as in the area of renewable energy technologies over the past decade. 

Researchers’ interest in applying MCDM methods in renewable energy area continues to grow, as 

evidenced by recent literature reviews [8-13]. MCDM methods have been used to: investigate and select 

the most appropriate site location for renewable energy projects [14, 15], evaluate and select the most 

suitable photovoltaic technology under uncertainties [16], assess, compare and rank the sustainability of 

various renewable energy technologies for national-scale assessments under uncertainties [2, 17], 

analyse and rank the sustainability of different energy storage technologies [18, 19], and evaluate the 

sustainability of concentrated solar power projects [20]. 

In general, an MCDM method involves five stages [4, 21-23], namely: (i) weighting the local 

importance of each criterion with respect to the goal, which is of critical importance as it affects the 

subsequent stages; (ii) scoring the local preference of each alternative with respect to criteria; (iii) 
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calculating the global weighted scores of alternatives; (iv) ranking of the feasible alternatives based on the 

global weighted scores; (v) selecting the most suitable alternative, i.e., the highest global weighted score. 

The final recommendation obtained from any MCDM method usually depends on the criteria against which 

a set of feasible alternatives are evaluated, the weights (i.e. importance) of the criteria, the local preference 

scores of alternatives, and the specific algorithm used for aggregating the weights of criteria and the local 

preferences of alternatives [7].  

 There are two main methods to determine the criteria weights in MCDM, namely subjective and 

objective weighting methods. The subjective weighting method relies on decision makers’ judgements and 

can be achieved by means of pairwise comparisons of qualitative or quantitative data. The Analytic 

Hierarchy Process [21] is the most frequently used subjective weighting method. Although the criteria 

weights are often obtained using only subjective weighting methods, it is sometimes difficult to obtain 

reliable judgements from the decision makers, in which case objective weighting methods should be 

considered.  

The objective criteria weights are obtained from the computation of quantitative data, using an 

algorithm to derive the weights without involving any consideration of decision makers’ judgements. The 

Shannon Entropy method [24] is one of the most frequently used objective methods for deriving the criteria 

weights. However, in the area of renewable energy, there is a paucity of studies investigating the 

application of the Shannon Entropy method for objective criteria weighting, an exception being the 

evaluation of the sustainability of concentrated solar power technologies conducted by Simsek et al. [20].   

In cases where the precise values of the relevant input data are available, the evaluation and 

computation stages in the Shannon Entropy method are applied to express all criteria data and their 

corresponding weights as crisp values. However, it is often the case that input data are associated with 

significant uncertainties. For example, Troldborg et al. [2] showed that the data for total power generation, 

GHG emissions, area requirements and the levelised energy cost, varied widely for each of the eleven 

renewable energy technologies evaluated. Such variation often results in imprecise input data, which 

significantly affects the final results and leads to an inaccurate final recommendation [25]. In order to 

resolve this issue, the imprecise input data can be stated using fuzzy set theory (FST) [26].   

A fuzzy set is a group of elements that have degrees of membership over the range 0 and 1, where 

0 describes absolutely unlikely or false statements and 1 describes absolutely likely or true statements. 

The extension of the Shannon Entropy method by means of FST can be termed as a fuzzy Shannon 

Entropy (FSE) method. In the case when the input data have minimum, most likely and maximum values, 

a type of ordered fuzzy set, a triangular fuzzy number (TFN), could be used to represent such data.  

TFN is one of the most cited fuzzy set types applied to MCDM methods in the literature [27], however, 

only one fuzzification of the Shannon Entropy method by means of TFN has been proposed [28]. Given 

that imprecise data is the most common cause of uncertainties in real-world sustainability assessments of 

renewable energy technologies [11], a more detailed investigation into the reliability and the robustness of 

the existing extension of the Shannon Entropy method with TFN proposed by Kacprzak [28] is necessary.  

Kacprzak [28] developed an FSE method that makes use of standard fuzzy arithmetic. The use of 

standard fuzzy arithmetic in MCDM methods, however, can lead to inapplicable results for many real-world 
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engineering MCDM problems [29-33]. These inapplicable results arise because a combined method does 

not take into account the additional information available in real-life situations and ignores known 

constraints, thus can increase the risk of losing important information about a problem during the 

computations and result in overestimation of the fuzzy solutions [25, 33, 34]. This is an important issue, 

since most real-life applications are not constraint-free. Constrained fuzzy arithmetic, on the other hand, 

can be considered more powerful than standard fuzzy arithmetic [30, 31, 33, 35]. There is therefore scope 

to improve the fuzzification of the Shannon Entropy method using TFN in order to minimise uncertainty as 

much as possible by means of constrained fuzzy arithmetic.  

In response to the limitations described above, this study proposes a new criteria weighting method: 

the Integrated Constrained Fuzzy Shannon Entropy (IC-FSE). IC-FSE combines the concepts of 

constrained fuzzy arithmetic, TFN, and the Shannon Entropy method by taking advantage of their most 

useful characteristics that can be used to robustly determine the criteria weights for the selection of 

renewable energy technologies.  

The contribution of this study is sixfold: (1) the gap in the Shannon Entropy method literature for 

problems involving uncertainty due to imprecise input data is addressed; (2) a new MCDM method, IC-

FSE, is developed to account for imprecise input data and represent the data by using TFN; (3) the 

applicability of IC-FSE in weighting the sustainability criteria of renewable energy technologies is 

showcased; (4) the reliability of IC-FSE compare to stochastic methods is demonstrated; (5) the superiority 

of the normalisation procedure used in IC-FSE is presented by comparing it to common existing 

procedures; (6) it is demonstrated that the results obtained from IC-FSE are more robust than those 

obtained from the only other FSE method reported in the literature. IC-FSE is thus a robust, reliable and 

superior MCDM method that can be applied broadly in the renewable energy sector to support the decision 

making process when there is uncertainty in the data. 

The remainder of the manuscript is organised as follows: Section 2 provides renewable energy 

alternatives and criteria in mining and mineral processing; Section 3 provides the theoretical background 

of TFN, standard fuzzy arithmetic, and constrained fuzzy arithmetic; Section 4 describes the proposed IC-

FSE method; Section 5 presents an example of the applicability of the IC-FSE method; Finally, Section 6 

provides the final conclusions. Appendix A presents an analysis of normalisation procedures, while in 

Appendix B provides the comparison of the results obtained from IC-FSE and the only other existing 

method. 

 

2. Renewable energy technologies and criteria in mining and mineral processing 
 
Mining operations are often located in remote areas where the deposits of mineral resources (coal, 

metals, industrial minerals, etc.) are found. The remoteness of mine sites frequently results in limited 

accessibility to energy sources. Because of such circumstances, fossil fuel (e.g. fuel oil, diesel oil, etc.) is 

in many cases the only feasible choice to power mobile equipment’s internal combustion engines and 

electric power generators [36]. The mining industry still relies heavily on non-renewable energy sources 
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[37]. It is worth noting that mining operations are very energy intensive; energy costs account for 30–50% 

of all operating costs [37, 38].  

As other industrial operations, mining operations are responsible for producing GHG emissions not 

only from the use of fossil energy sources for electricity generation but also from operating equipment. As 

the global demand for metals and minerals steadily increases and the process routes to extract them 

require larger amounts of energy (due to the need of processing lower grade and finely disseminated ores), 

higher emissions are produced [39, 40]. In addition, there is a definite correlation between emissions from 

the mining industry and health risks (e.g. cardiovascular and respiratory diseases) on surrounding 

communities [41].  

In order to address the aforementioned challenges, a number of mining companies worldwide have 

started to pay more attention to the use of renewable energy technologies in their operations to adhere to 

the principles of sustainable development [42, 43]. Since energy requirements in mining operations are 

relatively constant while most renewable energy sources are intermittent, a hybrid scheme that combines 

renewable sources and diesel generators or electricity from a grid can also be considered for 

implementation, since energy storage facilities are still relatively expensive [44].  

The capability of IC-FSE will be showcased by applying it to weighting the sustainability criteria of 

renewable energy technologies for mining operations. Sections 2.1 and 2.2 describe the alternatives and 

criteria used in this work. 

 

2.1. Identification of feasible renewable energy sources 
Three renewable energy technologies that have been successfully implemented in the mining 

industry [37, 45] were considered to be compared. The feasible renewable energy technologies that were 

considered are summarised as follows: 

Onshore wind (OW) — A1: wind energy is harvested from the movement of air masses to drive 

wind turbines that provide mechanical power, which is converted to electricity [46]. A number of mining 

companies have implemented wind power systems at operating mines in Argentina, Canada, and Chile. 

This has also been done at abandoned mines in the USA to provide electricity to households near the site. 

The generated power varies from 2 MW to 115 MW in the operating mines and from 29 MW to 237 MW in 

the abandoned mines [45].  

Concentrated solar power (CSP) — A2: CSP uses reflective surfaces to focus sunlight into a beam 

to heat a working fluid in a receiver; the steam produced from the heat is utilised to drive a turbine that 

provides mechanical power, which is converted to electricity [47]. The total installed capacity of CSP in the 

mining industry in 2016 was 39 MW [37]. 

Solar photovoltaic (PV) — A3: solar photovoltaic energy is harvested from the thermal radiation 

emitted by sunlight by means of photovoltaic cells, which is converted into electric current [48]. A number 

of mining companies have applied PV technology either at operating mines in the USA, Chile, Australia, 

South Africa, and Suriname or at abandoned mines in the USA, Germany, Canada, and Korea, where it 

has been used to provide power to nearby households and for acid mine drainage treatment. The 
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generated power varies from 1MW to 10.6 MW in the operating mines and from 1 MW to 166 MW in the 

abandoned mines [45].  

 

2.2. Evaluation criteria 
There are several studies that list a number of sustainability criteria for assessing renewable energy 

technologies by means of MCDM methods (e.g. [8, 9, 12, 20, 49-52]). Wang et al. [8] and Simsek et al. 

[20] present comprehensive lists of frequently used sustainability criteria in MCDM for renewable energy 

technologies. Those comprehensive lists were used as a basis for determining the criteria considered in 

the current work. For the purpose of the study, only quantitative criteria were considered. Six evaluation 

criteria were selected and are summarised in Table 1 and further described below.  

 

Table 1 The evaluation criteria and sources of data used for the current work. 

Main categories Criteria Units References 
Technical C1: Capacity factor  % [53, 54] 
Environmental C2: Water consumption  l/MWh [55, 56] 
 C3: GHG emissions  gCO2eq/kWh [2] 
 C4: Area requirement  m2/kW [2] 
Economic C5: Levelised energy cost £/MWh [2] 
Social C6: Prospective jobs creation  Jobs/annual GWh [57, 58] 

 

It is important to mention that quantitative data for the criteria selected were attained from the 

literature and for consistency, correspond to the same geographical region, i.e. the UK.  
1. Technical:  

Capacity factor (C1) was considered as an important technical criterion. Capacity factor, which is 

measured as a percentage, defines the ratio between the actual electrical energy production generated 

by a power plant and the maximum electrical energy output that can be generated over a period of time 

[52]. A large capacity factor is always desirable; it is important to consider that capacity factors of 

different power plants vary extensively. The capacity factors of onshore wind, CSP and PV are mainly 

affected by the weather. For example, when the wind speed is high, the average power generation 

capacity of wind power plants is high, leading to a greater capacity factor. In addition, since CSP and 

PV are affected by sunlight, so in summer when daylight time is longer than in winter, the average 

power generation capacity of CSP and PV power plants is high, and thus leading to a greater capacity 

factor.  

Based on the literature [53, 54], typical capacity factors for onshore wind, CSP and PV in the UK are 

about 24–34%, 17–25%, and 5-12%, respectively. It is worth mentioning that the capacity factor of PV 

is the lowest when compared to all other types of power generation.   

2. Environmental:  

Three environmental criteria are used to reflect the effect of renewable energy technologies on 

environmental sustainability in the mining industry. Three environmental criteria were considered in this 

work, namely water consumption, GHG emissions and area requirement.  

2.1. Water consumption (C2).  
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Water consumption, which is measured in l/MWh, is the amount of withdrawn water obtained from 

the water reservoir, such as surface water or groundwater, that is not returned to its source during 

the life cycle of electricity generation [55]. A small amount of water consumption is always 

desirable. Typical water consumption for onshore wind, CSP and PV in the UK are about 0.4–34 

l/MWh, 303–644 l/MWh, and 38-795 l/MWh, respectively [55]. It is worth noting that the maximum 

estimation of water consumption of PV is higher than that of CSP. The reason for this high use is 

that when processing silicon into PV equipment, many stages that use much more water than the 

rest of the manufacturing processes, such as the production of steel components [55], are involved.  

2.2. GHG emissions (C3).   

The GHG emissions criterion is one of the most frequently used criteria when evaluating the 

sustainability of renewable energy technologies [8]. GHG emissions, which are reported as 

gCO2eq/kWh, were estimated on the basis of CO2 and CH4 emissions of each renewable energy 

technology, from the commissioning of a plant to the full operation of the technology and the 

dismantling of the system [59]. A small amount of GHG emissions is always favoured. Typical 

GHG emissions for onshore wind, CSP and PV in the UK are about 5–70 gCO2eq/kWh, 15–150 

gCO2eq/kWh, and 20–200 gCO2eq/kWh, respectively [2].  

2.3. Area requirement (C4).   

Another environmental criterion used in this study is the land area required to implement each of 

the renewable energy technologies. The land area required by each renewable energy technology, 

which is expressed as m2/kW, is of great concern for their evaluation in the mining industry. This 

criterion is important because of concerns that the implementation of renewable energy 

technologies can often be competing with agriculturally arable land [60] and thus destabilise the 

flora, the fauna and the ecosystem [61]. Therefore, the smallest area required is always preferred. 

Based on the literature [2], typical area requirement values for onshore wind, CSP and PV in the 

UK are about 10–1200 m2/kW, 10–100 m2/kW, and 10–500 m2/kW, respectively.  

3. Economic:  

The economic criterion is of paramount importance for assessing the sustainability of renewable energy 

technologies in numerous MCDM studies. The economic criterion considered in the literature often 

includes the following: capital expenditure (CAPEX), operation and maintenance (O&M) expenditure 

(OPEX), and fuel costs and levelised energy cost (LEC) [8, 20]. In this work, LEC (C5), which is 

measured in £/MWh, was considered as an economic criterion because all the costs over an assumed 

project’s financial life and duty cycle (i.e. CAPEX, OPEX, fuel costs, financing costs, as well as an 

assumed capacity factor for each plant type) are included in the LEC calculation [47]. Not only that, but 

LEC is also influenced by the characteristics of the technology, such as efficiency, annual energy 

production, duration, and energy source [2]. A small amount of LEC is always desirable. Based on the 

literature [2], typical area requirement values for onshore wind, CSP and PV in the UK are about 25–

125 £/MWh, 50–450 £/MWh, and 50–600 £/MWh, respectively. It is clearly noticed that onshore wind 

has the lowest LEC values, while the solar-based technologies have high LEC values. Since 
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performance variations due to the maturity of technology affects the LEC values [2], LEC values of solar 

based technologies will tend to decrease in the future if the technologies become more mature.  

4. Social:  

The social criterion has been of vital importance for people's acceptance of the application of renewable 

energy technologies, and has been considered in more detail over the past few decades [8, 20]. 

Prospective jobs creation, (C6), which is expressed as jobs/annual GWh,  is the most frequently used 

social criterion in the literature [8, 20]; it allows decision makers to consider socioeconomic aspects 

when deciding which technology can improve the living standards of the surrounding community [61]. 

This criterion takes into account the potential jobs created during the life cycle of renewable energy 

technology, from construction and operation until decommissioning. Therefore, the greatest number of 

job created is favoured. Based on the literature [2], typical prospective job creation values for onshore 

wind, CSP and PV in the UK are about 0.1–0.6 jobs/annual GWh, 0.2–0.7 jobs/annual GWh, and 0.2–

1.3 jobs/annual GWh, respectively. 

 
3. Theory 

 
This section discusses the key theoretical aspects behind the TFN, standard fuzzy arithmetic, and 

constrained fuzzy arithmetic. The following sub-sections are provided as background for the development 

of the IC-FSE method in Section 4. 

 
3.1. Triangular Fuzzy Number (TFN) 

FST [26] is used to represent the vagueness of statements in natural language into real numbers 

that have membership function over the range 0 and 1. Bellman and Zadeh [62] first introduced FST into 

decision making as an approach that can effectively solve problems in a fuzzy environment. This has been 

followed by numerous approaches in which FST has been applied to existing MCDM methods to solve a 

variety of problems, with promising outcomes. The following are examples of such approaches found in 

the literature: fuzzy AHP (FAHP) [63, 64], fuzzy TOPSIS [65, 66], and Fuzzy ELECTRE [67]. The wide 

application of hybrid FST and MCDM methods to real world problems was surveyed by Kahraman et al. 

[27] and Mardani et al. [68]. 

TFN is the most widely used FST for presenting the imprecise input data in real-life MCDM 

applications because it is easy to apply and thus leads to a straightforward calculation. Kacprzak [28] 

proposed the first combination of TFN with the Shannon Entropy method. The membership function of 

TFN �̃�𝐴(𝑥𝑥) is arranged in the following form: 

�̃�𝐴(𝑥𝑥) =

⎩
⎪⎪
⎨

⎪⎪
⎧ 𝑥𝑥 − 𝑐𝑐𝐴𝐴𝐿𝐿

𝑐𝑐𝐴𝐴𝑀𝑀 − 𝑐𝑐𝐴𝐴𝐿𝐿
, 𝑐𝑐𝐴𝐴𝐿𝐿 < 𝑥𝑥 < 𝑐𝑐𝐴𝐴𝑀𝑀,

1 , 𝑥𝑥 = 𝑐𝑐𝐴𝐴𝑀𝑀 ,
𝑐𝑐𝐴𝐴𝑈𝑈 − 𝑥𝑥
𝑐𝑐𝐴𝐴𝑈𝑈 − 𝑐𝑐𝐴𝐴𝑀𝑀

,      𝑐𝑐𝐴𝐴𝑀𝑀 < 𝑥𝑥 < 𝑐𝑐𝐴𝐴𝑈𝑈,

0, otherwise,

 (1) 
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where 𝑐𝑐𝐴𝐴𝐿𝐿 and 𝑐𝑐𝐴𝐴𝑈𝑈 are termed as the left and right membership function of TFN �̃�𝐴(𝑥𝑥) or the lowest and 

highest boundary values of TFN �̃�𝐴(𝑥𝑥), while 𝑐𝑐𝐴𝐴𝑀𝑀 is defined as the middle value of TFN �̃�𝐴(𝑥𝑥). Suppose that 

a TFN has 𝑐𝑐𝐴𝐴𝐿𝐿 , 𝑐𝑐𝐴𝐴𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈 = 2, 3, and 4, respectively, then this TFN can be presented graphically as shown in 

Fig. 1. 

 
Fig. 1. The membership functions of TFN (2, 3, 4). 

In order to obtain a crisp number result of the TFN, the centre-of-area (COA) defuzzification 

technique, presented by Tzeng and Huang [69], is applied in this paper. The centre of area COA �̃�𝐴(𝑥𝑥) of 

a triangular fuzzy number �̃�𝐴(𝑥𝑥) = �𝑐𝑐𝐴𝐴𝐿𝐿, 𝑐𝑐𝐴𝐴𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈� is formulated in the following form: 

𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴� = �𝑐𝑐𝐴𝐴
𝑈𝑈−𝑐𝑐𝐴𝐴

𝐿𝐿�+�𝑐𝑐𝐴𝐴
𝑀𝑀−𝑐𝑐𝐴𝐴

𝐿𝐿�
3

+ 𝑐𝑐𝐴𝐴𝐿𝐿. (2) 

 
3.2. Standard fuzzy arithmetic  

In standard fuzzy arithmetic, basic arithmetic operations on real or crisp numbers are extended to 

operations on TFNs. In this paper, all the positive TFNs are taken into account since all input data are 

positive numbers. Therefore, the lowest membership number for a TFN is higher than zero. 

Suppose that two positive TFNs, namely TFN �̃�𝐴 and TFN 𝐵𝐵�  are defined as, �̃�𝐴 =  �𝑐𝑐𝐴𝐴𝐿𝐿 , 𝑐𝑐𝐴𝐴𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈�, 𝐵𝐵� =

 (𝑐𝑐𝐵𝐵𝐿𝐿 , 𝑐𝑐𝐵𝐵𝑀𝑀 , 𝑐𝑐𝐵𝐵𝑈𝑈), the standard arithmetic operations between these two TFNs are as follows:  

o Addition (+): �̃�𝐴 + 𝐵𝐵�  =  (𝑐𝑐𝐴𝐴𝐿𝐿 + 𝑐𝑐𝐵𝐵𝐿𝐿 ,  𝑐𝑐𝐴𝐴𝑀𝑀 + 𝑐𝑐𝐵𝐵𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈 + 𝑐𝑐𝐵𝐵𝑈𝑈). (3) 

o Multiplication (x): �̃�𝐴 × 𝐵𝐵�  =  (𝑐𝑐𝐴𝐴𝐿𝐿 × 𝑐𝑐𝐵𝐵𝐿𝐿 ,  𝑐𝑐𝐴𝐴𝑀𝑀 × 𝑐𝑐𝐵𝐵𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈 × 𝑐𝑐𝐵𝐵𝑈𝑈). (4) 

o Division (/): �̃�𝐴/𝐵𝐵�  =  (𝑐𝑐𝐴𝐴𝐿𝐿/𝑐𝑐𝐵𝐵𝑈𝑈,  𝑐𝑐𝐴𝐴𝑀𝑀/𝑐𝑐𝐵𝐵𝑀𝑀, 𝑐𝑐𝐴𝐴𝑈𝑈/𝑐𝑐𝐵𝐵𝐿𝐿). (5) 

Moreover, the comparison of two TFNs are represented in the following form: 

o 𝐴𝐴 � ≥  𝐵𝐵�  𝑖𝑖𝑖𝑖 𝑐𝑐𝐴𝐴𝐿𝐿 ≥ 𝑐𝑐𝐵𝐵𝐿𝐿 ,  𝑐𝑐𝐴𝐴𝑀𝑀 ≥ 𝑐𝑐𝐵𝐵𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈 ≥ 𝑐𝑐𝐵𝐵𝑈𝑈 . (6) 

o 𝐴𝐴 � ≤  𝐵𝐵�  𝑖𝑖𝑖𝑖 𝑐𝑐𝐴𝐴𝐿𝐿 ≤ 𝑐𝑐𝐵𝐵𝐿𝐿 ,  𝑐𝑐𝐴𝐴𝑀𝑀 ≤ 𝑐𝑐𝐵𝐵𝑀𝑀 , 𝑐𝑐𝐴𝐴𝑈𝑈 ≤ 𝑐𝑐𝐵𝐵𝑈𝑈 . (7) 

 
3.3. Constrained fuzzy arithmetic  

The aforementioned notions of standard fuzzy arithmetic operations can be implemented only in the 

case when there is no interaction between the fuzzy numbers [35]. For the case when the interaction 

between fuzzy numbers is involved, the notions of constrained fuzzy arithmetic that are presented in the 

next paragraphs should be applied.  

Suppose that ƒ is a continuous function and ℝ is the set of real numbers, ƒ: ℝ𝑛𝑛 → ℝ, and suppose 

that �̃�𝐴i =  �𝐴𝐴𝑖𝑖𝐿𝐿 ,𝐴𝐴𝑖𝑖𝑀𝑀 ,𝐴𝐴𝑖𝑖𝑈𝑈�, 𝑖𝑖 = 1, 2, … ,𝑛𝑛 , where 𝑛𝑛  is the amount of positive TFNs. Then, �̃�𝐴 =

ƒ𝐹𝐹 ��̃�𝐴1, �̃�𝐴2, �̃�𝐴3, … , �̃�𝐴𝑛𝑛� is a TFN �̃�𝐴 = (𝐴𝐴𝐿𝐿 ,𝐴𝐴𝑀𝑀 ,𝐴𝐴𝑈𝑈) whose significant values are derived from the following form 
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𝐴𝐴𝐿𝐿 = 𝑚𝑚𝑖𝑖𝑛𝑛 {ƒ (𝐴𝐴1,  𝐴𝐴2,  𝐴𝐴3, … ,  𝐴𝐴𝑛𝑛) ;   𝐴𝐴𝑖𝑖 ϵ �𝐴𝐴𝑖𝑖𝐿𝐿,𝐴𝐴𝑖𝑖𝑈𝑈�, 𝑖𝑖 = 1, 2, … ,𝑛𝑛}, (8) 

𝐴𝐴𝑀𝑀 = ƒ (𝐴𝐴1
𝑀𝑀,𝐴𝐴2

𝑀𝑀,𝐴𝐴3
𝑀𝑀 … ,𝐴𝐴𝑛𝑛𝑀𝑀),  (9) 

𝐴𝐴𝑈𝑈 = 𝑚𝑚𝑚𝑚𝑥𝑥 {ƒ (𝐴𝐴1,  𝐴𝐴2,  𝐴𝐴3, … ,  𝐴𝐴𝑛𝑛) ;  𝐴𝐴𝑖𝑖 ϵ �𝐴𝐴𝑖𝑖𝐿𝐿,𝐴𝐴𝑖𝑖𝑈𝑈�, 𝑖𝑖 = 1, 2, … ,𝑛𝑛}. (10) 

These basic notions of constrained fuzzy arithmetic will be applied to the TFN arithmetic operations 

throughout this work. 

 

4. An Integrated Constrained Fuzzy Shannon Entropy (IC-FSE) method  
 
The Shannon Entropy is a widely used MCDM method to obtain the criteria weights by means of 

objective weight methods. It was initially introduced by Shannon [24] and various modifications have been 

developed, particularly in normalising a decision matrix [70-72]. This work applies the normalisation 

procedure that was developed by Nijkamp and Delft [71] mainly because the outcomes obtained by 

applying this procedure have the lowest degree of uncertainty in comparison to the procedures that were 

developed by Weitendorf [70] and Voogd [72] (see: Appendix A). 

This section describes the application of constrained fuzzy arithmetic to extend the Shannon Entropy 

method. This is possible when it is difficult to acquire reliable subjective weights, the data that need to be 

analysed are difficult to be defined precisely, and the input data is presented as ordered fuzzy numbers, 

such as triangular fuzzy numbers (TFNs).  

IC-FSE involves six major steps: (1) defining the problem notions (e.g. determining alternatives and 

criteria) and developing a fuzzy decision matrix, (2) normalising the fuzzy decision matrix, (3) determining 

the fuzzy entropy values, (4) computing the local fuzzy criteria weights, (5) defuzzifying the results obtained 

in step 4, and (6) normalising the crisp values acquired in step 5 in order to obtain the final criteria weights. 

The mathematical equations for each step of the IC-FSE method are presented below: 

1. Developing a fuzzy decision matrix that presents the ratings of different alternatives, 

𝐴𝐴𝚥𝚥�  �𝐴𝐴1�  ,𝐴𝐴2�  … ,𝐴𝐴𝑚𝑚�  �  with respect to predetermined criteria, 𝐶𝐶𝚤𝚤�  �𝐶𝐶1� ,𝐶𝐶2�  … ,𝐴𝐴𝑛𝑛�  � ; the rating of each 

alternative is expressed in TFN. 
  𝐶𝐶1   𝐶𝐶2    …   𝐶𝐶𝑛𝑛 

𝑋𝑋� = �𝑥𝑥𝚥𝚥𝚤𝚤��
𝑚𝑚×𝑛𝑛

=

𝐴𝐴1
𝐴𝐴2
⋮
𝐴𝐴𝑚𝑚

�

𝑥𝑥11� 𝑥𝑥12� … 𝑥𝑥1𝑛𝑛�
𝑥𝑥21� 𝑥𝑥22� … 𝑥𝑥2𝑛𝑛�
⋮ ⋮ ⋱ ⋮

𝑥𝑥𝑚𝑚1� 𝑥𝑥𝑚𝑚2� … 𝑥𝑥𝑚𝑚𝑛𝑛�

�.   
(11) 

Note: 𝑥𝑥𝚥𝚥𝚤𝚤� is the rating of the alternative 𝑗𝑗 with respect to criterion 𝑖𝑖. For example: 𝑥𝑥11�  is the rating of 

the alternative 1 with respect to criterion 1 and the elements of 𝑥𝑥11�  are 𝑥𝑥11𝐿𝐿,𝑥𝑥11𝑀𝑀,𝑥𝑥11𝑈𝑈, where the 

superscript indexes 𝐿𝐿, 𝑀𝑀, and 𝑈𝑈 refer to the lowest, middle and highest boundary values of TFN 𝑥𝑥11� , 

respectively.  
2. Normalising the fuzzy decision matrix. The normalised elements of TFN 𝑟𝑟𝚥𝚥𝚤𝚤� = �𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿

𝐶𝐶 , 𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀
𝐶𝐶 , 𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈

𝐶𝐶 � , 𝑖𝑖 =

1, … ,𝑛𝑛 and 𝑗𝑗 = 1, … ,𝑚𝑚   (where the superscript index 𝐶𝐶 represents the constrained fuzzy arithmetic 

and the sub-subscript indexes 𝐿𝐿, 𝑀𝑀, and 𝑈𝑈 refer to the lowest, middle and highest boundary values) 

are obtained by using the following equations: 
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𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿
𝐶𝐶 = 𝑚𝑚𝑖𝑖𝑛𝑛

⎩
⎨

⎧ 𝑥𝑥𝑗𝑗𝑖𝑖

�∑ 𝑥𝑥𝑗𝑗𝑖𝑖2𝑚𝑚
𝑗𝑗=1

;      𝑥𝑥𝑗𝑗𝑖𝑖𝜖𝜖�𝑥𝑥𝑗𝑗𝑖𝑖𝐿𝐿,𝑥𝑥𝑗𝑗𝑖𝑖𝑈𝑈� 

⎭
⎬

⎫
, 

(12) 

𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀
𝐶𝐶 =

⎩
⎨

⎧ 𝑥𝑥𝑗𝑗𝑖𝑖𝑀𝑀

�∑ 𝑥𝑥𝑗𝑗𝑖𝑖𝑀𝑀
2𝑚𝑚

𝑗𝑗=1 ⎭
⎬

⎫
, 

(13) 

𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈
𝐶𝐶 = 𝑚𝑚𝑚𝑚𝑥𝑥

⎩
⎨

⎧ 𝑥𝑥𝑗𝑗𝑖𝑖

�∑ 𝑥𝑥𝑗𝑗𝑖𝑖2𝑚𝑚
𝑗𝑗=1

;       𝑥𝑥𝑗𝑗𝑖𝑖𝜖𝜖�𝑥𝑥𝑗𝑗𝑖𝑖𝐿𝐿,𝑥𝑥𝑗𝑗𝑖𝑖𝑈𝑈� 

⎭
⎬

⎫
. 

(14) 

3. Determining the fuzzy entropy value (𝑒𝑒𝚤𝚤�  )  =  �𝑒𝑒𝑖𝑖𝐿𝐿
𝐶𝐶 , 𝑒𝑒𝑖𝑖𝑀𝑀

𝐶𝐶 , 𝑒𝑒𝑖𝑖𝑈𝑈
𝐶𝐶 �  of each criterion through the following 

formulae: 

𝑒𝑒𝚤𝚤� = −  
∑ 𝑖𝑖𝚥𝚥𝚤𝚤� × 𝑙𝑙𝑛𝑛𝑖𝑖𝚥𝚥𝚤𝚤�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
, (15) 

𝑖𝑖𝚥𝚥𝚤𝚤� =
𝑟𝑟𝚥𝚥𝚤𝚤�

∑ 𝑟𝑟𝚥𝚥𝚤𝚤�𝑚𝑚
𝑗𝑗=1

 , (16) 

𝑒𝑒𝑖𝑖𝐿𝐿
𝐶𝐶 = 𝑚𝑚𝑖𝑖𝑛𝑛

⎩
⎪
⎨

⎪
⎧
−  
∑ �

𝑟𝑟𝑗𝑗𝑖𝑖
∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑚𝑚
𝑗𝑗=1

× 𝑙𝑙𝑛𝑛
𝑟𝑟𝑗𝑗𝑖𝑖

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑚𝑚
𝑗𝑗=1

�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
;            𝑟𝑟𝑗𝑗𝑖𝑖𝜖𝜖�𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿 , 𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈� 

⎭
⎪
⎬

⎪
⎫

, (17) 

𝑒𝑒𝑖𝑖𝑀𝑀
𝐶𝐶 = −  

∑ �
𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀𝑚𝑚
𝑗𝑗=1

× 𝑙𝑙𝑛𝑛
𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀𝑚𝑚
𝑗𝑗=1

�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
,  

(18) 

𝑒𝑒𝑖𝑖𝑈𝑈
𝐶𝐶 = 𝑚𝑚𝑚𝑚𝑥𝑥

⎩
⎪
⎨

⎪
⎧
−  
∑ �

𝑟𝑟𝑗𝑗𝑖𝑖
∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑚𝑚
𝑗𝑗=1

× 𝑙𝑙𝑛𝑛
𝑟𝑟𝑗𝑗𝑖𝑖

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑚𝑚
𝑗𝑗=1

�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
;             𝑟𝑟𝑗𝑗𝑖𝑖𝜖𝜖�𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿 , 𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈� 

⎭
⎪
⎬

⎪
⎫

. (19) 

If 𝑖𝑖𝚥𝚥𝚤𝚤� are all same, then the fuzzy entropy value of each criterion is the maximum (𝑒𝑒𝚤𝚤�). If 𝑖𝑖𝚥𝚥𝚤𝚤� is 0, then 

𝑖𝑖𝚥𝚥𝚤𝚤� × 𝑙𝑙𝑛𝑛𝑖𝑖𝚥𝚥𝚤𝚤� is 0. 

4. Computing the fuzzy entropy weight (𝑤𝑤𝚤𝚤� ) =  �𝑤𝑤𝑖𝑖𝐿𝐿
𝐶𝐶 ,𝑤𝑤𝑖𝑖𝑀𝑀

𝐶𝐶 ,𝑤𝑤𝑖𝑖𝑈𝑈
𝐶𝐶 �  of each criterion using the following 

equations: 

𝑤𝑤𝚤𝚤� =
1 − 𝑒𝑒𝚤𝚤�
∑ 𝑒𝑒𝚤𝚤�𝑛𝑛
𝑖𝑖=1

, (20) 

𝑤𝑤𝑖𝑖𝐿𝐿
𝐶𝐶  =  𝑚𝑚𝑖𝑖𝑛𝑛 ��

1 − 𝑒𝑒𝑖𝑖
∑ 𝑒𝑒𝑖𝑖𝑛𝑛
𝑖𝑖=1

� ;              𝑒𝑒𝑖𝑖𝜖𝜖�𝑒𝑒𝑖𝑖𝐿𝐿
𝐶𝐶 , 𝑒𝑒𝑖𝑖𝑈𝑈

𝐶𝐶 ��, (21) 

𝑤𝑤𝑖𝑖𝑀𝑀
𝐶𝐶 =

1 − 𝑒𝑒𝑖𝑖𝑀𝑀

∑ 𝑒𝑒𝑖𝑖𝑀𝑀𝑛𝑛
𝑖𝑖=1

, (22) 

𝑤𝑤𝑖𝑖𝑈𝑈
𝐶𝐶  =  𝑚𝑚𝑚𝑚𝑥𝑥 ��

1 − 𝑒𝑒𝑖𝑖
∑ 𝑒𝑒𝑖𝑖𝑛𝑛
𝑖𝑖=1

� ;              𝑒𝑒𝑖𝑖𝜖𝜖�𝑒𝑒𝑖𝑖𝐿𝐿
𝐶𝐶 , 𝑒𝑒𝑖𝑖𝑈𝑈

𝐶𝐶 ��. (23) 

5. Defuzzifying the obtained fuzzy entropy weights by using equation (2) in order to obtain the crisp 

values (𝐶𝐶𝐶𝐶� 𝑖𝑖).  
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6. Normalising the obtained crisp value of each criterion by means of the distributive mode 

normalisation technique that is shown in equation (24) in order to attain the weight of the 𝑖𝑖-th criterion 

(𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖).  

𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖 =  𝐶𝐶𝐶𝐶
� 𝑖𝑖

∑ 𝐶𝐶𝐶𝐶� 𝑖𝑖
𝑛𝑛
𝑖𝑖=1

� . (24) 

 

5. IC-FSE for weighting the sustainability criteria of renewable energy technologies in 
the mining industry 
 
A numerical example of the use of IC-FSE is presented in this section. IC-FSE is used to determine 

the weights of sustainable criteria in the selection of renewable energy technologies in the mining industry. 

Three feasible renewable energy technologies were evaluated with respect to six criteria, comprising one 

technical, three environmental and two socio-economic criteria. For the purpose of this study, an 

implementation of IC-FSE in Python 3 was used. 

The sources of quantitative data for the selected criteria are presented in Table 1 and the data are 

summarised in Table 2. Columns and rows in Table 2 result in a fuzzy decision matrix that is expressed in 

TFN. 

 

Table 2 The minimum, most likely and maximum values for each of the feasible renewable energy 

technologies with respect to each criterion 
Alterna-

tives  
Capacity 

factor 
(%) 

Water 
consumption 

(l/MWh) 

GHG 
emissions 

(gCO2eq/kWh) 

Area 
requirement 

(m2/kW) 

Levelised 
energy cost 

(£/MWh) 

Prospective 
jobs 

(Jobs/annual 
GWh) 

Onshore 
wind  

(24, 28, 34) (0.4, 4, 34) (5, 15, 70) (10, 200, 1200) (25, 70, 125) (0.1, 0.2, 0.6) 

CSP  (17, 24, 25) (303, 606, 644) (15, 40, 150) (10, 40, 100) (50, 200, 450) (0.2, 0.4, 0.7) 
PV  (5, 11, 12) (38, 307, 795) (20, 60, 200) (10, 150, 500) (50, 340, 600) (0.2, 0.6, 1.3) 

 

5.1. Fuzzy entropy weights 
By using equations (12)–(14), the normalised decision matrix in TFN was obtained, the results of 

which are shown in Table 3. The fuzzy entropy values (𝑒𝑒𝚤𝚤�) were obtained by applying equations (15)–(19), 

while equations (20)–(23) were used to derive the fuzzy entropy weights (𝑤𝑤𝚤𝚤�). The fuzzy entropy weights 

were then defuzzified by using equation (2). In order to obtain the crisp criteria weights, equation (24) was 

then used to normalise the defuzzified entropy weights. The results of the fuzzy entropy values, the fuzzy 

entropy weights, and the crisp entropy weights are presented in Table 4. Based on the normalised crisp 

entropy weights (𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖), the rank of each criterion is water consumption ≻ area requirement ≻ GHG 

emissions ≻ levelised energy cost ≻ prospective jobs creation ≻ capacity factor. 

 

Table 3 The normalised fuzzy decision matrix 
Alterna-

tives  
Capacity 

factor 
(C1) 

Water 
consumption 

(C2) 

GHG 
emissions 

(C3) 

Area 
requirement 

(C4) 

Levelised 
energy cost 

(C5) 

Prospective 
jobs  
(C6) 
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Onshore 
wind  

(0.65, 0.73, 
0.89) 

(0.0004, 0.01, 
0.1) 

(0.02, 0.2, 
0.9) 

(0.02, 0.8, 1.0) (0.03, 0.2, 
0.9) 

(0.1, 0.3, 0.9) 

CSP  (0.4, 0.6, 0.7) (0.4, 0.9, 1.0) (0.1, 0.5, 1.0) (0.01, 0.2, 1.0) (0.1, 0.5, 1.0) (0.1, 0.5, 1.0) 
PV  (0.1, 0.3, 0.4) (0.1, 0.5, 0.9) (0.1, 0.8, 1.0) (0.01, 0.6, 1.0) (0.1, 0.8, 1.0) (0.2, 0.8, 1.0) 

 

Table 4 The fuzzy entropy values (𝑒𝑒𝚤𝚤� ), fuzzy entropy weights (𝑤𝑤𝚤𝚤)� , normalised crisp entropy weights  
(𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖) and the ranking of criteria obtained from the IC-FSE 

 Capacity 
factor 
(C1) 

Water 
consumption 

(C2) 

GHG 
emissions 

(C3) 

Area 
requirement 

(C4) 

Levelised 
energy cost 

(C5) 

Prospective 
jobs  
(C6) 

(𝑒𝑒𝚤𝚤�) (0.67, 0.8, 
0.83) 

(0.16, 0.45, 
0.55) 

(0.26, 0.75, 
0.79) 

(0.07, 0.72, 
0.87) 

(0.31, 0.72, 
0.83) 

(0.48, 0.74, 
0.87) 

(𝑤𝑤𝚤𝚤)�  (0.04, 0.11, 
0.23) 

(0.12, 0.31, 0.5) (0.06, 0.14, 
0.4) 

(0.04, 0.16, 
0.44) 

(0.05, 0.16, 
0.38) 

(0.05, 0.12, 
0.33) 

(𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖) 0.1 0.26 0.17 0.18 0.16 0.14 
Rank 6 1 3 2 4 5 

 

5.2. Stochastic analysis 
In order to capture the uncertainty due to the imprecise input data, the Shannon Entropy method 

was applied by means of Monte Carlo simulations. Each of the criteria values in Table 2 was randomly 

sampled for a large number of iterations (i.e. 15,000) and the generated random number was used as 

input for the Shannon Entropy method. A probabilistic ranking of the weight of each criterion could, 

therefore, be acquired.  

In order to generate a random number (𝑟𝑟𝑚𝑚𝑛𝑛𝑟𝑟𝑟𝑟𝑚𝑚𝑎𝑎) in a TFN for all of the criteria values, equation (25) 

was used. 

𝑟𝑟𝑚𝑚𝑛𝑛𝑟𝑟𝑟𝑟𝑚𝑚𝑎𝑎 =  𝑛𝑛𝑛𝑛. 𝑟𝑟𝑚𝑚𝑛𝑛𝑟𝑟𝑟𝑟𝑚𝑚. 𝑡𝑡𝑟𝑟𝑖𝑖𝑚𝑚𝑛𝑛𝑡𝑡𝑡𝑡𝑙𝑙𝑚𝑚𝑟𝑟(𝑚𝑚𝑖𝑖𝑛𝑛𝑎𝑎 ,𝑚𝑚𝑟𝑟𝑟𝑟𝑒𝑒𝑎𝑎 ,𝑚𝑚𝑚𝑚𝑥𝑥𝑎𝑎), (25) 

where 𝑛𝑛𝑛𝑛. 𝑟𝑟𝑚𝑚𝑛𝑛𝑟𝑟𝑟𝑟𝑚𝑚. 𝑡𝑡𝑟𝑟𝑖𝑖𝑚𝑚𝑛𝑛𝑡𝑡𝑡𝑡𝑙𝑙𝑚𝑚𝑟𝑟 denotes a standard function that generates a random number by triangular 

probability density functions with a 𝑚𝑚𝑟𝑟𝑟𝑟𝑒𝑒𝑎𝑎 equal to the most likely value and 𝑚𝑚𝑖𝑖𝑛𝑛𝑎𝑎 and 𝑚𝑚𝑚𝑚𝑥𝑥𝑎𝑎 equal to the 

lower and upper bound values that are presented in Table 2.  

A violin plot was used to visualise the probability density of the simulation results. Fig. 2 shows the 

violin plot of the weight of each criterion and reveals that the water consumption criterion (C2) has the 

highest high probability to be the most important criterion with some overlaps with other five criteria. 

 
Fig. 2. Violin plot of the weight of each criterion after 15,000 iterations 
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5.3. Discussion 
Table 4 shows the results obtained by applying IC-FSE using the minimum, most likely and maximum 

values from Table 2. Based on the normalised crisp entropy weights, which are presented in Table 4, the 

weight of each criterion is water consumption ≻ area requirement ≻ GHG emissions ≻ levelised energy 

cost ≻ prospective jobs creation ≻ capacity factor. 

It can be concluded from the results that the three most important criteria are related to environmental 

aspects of renewable energy technologies. The total overall weights of these criteria are 0.61. This finding 

indicates that when choosing renewable energy technologies, water consumption, area requirement, and 

GHG emissions must be carefully considered, taking into account the specific conditions of the region.  

A very interesting finding in the results is that the capacity factor criterion has the lowest weight 

among all criteria, whereas generally in the literature, this criterion is frequently identified as the most 

important one. This is probably because the capacity factor’s values among the three alternatives are very 

similar, while the environmental aspects’ values vary widely. In addition, since the capacity factor affects 

levelised energy cost values, so the weight of the levelised energy cost criterion becomes low as well. 

Fig. 2 shows the violin plot of the weight of each criterion as calculated from 15,000 Monte Carlo 

simulations. The results of Monte Carlo simulations applied here explicitly present the uncertainty in the 

weight of criteria through the overlaps between each criterion. The overlaps indicate that over the range 

of possible values, any ranking of the five criteria is possible. In fact, all of the criteria have been found to 

be the most important criterion and the least sustainable criterion in a number of simulations. It is therefore 

worth noting that the results can indicate the potential variability of the criteria weights in terms of the 

various data inputs and highlight the effect that the data inputs can have on the results. In addition, based 

on the results of Monte Carlo simulations, there is a relatively high tendency for water consumption (C2) to 

be the most important criterion, whereas the least sustainable criterion is the capacity factor (C1). Such a 

tendency is relatively similar to the results obtained from IC-FSE. 

It is evident from the aforementioned outcomes that our proposed method, IC-FSE, can be used to 

assess, weight, compare and rank different criteria in a scientific transparent manner by means of objective 

methods. Applying IC-FSE can, therefore, be useful to inform the weight of each criterion in order to guide 

sustainable renewable energy strategies and their implementation. Nevertheless, the results from this work 

show a limitation in the use of IC-FSE for assessing and weighting the sustainability criteria in evaluating 

different renewable energy technologies due to the level of uncertainty involved in terms of input data. The 

input data used in this work were originally collected at a national scale and are therefore relatively generic. 

From a practical point of view, if a specific renewable energy project in the mining industry were to be 

considered, the degree of uncertainty in terms of input data is very likely to be smaller than that in the 

present example. IC-FSE can still be used, by substituting all values in Table 2 as required, and one would 

expect the set of feasible renewable energy technologies would most probably change. For example, if 

the mining company is located near a river and there is a high potential to build a hydroelectric power plant 

(HEPP), then a HEPP might be added into a set of feasible alternatives. 

It should be noted that there will always be uncertainties involved in assessing the weights of 

sustainability criteria in the selection of renewable energy technologies. Uncertainties are mostly 
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associated with the stages of the decision making process [73] and even in its mathematical functions [25]. 

Therefore, care should be taken when considering the outcomes of MCDM methods.  

The uncertainty that is associated with the input data or information can be handled by means of 

FST, as done in this study, and minimised through prudent assessments of the available data sources in 

order to ensure that the inputs are representative and reliable. In addition, in order to obtain further 

information, Monte Carlo simulations can be used to address the associated uncertainties, as done in this 

work. Nonetheless, IC-FSE has been shown to provide less vague results. In addition, uncertainty often 

exists in mathematical functions of MCDM methods and thus overestimation of fuzzy results could occur. 

A method should be therefore capable of minimising the undesired overestimation of results. Undesired 

results can be avoided by reducing the risk of losing valuable information, which can be achieved by taking 

into account the interactions among the elements in the calculations. This work showcases the ability of 

IC-FSE in reducing uncertainty due to mathematical functions by comparing the results obtained from IC-

FSE to those obtained from other existing methods (see: Appendix B).  

Based on the aforementioned explanation, it can be concluded that the proposed IC-FSE method 

succeeded in weighting the sustainability criteria in a fuzzy environment based on quantitative data only. 

However, real-life MCDM problems often also involve qualitative data. It should also be pointed out that 

this study does not take into account the interaction and dependency between objects (i.e. criteria, sub-

criteria, and alternatives). Such dependencies can be accounted by using another MCDM method, such 

as analytic network process. There is therefore scope to further extend IC-FSE for the case when 

qualitative and quantitative data, as well as the dependency between objects, are involved.  

 

6. Conclusions 
 
This paper demonstrates the value of applying the concept of constrained fuzzy arithmetic in a fuzzy 

extension of Shannon Entropy. A hybrid multiple criteria decision making method is developed, namely 

the Integrated Constrained Fuzzy Shannon Entropy method (IC-FSE). The developed method can be used 

to determine criteria weights when credible subjective weights are difficult to acquire and the input data 

that need to be analysed are difficult to define precisely, and thus need to be presented in fuzzy numbers.  

In this study, IC-FSE was applied to weight the sustainability criteria of renewable energy technologies 

in the mining industry. Three feasible renewable energy technologies, namely onshore wind, concentrated 

solar power, and solar photovoltaic, were examined with respect to six sustainability criteria. The selected 

criteria were capacity factor, water consumption, GHG emissions, area requirement, levelised energy cost, 

and prospective jobs creation. The criteria weighting was assessed using data collected from the literature 

and applied to an illustrative example for the mining industry in the UK. To deal with the uncertainty in the 

input data, triangular fuzzy numbers were applied to define each of the criteria values. IC-FSE was then used 

to compute the criteria weights.  

The results demonstrate that the environmental criteria associated to renewable energy technologies 

was the most important aspect to consider. In particular, water consumption was the highest ranked 

criterion, followed by area requirement and GHG emissions.  The latter will continue to be a particularly 
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relevant criterion for the mining industry due to the expected increase in energy demand, combined with 

the large scale of mining operations. In addition, the technical criterion, i.e. the capacity factor, had the 

lowest weight among all criteria and as a consequence, the levelised energy cost criterion was also low. 

The uncertainty in the input data was also assessed using Monte Carlo simulations to determine 

probability distributions of criteria weights. The results from the Monte Carlo simulations were then compared 

to those from IC-FSE in order to obtain insight into the applicability of the latter in overcoming the uncertainty. 

The results in Sections 5.1 and 5.2 showed that the first and second rank as well as the last rank of criteria 

were similar. However, it is worth noting that although the uncertainty that is associated with the input data 

or information can be addressed by means of IC-FSE or Monte Carlo simulations, IC-FSE yields more 

precise results.  

Moreover, when there is uncertainty associated to the method, which can be described 

mathematically, the method should be capable of minimising the risk of losing important data during the 

computations and minimising the overestimation of the results. The superiority of IC-FSE over other 

existing normalisation methods to minimise uncertainty was showcased, demonstrating that IC-FSE’s 

normalisation procedure results in more precise fuzzy weights. In addition, the results acquired from IC-FSE 

were compared to those obtained from the only other existing method in the literature for criteria weighting 

that also uses triangular fuzzy numbers, showing that IC-FSE maintains the order of TFN properly. The 

results derived from IC-FSE show that an appropriate order of TFN in the fuzzy weights of objective criteria 

with less uncertainty is achieved by taking into account all the information about the uncertainty in the 

computation process. 

In this study, the proposed IC-FSE method succeeded in weighting the sustainability criteria in a 

fuzzy environment based on quantitative data alone. There is scope to further extend IC-FSE for the case 

when both qualitative and quantitative data are available, as well as for when there exists a dependency 

between criteria and alternatives. Further studies to develop such an extended method will be the subject 

of future work. 

This study demonstrates that IC-FSE is a robust method to weight criteria using quantitative and 

uncertain data. IC-FSE has a broad application potential in other fields to support decision makers in the 

selection problem when dealing with objective weights under uncertainty. 
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Appendix 
 
A) Comparison of normalisation techniques  

 

For deriving fuzzy weights of objective criteria from a decision matrix by means of the Shannon 

Entropy method, a number of normalisation procedures have been reported in the literature. This section 
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assessed the two most frequently used procedures for normalising a fuzzy decision matrix based on the 

Shannon Entropy method, namely the Voogd [72] and Weitendorf [70] ratios [74].  

The Voogd ratios are formulated in the equation below 

𝑟𝑟𝚥𝚥𝚤𝚤� = �
𝑥𝑥𝑗𝑗𝑖𝑖

∑ �𝑥𝑥𝑗𝑗𝑖𝑖�𝑚𝑚
𝑗𝑗=1

�. (A.1) 

The equations (12)–(14) can then substituted by equation (A.1) in order to obtain fuzzy criteria weights 

based on the Voogd normalisation procedure.  

The Weitendorf ratios are expressed in equations (A.2) and (A.3) below. 

a. For the beneficial criteria that should be maximised, such as capacity factor (C1) and prospective 

jobs creation (C6), the following equation is applied: 

𝑟𝑟𝚥𝚥𝚤𝚤� =
𝑥𝑥𝑗𝑗𝑖𝑖 − min(𝑥𝑥𝑗𝑗𝑖𝑖)

max(𝑥𝑥𝑗𝑗𝑖𝑖) − min(𝑥𝑥𝑗𝑗𝑖𝑖)
. (A.2) 

b. For the non-beneficial criteria that should be minimised, such as water consumption (C2), GHG 

emissions (C3), area requirement (C4) and LEC (C5), the equation below is then applied: 

𝑟𝑟𝚥𝚥𝚤𝚤� =
max (𝑥𝑥𝑗𝑗𝑖𝑖) − 𝑥𝑥𝑗𝑗𝑖𝑖

max(𝑥𝑥𝑗𝑗𝑖𝑖) − min(𝑥𝑥𝑗𝑗𝑖𝑖)
. (A.3) 

Equations (A.2) and (A.3) were used to substitute equations (12)–(14) in order to obtain fuzzy criteria 

weights based on the Weitendorf normalisation procedure. A fundamental problem arises when the lowest 

and/or most likely and/or highest numbers in TFN are the same. The denominator in such a scenario will 

be zero and the fraction is therefore undefined. In this situation, it is impossible to compute further 

calculations. For example, in the study presented here, the lowest number in TFN for onshore wind, CSP 

and PV with respect to area requirement is 10 m2/kW. For this reason, this work only compared the results 

obtained from the Voogd normalisation procedure. 

Table A.1 shows the results for fuzzy entropy values, fuzzy entropy weights, and crisp entropy 

weights that are obtained from IC-FSE by using the Voogd normalisation procedure. Based on the crisp 

entropy weights, the rank of each criterion is water consumption ≻ area requirement ≻ GHG emissions ≻ 

levelised energy cost ≻ prospective jobs creation ≻ capacity factor, which is similar to the rank that was 

obtained from the Nijkamp and Delft’s normalisation procedure shown in Table 4. However, it is worth 

noting that by employing the Nijkamp and Delft’s normalisation procedure in equations (12)–(14), the 

distance between the middle values and lower and upper values of the fuzzy entropy values and the fuzzy 

entropy weights are smaller than those obtained by applying the Voogd’s normalisation procedure. Fig. 

A.1 shows the comparison of fuzzy entropy weights (𝑤𝑤𝚤𝚤)�  of water consumption and area requirement that 

are obtained from the Nijkamp and Delft’s normalisation procedure and the Voogd normalisation procedure. 

As can be seen from Fig. A.1, the smaller area of TFN was produced from the Nijkamp and Delft’s 

normalisation. Thus, the Nijkamp and Delft’s normalisation results in less vague fuzzy entropy weights 

than those acquired by the Voogd’s normalisation. 

 

Table A.1 The fuzzy entropy values (𝑒𝑒𝚤𝚤�), fuzzy entropy weights (𝑤𝑤𝚤𝚤)� , normalised crisp entropy weights  
(𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖) and the ranking of criteria obtained from the Voogd normalisation procedure. 
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 Capacity 
factor 
(C1) 

Water 
consumption 

(C2) 

GHG 
emissions 

(C3) 

Area 
requirement 

(C4) 

Levelised 
energy cost 

(C5) 

Prospective 
jobs  
(C6) 

(𝑒𝑒𝚤𝚤�) (0.8, 0.94, 
0.96) 

(0.2, 0.6, 0.71) (0.32, 0.89, 
0.93) 

(0.09, 0.86, 
1.0) 

(0.38, 0.86, 
0.96) 

(0.55, 0.92, 
0.96) 

(𝑤𝑤𝚤𝚤)�  (0.01, 0.06, 
0.31) 

(0.09, 0.42, 
0.81) 

(0.02, 0.12, 
0.63) 

(0.0, 0.15, 
0.66) 

(0.01, 0.15, 
0.59) 

(0.01, 0.08, 
0.51) 

(𝐶𝐶𝑂𝑂𝐶𝐶𝑖𝑖) 0.083 0.285 0.166 0.174 0.162 0.13 
Rank 6 1 3 2 4 5 

 

 
Fig. A.1 The comparison of fuzzy entropy weights (𝑤𝑤𝚤𝚤)�  of water consumption and area requirement criteria 

that are obtained from the Nijkamp and Delft’s normalisation procedure and the Voogd normalisation 

procedure.  

 

B) A Comparison of IC-FSE with an existing method based on ordered fuzzy numbers 
 

The main differences between the proposed IC-FSE and the existing method based on ordered fuzzy 

numbers [28] are in the normalisation procedure that is formulated in equations (12)–(14), the computation 

of the fuzzy entropy values (𝑒𝑒𝚤𝚤�) that is formulated in equations (15)–(19), and the computation of the fuzzy 

entropy weights (𝑤𝑤𝚤𝚤)�  that is formulated in equations (20)–(23). In the Kacprzak’s method, the Voogd’s 

normalisation procedure is applied to normalise elements of TFN in a fuzzy decision matrix. Equations 

(B.1)–(B.3) show the algorithms for finding  𝑟𝑟𝚥𝚥𝚤𝚤� = �𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿
𝐾𝐾 , 𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀

𝐾𝐾 , 𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈
𝐾𝐾 �,  𝑖𝑖 = 1, … ,𝑛𝑛 and 𝑗𝑗 = 1, … ,𝑚𝑚   (where the 

superscript index 𝐾𝐾 represents the fuzzy arithmetic based on the Kacprzak method and the sub-subscript 

indexes 𝐿𝐿, 𝑀𝑀, and 𝑈𝑈 refer to the lowest, middle and highest boundary values).  

𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿
𝐾𝐾 = �

𝑥𝑥𝑗𝑗𝑖𝑖𝐿𝐿

∑ �𝑥𝑥𝑗𝑗𝑖𝑖𝐿𝐿�𝑚𝑚
𝑗𝑗=1

 �, 
(B.1) 

𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀
𝐾𝐾 = �

𝑥𝑥𝑗𝑗𝑖𝑖𝑀𝑀

∑ �𝑥𝑥𝑗𝑗𝑖𝑖𝑀𝑀�𝑚𝑚
𝑗𝑗=1

�, 
(B.2) 

𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈
𝐾𝐾 = �

𝑥𝑥𝑗𝑗𝑖𝑖𝑈𝑈

∑ �𝑥𝑥𝑗𝑗𝑖𝑖𝑈𝑈�𝑚𝑚
𝑗𝑗=1

 �. 
(B.3) 

In addition, the algorithms for obtaining fuzzy entropy values, (𝑒𝑒𝚤𝚤�) =  �𝑒𝑒𝑖𝑖𝐿𝐿
𝐾𝐾, 𝑒𝑒𝑖𝑖𝑀𝑀

𝐾𝐾 , 𝑒𝑒𝑖𝑖𝑈𝑈
𝐾𝐾 �, based on the Kacprzak’s 



19 
 

method are formulated in the following equations: 

𝑒𝑒𝑖𝑖𝐿𝐿
𝐾𝐾 =

⎩
⎪
⎨

⎪
⎧
−  
∑ �

𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿
∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿𝑚𝑚
𝑗𝑗=1

× 𝑙𝑙𝑛𝑛
𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝐿𝐿𝑚𝑚
𝑗𝑗=1

�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
 

⎭
⎪
⎬

⎪
⎫

, (B.4) 

𝑒𝑒𝑖𝑖𝑀𝑀
𝐾𝐾 = −  

∑ �
𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀𝑚𝑚
𝑗𝑗=1

× 𝑙𝑙𝑛𝑛
𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑀𝑀𝑚𝑚
𝑗𝑗=1

�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
,  

(B.5) 

𝑒𝑒𝑖𝑖𝑈𝑈
𝐾𝐾 =

⎩
⎪
⎨

⎪
⎧
−  
∑ �

𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈
∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈𝑚𝑚
𝑗𝑗=1

× 𝑙𝑙𝑛𝑛
𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈

∑ 𝑟𝑟𝑗𝑗𝑖𝑖𝑈𝑈𝑚𝑚
𝑗𝑗=1

�𝑚𝑚
𝑗𝑗=1

ln𝑚𝑚
 

⎭
⎪
⎬

⎪
⎫

, (B.6) 

while the algorithms for computing the fuzzy entropy weight (𝑤𝑤𝚤𝚤�) =  �𝑤𝑤𝑖𝑖𝐿𝐿
𝐾𝐾,𝑤𝑤𝑖𝑖𝑀𝑀

𝐾𝐾 ,𝑤𝑤𝑖𝑖𝑈𝑈
𝐾𝐾 � of each criterion are 

expressed in the following equations: 

𝑤𝑤𝑖𝑖𝐿𝐿
𝐾𝐾  =  ��

1 − 𝑒𝑒𝑖𝑖𝐿𝐿
𝐶𝐶

∑ 𝑒𝑒𝑖𝑖𝐿𝐿
𝐶𝐶𝑛𝑛

𝑖𝑖=1
��, (B.7) 

𝑤𝑤𝑖𝑖𝑀𝑀
𝐾𝐾 =

1 − 𝑒𝑒𝑖𝑖𝑀𝑀
𝐾𝐾

∑ 𝑒𝑒𝑖𝑖𝑀𝑀
𝐾𝐾𝑛𝑛

𝑖𝑖=1
, (B.8) 

𝑤𝑤𝑖𝑖𝑈𝑈
𝐾𝐾  =  ��

1 − 𝑒𝑒𝑖𝑖𝑈𝑈
𝐶𝐶

∑ 𝑒𝑒𝑖𝑖𝑈𝑈
𝐶𝐶𝑛𝑛

𝑖𝑖=1
��. (B.9) 

 

Table B.1 The fuzzy entropy values (𝑒𝑒𝚤𝚤�) and fuzzy entropy weights (𝑤𝑤𝚤𝚤�) obtained from the Kacprzak’s 

method 
 Capacity 

factor 
(C1) 

Water 
consumption 

(C2) 

GHG 
emissions 

(C3) 

Area 
requirement 

(C4) 

Levelised 
energy cost 

(C5) 

Prospective 
jobs  
(C6) 

(𝑒𝑒𝚤𝚤�) (0.86, 0.94, 
0.93) 

(0.33, 0.6, 
0.71) 

(0.89, 0.89, 
0.93) 

(1.0, 0.86, 
0.72) 

(0.96, 0.86, 
0.86) 

(0.96, 0.92, 
0.95) 

(𝑤𝑤𝚤𝚤)�  (0.14, 0.06, 
0.08) 

(0.67, 0.42, 
0.32) 

(0.11, 0.12, 
0.08) 

(0.0, 0.15, 
0.31) 

(0.04, 0.15, 
0.15) 

(0.04, 0.08, 
0.06) 

 
Table B.1 shows the fuzzy entropy values (𝑒𝑒𝚤𝚤�) and fuzzy entropy weights (𝑤𝑤𝚤𝚤�) obtained from the 

Kacprzak’s method. As can be observed from Table B.1, the lower, middle and upper values of (𝑒𝑒𝚤𝚤�) and 

(𝑤𝑤𝚤𝚤�) do not follow the notion of TFN that is presented in equation (1). Thus, the results do not represent a 

fuzzy number; in fact, they are just a triplet of real numbers. In addition, since such triplet of real numbers 

does not represent a TFN, the fuzzy entropy weights (𝑤𝑤𝚤𝚤�) cannot be represented graphically and cannot 

be compared to those obtained from IC-FSE. It can be concluded that by taking into account the 

interactions among the elements in the calculations, the application of constrained fuzzy arithmetic in IC-

FSE results in a correct estimation of the fuzzy entropy weights (𝑤𝑤𝚤𝚤�). 
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