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Abstract

Atopic dermatitis (AD) is a highly pruritic, chronically relapsing, inflammatory skin disease and is characterised by acute flares and eczematosus lesions with dry skin. Despite efforts by the research community to uncover its pathophysiological mechanisms, they remain elusive. Furthermore, effective guidelines of treatment are not well established with a lack of consensus about the best and safest way to apply treatments. Failure to understand the pathogenetic mechanisms and establish effective treatment guidelines will continue to affect the quality of life of existing patients and increase prevalence of the disease.

In our group, there has been a concentrated effort to study AD using a systems-biology approach, through the synthesis of mathematical modelling frameworks that integrate experimental and clinical data. Our models describe regulatory networks of key biochemical and cellular interactions related to the pathology and pathogenesis of AD. Previous models, explored the onset mechanisms of the disease, as well as, the genetic or environmental factors that trigger it, however they did not consider late stages of AD characterised by impaired adaptive immune responses.

In this thesis, we use a systems-level approach, by constructing and analysing mathematical models, to investigate AD with the aim of uncovering the mechanisms of its onset and progression, and to develop computational treatment regimens. We first develop a mathematical model of the late stages of AD, by including adaptive immune responses. The model reproduces several clinical phenotypes and suggests a qualitative pathogenic mechanism of disease progression, from early to late stages, via allergic sensitisation. By incorporating the effects of treatments in our model, we propose a theoretical framework for the computational design of patient-specific preventive and symptom management treatments. Our approach stratified patient phenotypes based on the success and effectiveness of treatment. Finally, since the process of allergic sensitisation can be mediated by a defective epidermal barrier, we propose a model of the de-novo synthesis of epidermal barrier components. With this model, we explore how the dysregulation of the networks controlling epidermal homeostasis can lead to a pathophysiological state. This work provides a theoretical framework for the study of AD and the design of optimised patient-specific treatment protocols.
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# Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Atopic Dermatitis</td>
</tr>
<tr>
<td>AMP</td>
<td>Anti-Microbial Peptide</td>
</tr>
<tr>
<td>DC</td>
<td>Dendritic Cell</td>
</tr>
<tr>
<td>DDE</td>
<td>Delay Differential Equation</td>
</tr>
<tr>
<td>DE</td>
<td>Differential Evolution</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
</tr>
<tr>
<td>FLG</td>
<td>Filaggrin</td>
</tr>
<tr>
<td>GWAS</td>
<td>Genome-Wide-Association-Study</td>
</tr>
<tr>
<td>IL</td>
<td>InterLeukin</td>
</tr>
<tr>
<td>KLK</td>
<td>Kallikrein</td>
</tr>
<tr>
<td>LEKTI</td>
<td>Lympho-Epithelial Kazal-Type Inhibitor</td>
</tr>
<tr>
<td>LMS</td>
<td>Linear Multistep-Step</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Control</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equation</td>
</tr>
<tr>
<td>OVA</td>
<td>Ovalbumin</td>
</tr>
<tr>
<td>PAR</td>
<td>Protease Activated Receptor</td>
</tr>
<tr>
<td>SN</td>
<td>Saddle-Node</td>
</tr>
<tr>
<td>TC</td>
<td>TransCritical</td>
</tr>
<tr>
<td>TEWL</td>
<td>Trans-Epidermal-Water-Loss</td>
</tr>
<tr>
<td>TLR</td>
<td>Toll-Like Receptor</td>
</tr>
<tr>
<td>TSLP</td>
<td>Thymic Stromal Lympho-Poietin</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivation

Atopic dermatitis (AD) is a highly pruritic [1], chronically relapsing [2], inflammatory skin disease [3], with a high socioeconomic burden [4]. The motivational factor to study AD in this thesis, lies in the yet undiscovered underlying pathogenic mechanisms [5–7] and lack of individualised effective treatment strategies [8]. The unknown etiopathogenesis prevents the development of effective treatments which, in turn, increase disease prevalence and further escalates the socioeconomic burden.

Current understanding of the pathogenic mechanisms involve defective epidermal function [9–11] and aberrant immune responses [5, 12, 13]. Although, genetic factors have been identified as the main pathogenic contributors [14–16], increased incidence rates [17] and the disease association to allergen sensitisation [18], suggest an environmental component involved in the development of AD [19]. Therefore, the gene-environment interactions [20] result in the multifactorial pathogenesis of AD [21]. This renders AD a complex disease, contributing to the undeciphered pathogenic mechanisms and lack of effective treatments. Current treatments target the symptoms of AD [22] instead of the underlying causes, which could possibly explain why only 24% of patients and caregivers believe that symptoms are adequately managed by these treatments [23]. Topical emollients and corticosteroids form the cornerstone treatments for AD [24–27], however, as suggested in [28] there is “limited evidence to recommend an optimal dosing or frequency of topical corticosteroids”. In [29] a similar sentiment is expressed concerning
emollients, while other research is still focused on improving their efficacy [30,31]. Possible reasons for the lack of effective treatment strategies and the unknown pathogenic mechanisms include the heterogeneity of severity [32], the varied clinical phenotypes of AD [33–35], genetic variability in world-wide populations [36], and the relatively recent standardised outcome measures established for treatment in clinical trials [37,38].

The complex multifactorial nature of AD implies that seldom only one factor results in the development of the disease [35]. Therefore, disruption of the regulatory networks of biochemical and cellular interactions that control epidermal barrier function [9,19,39–41] and immune responses [19, 39, 42–45] may result via multiple risk factors. To consider the complex interplay between these regulatory networks we use a systems biology approach, which encompasses the collection of information from the biological literature to identify possible mechanistic interactions, and then translate those interactions into mathematical models that integrate experimental and clinical data. With these models, we perform in-silico experiments to investigate: (a) the synergistic effect of risk factors to uncover the underlying mechanisms that define disease onset and progression; and (b) the effects of treatments to alleviate symptoms and prevent disease progression.

Motivated by the lack of understanding of the pathogenic mechanisms and the current lack of effective treatments, in this thesis, we develop mathematical models of AD to elucidate the intricate biochemical and cellular interactions involved in the development of the disease. This mathematical description allows the exploration of mechanisms that underlie the pathogenic process of AD, and forms the basis for the ultimate goal of this thesis: the construction of a computational framework to design treatment schedules to prevent the onset and progression of AD and the long-term management of flare control.

### 1.2 Aims and objectives

The objective of this thesis is to use a systems biology approach to construct mathematical models, with the aim of understanding the mechanisms with which disruption of physiological processes in the epidermis lead to the development and progression of AD. Furthermore, based on the development of these mechanistic models we aim to develop computational, patient-specific therapeutic interventions to prevent the onset and progression of AD, as well as, to facilitate management of the symptoms for severe and chronic AD. The two main aims can be summarized as follows:
• to understand the underlying mechanisms involved in the pathogenesis of AD and elucidate the physiological processes that are disrupted; and

• to design patient-specific treatment strategies for prevention and management of AD flares.

To successfully achieve these aims, two things are required:

• a quantitative framework in the form of a mathematical model; and

• a computational framework with which we can identify the frequency and dosing of the treatments.

1.3 Thesis overview

The thesis overview is as follows:

• **Chapter 2:** This chapter initially presents the relevant information on AD pertaining to this thesis. Specifically, we discuss the relevant genetic and environmental risk factors involved in the pathogenic mechanisms of AD. Then, a brief overview on the systems-level investigation used in this thesis is discussed, as well as the main previous mathematical models of AD which this research is based. Finally, a toy hybrid mathematical model is presented and analysed to prepare the reader for the results presented in Chapter 3.

• **Chapter 3:** This chapter introduces the reader to the first hybrid mathematical model describing the pathogenic mechanisms of AD. Particularly, with this model we elucidate the underlying mechanisms of the progression of AD by incorporating adaptive immune responses. The model has a “double-switch” motif with the first switch representing the protease-dependent regulation of innate immune responses (equivalent to an AD flare), and the second switch represents the onset of systemic $T_H2$ sensitisation, which is associated with worsening of AD symptoms. We show that the hybrid model can replicate clinical and experimental data, therefore supporting the idea that it provides a plausible mechanistic interpretation for the onset and progression of AD. Furthermore, we explore how known AD genetic risk factors predispose to systemic $T_H2$ sensitisation and how preventive emollient treatment can reduce the risk of sensitisation.
• **Chapters 4 and 5:** These chapters present a computational framework based on optimal control theory, that enables the design of patient-specific treatment protocols. Specifically, our method designs proactive treatment schedules for the optimal use of corticosteroids for patients suffering from moderate to severe AD, with constant use of either emollients (Chapter 4) or coal tar treatment (Chapter 5). Our method illustrates the potential use of numerical simulations to inform clinicians on the best approach to apply corticosteroids to achieve long-term management and prevention of AD flares. We illustrate the design of patient-specific treatments by stratifying patients who react successfully or unsuccessfully to the treatment regimens, based on their genetic profile. Finally, we explore how non-adherence to the optimally calculated treatment protocols affect the long-term management of AD.

• **Chapter 6:** This chapter presents a mathematical model of the regulatory network controlling epidermal homeostasis through the skin barrier component filaggrin. The model is composed of regulatory interactions combining positive and negative feedback mechanisms with delay in order to explore the characteristic self-recovery property of the skin barrier that is achieved by balancing differentiation, proliferation, and desquamation processes. We assess how skin barrier perturbation or genetic factors can affect the recovery of the barrier and predispose to diseases such as AD.

• **Chapter 7:** This chapter presents the general conclusions and possible future extensions of the results presented in the previous chapters. Additionally, it highlights the contribution of this thesis towards the mathematical modelling of AD and the design of computational treatments, as well as, noting potential caveats.

### 1.4 Publications


- Panayiotis Christodoulides, Yoshito Hirata, Elisa Domínguez-Hüttinger, Simon G. Danby, Michael J. Cork, Hywel C. Williams, Kazuyuki Aihara and Reiko
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Literature review

In this chapter we first present a brief background on AD discussing its main clinical features, associated socioeconomic burden, its complex multifactorial pathogenesis, and relevant treatments (Section 2.1). The next section focuses on the systems biology approach used in this thesis (Section 2.2). We then discuss the main previous mathematical models of AD on which this research is based (Section 2.3). In the final section, we describe a simple hybrid mathematical model and analyse its behaviour for a specific set of parameters (Section 2.4).

2.1 AD background

Atopic dermatitis (AD) is a common skin disease characterised by the trifecta [46] of a defective skin barrier (manifesting as dry and scaly skin [47]), dysfunctional immune responses (manifesting as recurrent [48] or chronic [49] inflammation), and susceptibility to skin infections [50, 51]. A possible causal relationship exists between the aforementioned characteristics, summarised as follows: diminished protective capabilities of the skin barrier can result in increased infiltration of pathogens or allergens through the skin, which can activate innate or adaptive immune responses that induce inflammation [41, 52]. These in turn, can interfere with epidermal differentiation programs [53, 54], leading to further impaired barrier function. It is still debated [10, 55] whether a defective barrier is the primary cause of AD that results in aberrant immune responses (outside-inside hypothesis [56]), or an immunologic disturbance that causes epidermal
barrier dysfunction (inside-outside hypothesis [57]). However, given the complexity of AD, it might be possible that both co-exist as primary defects. Evidence for either are discussed further in Section 2.1.2.

AD is recognised as having two distinct forms, namely, extrinsic [55], which is associated with specific IgE-mediated sensitisation to external allergens, and intrinsic [58], which is not accompanied by sensitisation but still manifests with the similar symptoms. However, exposure to allergens can induce systemic sensitisation, a hallmark of allergic diseases [6, 59], which can predispose individuals to develop AD [60]. Systemic allergy sensitisation is therefore an important part of its pathogenic process, however, its mechanisms are not fully understood [61]. Furthermore, AD is frequently associated with other allergic diseases [55] and has been recognised as the first step in the so-called “Atopic March” [62], a series of allergic diseases starting from AD and progressing to asthma, allergic rhinitis, and chronic sinusitis [17, 63]. This suggests roots of common pathogenic mechanisms [60, 62]. Given the importance of systemic sensitisation, in Chapter 3 we introduce a mathematical model that describes potential mechanisms for its development.

2.1.1 Epidemiology and socioeconomic burden

AD is one of the most common skin diseases, with onset usually in early childhood [17]. Current prevalence statistics of AD range from 1% to 30% [8, 64–69] in children, depending on geographical location, and 1-3% in adults [17, 64]. In addition, there has been an increasing incidence, especially in industrialised countries [17, 70], suggesting that environmental factors are involved in AD pathogenesis [71]. Eighty-five percent of AD cases manifest within 5 years of age [55], however, 70% of patients have spontaneous remission before adolescence [17].

Although not life threatening, AD has a high social impact evident from consistently low quality of life indices reported by patients and their corresponding caregivers, compared to the unaffected population [72–74] and patients with other skin diseases [75–77]. Patients experience psychosocial effects [78] such as sleeping disorders [79], anxiety [80], and depression [23] and are often described as having difficulty in social interactions due to their symptoms [72, 81–83]. Furthermore, in one study, AD patients showed significantly greater loss of work productivity [80]. From an economic standpoint, AD presents a burden to the affected families, as well as, to the healthcare system. Individu-
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Annual costs in Australia, North Korea and Singapore range from USD 1000 to 6000 per person [84], while estimated national costs of treatment are as high as USD 3.8-5.3 billion per year in the US [4,85] and EUR 3.5 billion in Germany [86]. The wider socio-economic impacts will continue to burden individuals and society if the current lack of understanding of the pathogenic mechanisms and development of effective treatments remain unresolved.

2.1.2 Genetic and environmental risk factors

AD can develop as a consequence of defective regulatory genetic networks controlling skin barrier function [9,19,39–41] and immune responses [19,39,42–45], which result from the complex interplay between genetic and environmental risk factors [30,87] (Fig. 2.1). These gene-environment interactions make it increasingly complicated to uncover the pathogenic mechanisms of AD and devise effective treatments. This complexity, coupled with the heterogeneity of severity [32], the varied clinical phenotypes of AD [33–35], and genetic variability in world-wide populations [36], further contribute to the lack of understanding of the aetiology and pathogenic mechanisms.

Evidence suggests that the main genes predisposing to the development of AD can be divided into two groups [64]: (i) epidermal barrier function; and (ii) immune-mediated pathways [88]. Gene loci connected to epidermal homeostasis have been identified by Genome-Wide-Association Studies (GWAS) [89], with the filaggrin (FLG) gene, encoding an important structural protein of the epidermal barrier, being among the most widely replicated [40,90]. Mutations in the SPINK5 gene, which leads to loss of the protease inhibitor LEKTI and subsequent enhanced activity of kallikrein (KLK) proteases [14,91], have been associated to AD [92]. Defects in the innate immune system, such as diminished recruitment of neutrophils, toll-like receptor defects, and reduced levels of anti-microbial peptides [93], have been shown to affect the development and severity of AD [50]. Inflammatory genes, including many encoding Th2 cytokines [10,88], have also been linked to its development, illustrating an adaptive immune defect [94]. Nevertheless, although genetic defects explain many subgroups of AD patients, they cannot explain the great heterogeneity of AD phenotypes [35].

Although FLG gene mutations are the most widely replicated AD genetic risk factor, only 30%-40% [35,95] of AD patients present with FLG mutations suggesting that environmental factors or other unidentified genetic loci could play a role its pathogen-
Figure 2.1: Pathogenic mechanisms of AD. Genetic and environmental factors related to the skin barrier and immune system, which can drive the development of AD. Adapted from [35].

esis. Gene expression of filaggrin can also be altered by acquired factors, for example $T_H2$-mediated immune responses that affect terminal differentiation programs [96–98], reinforcing the interplay between impaired epidermal function and immune responses. Furthermore, a weak epidermal barrier can result in increased infiltration of pathogens or allergens [99,100] that can activate inflammatory circuits [100,101] and lead to severer AD symptoms. Additional environmental factors that can promote an AD phenotype are noted in the literature, such as hard water [30], detergents and surfactants [30], among others [19,41–45]. Persistent percutaneous aggravation from specific allergens or irritants can cause IgE responses, typical of extrinsic AD, and cause allergic sensitisation [100,102]. Moreover, late stages of AD are characterised by allergic sensitisation [100,102,103], which is associated with an irreversible impairment of adaptive immune responses via systemic $T_H2$ sensitisation [35] and worsening of AD symptoms. Given that systemic $T_H2$ sensitisation is characteristic of the late stages of AD [102], in order to understand the onset and progression of the disease it is relevant to uncover the underlying mechanisms that induce it. It should be noted that not all patients diagnosed with AD have a specific IgE-mediated sensitisation to allergens [101], further cementing the gene-environment interaction.
2.1.3 Treatments for AD

A cure for AD does not currently exist and treatments focus on the relief of symptoms that develop through its complex pathogenic mechanisms. Cornerstone treatments for mild-to-moderate AD include topical moisturisers [25], which improve skin barrier function and reduce transepidermal water loss (TEWL) [94, 104], and corticosteroids [105], which reduce inflammation by inhibiting the release of proinflammatory cytokines [25]. Patients not responsive to corticosteroids or reluctant to use them, due to steroid phobia [8], are typically prescribed steroid-sparing treatments such as topical calcineurin inhibitors [106, 107], which address cutaneous inflammation while also lacking many of the side-effects of corticosteroids [3].

The skin of AD patients is prone to secondary bacterial infection and is frequently inhabited by *Staphylococcus* and *Streptococcus* species [1, 108], necessitating the use of antibiotics [70]. In cases of refractory AD, more potent corticosteroids are necessary [65], but long-term use of potent steroids has been associated to cutaneous adverse affects [25], such as skin atrophy [23], as well as systemic side-effects [23]. Finally, for advanced and severe cases of AD, systemic treatments are available [25, 28, 109–111], but such treatments are associated with several risks [109, 112] or are impractical and therefore rarely recommended [109].

Recently, a new form of treatment with a drug called dupilumab, a monoclonal antibody targeting IL4 and IL13 signalling, has shown great success in the treatment of difficult to treat AD [68]. Phase III clinical trials showed improved clinical signs and symptoms, as well as, psychosocial symptoms and quality of life [113], however, due to unwanted side-effects further studies have been recommended to prove its safety [114]. Nevertheless, the FDA has recently approved dupilumab injections, marketed with the name Dupixent, for the use against moderate to severe AD.

Traditional treatment regimens follow a reactive approach in the application of topical anti-inflammatory agents, however, long-term prevention of flares is difficult to maintain [115]. Since even the non-affected skin of AD patients presents with immunological defects [96, 116] a proactive approach (or weekend therapy) is now advocated for patients with frequent outbrakes of moderate-to-severe AD [117–119]. This treatment strategy entails an initial symptom stabilisation phase with topical application of corticosteroids or calcineurin inhibitors [120, 121] and a secondary maintenance phase with low-dose intermittent (usually 2-3 days weekly) application of topical anti-inflammatory treatments.
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in commonly affected areas [28,117,122,123].

2.1.4 Skin barrier function

The outermost layer of the skin is termed the epidermis [124] and plays a critical role in epithelium tissue homeostasis as it possesses physical, chemical, microbial, and immunologic barrier functions [49, 125, 126]. However, most of these defensive functions seem to be localised in the most superficial layer of the epidermis, the stratum corneum [127] (Fig. 2.2). Specifically, the stratum corneum protects from external stressors [128], by serving as the first line of defence against invading pathogens and allergens [40,129], and helps maintain internal fluid and electrolyte homeostasis [53] by providing an occlusive interface that restricts water loss. Furthermore, human epithelium is often colonised by non-pathogenic bacteria that provide a microbiological barrier to infection by competing with pathogens for nutrients [126]. These non-pathogenic bacteria, may also be able to produce antimicrobial substances that prevent infection [126].

The epidermal barrier is a result of the tight regulation of cell proliferation, differentiation and migration processes [130,131], as well as, degradation of skin cells at the top layer of the epidermis (desquamation) [132–134]. Stratified epithelial cells, that cover the epidermis, are continuously renewed through proliferation of keratinocytes, which constitute the major epidermal cell type [124], with the differentiation program, from viable to non-viable keratinocytes (corneocytes), involving a complex set of biochemical events [135,136].

At the upper levels of the skin, the formation of the stratum corneum results from corneodesmosome-mediated intercellular cohesion of corneocytes [135], which are embedded in a lipid/protein envelope (cornified envelope) [137]. Filaggrin protein [40,90,138] and other terminal differentiation products are expressed, which enable the cross-linking of the cornified envelope with the keratin cytoskeleton [55]. The formation of the cornified envelope, cohesion via tight junctions, and the cross-linking to the cytoskeleton confer structural stability to the skin barrier and are determinants for its proper function. Finally, the process of desquamation through KLK-induced degradation of corneodesmosomes [139], leads to the renewal of the stratum corneum.

A key property of a healthy skin barrier is the return to a homoeostatic state in response to skin barrier damage [140,141]. This property is still not well understood mechanistically and in Chapter 6 we propose mathematical models of the regulatory structures
filegrin into a mechanical structure called the cornified envelope. Finally, the lamellar bodies release lipids precursors and lipid enzymes that form a lipid envelope that is associated with CE.

5. As the corneocytes move apically corneodesmosomes are degraded by extracellular proteases that ultimately lead to the detachment of filegrin from the CE-LE structure. Filegrin is further degraded in the extracellular space, and its degradation products are released into the extracellular space.

**Figure 2.2:** Schematic representation of the structure and functions of the epidermis. Keratinocytes from the lower level of the epidermis (stratum basale - not shown in figure) differentiate into the stratum granulosum (red blocks). Cells in the stratum granulosum release proteins (such as FLG - green circles) and lipids structures that contain enzymes (such as KLKs - noted in black), becoming anucleated cells (corneocytes), thus forming the stratum corneum. Corneodesmosomes (black elongated rods) bind the corneocytes together which are embedded in the cornified envelope (green mesh). KLK is the stratum corneum cleave the corneodesmosomes causing desquamation This forms the skin barrier that protects against the penetration of environmental stimuli but also restricts the flow of water.

involved in this process in order understand it in the context of AD.

### 2.2 Systems-biology approach

The realisation of the complexity and variability of human biology [142], as well as, the large volume of data generated by experimental approaches in molecular biology has led to the creation of new fields such as systems biology, bioinformatics, and synthetic biology [143–145]. In the core of these fields is the study of biological systems, for example biochemical and cellular systems. Such biological systems can be represented by complex, highly interconnected regulatory networks and subsequently translated into
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precise mathematical terms as mathematical models, in order to provide insight into their dynamical properties [146,147]. As such, mathematical modelling has emerged as a substantial tool “for formulating mechanistic hypotheses precisely and for deriving with confidence physiological implications” [146] of biological systems.

Multidisciplinary research performed by biologists, mathematicians, physicists, and engineers has provided solutions in the areas of preemptive medicine, diagnostic tools, and target oriented molecular therapies [148–152], but has also helped uncover salient features of disease pathogenic mechanisms [152–155]. Often the latter involves the identification of biochemical or cellular networks of interest and how the deregulation of their mechanistic properties leads to loss of function. In this sense, the failure of complex biological control mechanisms leads to a pathophysiological phenotype. Examples include pathogen [156] or bacterial infection [157,158], AD [132–134], blood iron homeostasis [159], and immune regulation by regulatory T cells [160]. Therefore, with system-level approaches we can characterise important biological control mechanisms that ultimately improve our understanding of pathogenic processes. This understanding can potentially guide the design of biomarkers and guide the development of novel preventive or therapeutic treatments with clinical implications.

To investigate the mechanisms of AD pathogenesis, we propose following a systems biology approach. Specifically, we define a systems biology approach as the use of engineering and computational methodologies to develop mathematical models that represent pivotal biochemical and cellular networks of biological systems. These models, when integrated with biological and clinical information, can be used to decipher the control mechanisms of biological systems, predict disease outcome, and guide development of novel treatments.

The suggested systems biology approach followed in this thesis is motivated by the complex biological processes involved in the development of AD. Specifically, our mathematical models are represented by sets of Ordinary-Differential Equations (ODE) or Delay-Differential Equations (DDE) with components that operate at different time-scales. This approach lends itself naturally to the study of complex interconnected regulatory networks, where there is a need to investigate their feedback mechanisms and the synergistic effects of multiple risk factors. Furthermore, we can explore the effects of multiple targeted treatments on the components of the regulatory networks, thus developing combinatorial treatment approaches. Treatment application is a dynamic process and identifying temporal protocols requires the use of dynamic optimisation techniques
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2.3.1 KLK Model

The first model to capture the clinical characteristics of AD was presented by Tanaka et al. [166]. A systems-level investigation was used where the authors developed a mathematical model represented by a set of ODE, which integrates microarray data of Protein Activated Receptor (PAR) activity for both healthy and AD patients. This mathematical model represents key biochemical reactions of enzymatic activity in the epidermis that regulate barrier function and innate immune responses. As such, with this model the outbreak of inflammation in AD patients caused by an external stimulus was investigated. This external stimulus leads to the overactivation of enzymes found in the skin, namely kallikreins (KLK5), and subsequent activation of their downstream targets, such as PAR2, that can induce an immune response.

We refer to the model presented in [166] as the KLK Model and is described by the
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following system of equations:

\[
\dot{[KLK5^*LEKTI]}(t) = k_a[KLK5^*](t)[LEKTI](t) - k_d[KLK5^* - LEKTI](t) \\
- \delta_L[KLK5^* - LEKTI](t),
\]

\[
[LEKTI](t) = -k_a[KLK5^*](t)[LEKTI](t) + k_d[LEKTI - KLK5^*](t) \\
- \delta_L[LEKTI](t) + t_L(m_L + f_{LS}S + f_L[PAR2^*](t)),
\]

\[
[KLK5^*](t) = -k_a[KLK5^*](t)[LEKTI](t) + k_d[LEKTI - KLK5^*](t)
\]

\[
+ \frac{k_c[KLK5^*](t)[KLK5](t)}{[KLK5^*](t) + C_K} - \delta_K^*[KLK5^*](t),
\]

\[
[KLK5](t) = -k_c[KLK5^*](t)[KLK5](t) - \delta_K^*[KLK5](t) + m_K + f_{KS}S
\]

\[
+ f_K[PAR2^*](t),
\]

\[
[PAR2](t) = -k_c[KLK5^*](t)[PAR2](t) - \delta_P^*[PAR2](t) + m_P,
\]

\[
[PAR2^*](t) = k_c[KLK5^*](t)[PAR2](t) - \delta_P^*[PAR2^*](t),
\]

where the dynamic variables \([KLK5^*LEKTI](t), [LEKTI](t), [KLK5^*](t), [KLK5](t), [PAR2](t), [PAR2^*](t)\) represent the concentrations of activated kallikrein and protease inhibitor complex, protease inhibitor, activated kallikrein, inactivated kallikrein, inactivated protease activated receptors, and activated protease activated receptors, respectively.

The model equations were developed based on mass-action and Michaelis-Menten kinetics. An analytically tractable initial condition can be identified by setting \(\dot{x} = 0\) (where the overdot notation represents the time derivative of the variable i.e \(\dot{x} = \frac{dx}{dt}\)); that initial condition corresponds to the non-inflammatory state with \([PAR2^*]_{ss} = 0\).

The parameters of the model were non-dimensionalised based on the parameter \(k_a\) and include association/dissociation rates, activation rates, basal degradation rates, and feedback modulation strengths of the constituent molecules. The parameter \(S\) corresponds to an external stimulus (such as environmental pathogen) which increased levels can lead to the initiation of inflammatory responses in the skin. The schematic of the model is given in Fig. 2.3 and a description of the model parameters with their nominal
Table 2.1: Definition of model parameters and their nominal values for the KLK Model (Eq. 2.1). Parameters are normalised with respect to \( k_a \). Adapted from [166].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Nominal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_a )</td>
<td>( LEKTI - KLK5^* ) association rate</td>
<td>1</td>
</tr>
<tr>
<td>( k_d )</td>
<td>( LEKTI - KLK5^* ) dissociation rate</td>
<td>1</td>
</tr>
<tr>
<td>( k )</td>
<td>( KLK5 ) activation rate</td>
<td>10</td>
</tr>
<tr>
<td>( k_P )</td>
<td>( PAR2 ) activation rate</td>
<td>( \approx k )</td>
</tr>
<tr>
<td>( \delta_L )</td>
<td>( LEKTI ) degradation rate</td>
<td>0.5</td>
</tr>
<tr>
<td>( \delta_K )</td>
<td>( KLK5 ) degradation rate</td>
<td>1</td>
</tr>
<tr>
<td>( \delta_LK )</td>
<td>( LEKTI - KLK5^* ) degradation rate</td>
<td>( \approx \delta_K )</td>
</tr>
<tr>
<td>( \delta_K^* )</td>
<td>( KLK5^* ) degradation rate</td>
<td>( \approx \delta_K )</td>
</tr>
<tr>
<td>( \delta_P )</td>
<td>( PAR2^* ) degradation rate</td>
<td>0.5</td>
</tr>
<tr>
<td>( \delta_P^* )</td>
<td>( PAR2^* ) degradation rate</td>
<td>( \approx \delta_P )</td>
</tr>
<tr>
<td>( t_L )</td>
<td>( LEKTI ) production capability</td>
<td>1</td>
</tr>
<tr>
<td>( C_K )</td>
<td>Half-saturation of ( KLK ) activation</td>
<td>50</td>
</tr>
<tr>
<td>( C_P )</td>
<td>Half-saturation of ( PAR2 ) activation</td>
<td>( \approx C_K )</td>
</tr>
<tr>
<td>( m_P )</td>
<td>Basal production rate of ( PAR2 )</td>
<td>10</td>
</tr>
<tr>
<td>( m_L )</td>
<td>Basal production rate of ( LEKTI )</td>
<td>1</td>
</tr>
<tr>
<td>( m_K )</td>
<td>Basal production rate of ( KLK5 )</td>
<td>0</td>
</tr>
<tr>
<td>( f_{KS} )</td>
<td>Rate of ( KLK5 ) production by stimulus</td>
<td>0.5</td>
</tr>
<tr>
<td>( f_{LS} )</td>
<td>Rate of ( LEKTI ) production by stimulus</td>
<td>0.05</td>
</tr>
<tr>
<td>( f_K )</td>
<td>Feedback strength from ( PAR2^* ) to ( KLK5 )</td>
<td>0-1</td>
</tr>
<tr>
<td>( f_L )</td>
<td>Feedback strength from ( PAR2^* ) to ( LEKTI )</td>
<td>0-0.5</td>
</tr>
</tbody>
</table>

values are given in Table 2.1.

The model focuses on the regulation of KLK5 activity in the upper levels of the epidermis and considers the mechanisms of autoactivation of KLK5, inhibitory regulation of KLK5 through LEKTI, activation of PAR2 by KLK5 and, finally, feedback regulation from PAR2 to both LEKTI and KLK5. The protease KLK5 mediates the control of skin desquamation by enzymatically cleaving corneodesmosomes that connect the skin cells in the upper epidermis. Furthermore, KLK5 modulates innate immune responses through the activation of PAR2, which increase the expression of pro-inflammatory cytokines [103,168]; a clinical sign prevalent in patients with AD. Therefore, the regulatory structure proposed by the authors combines dual-positive feedback regulation of active KLK (KLK*) and its inhibitor LEKTI by inflammation-inducing PAR2.

In their analysis Tanaka et al. [166], explored the effects of both genetic factors, in the form of deficient expression of the protease inhibitor LEKTI, and environmental factors such as increased skin pH; both of these have been shown to represent risk factors which
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Here we replicate the bifurcation analysis presented in [166], using the numerical continuation software MATCONT [169], which illustrates that the model can display bistable behaviour (Fig. 2.4a). The steady-state corresponding to low inflammation (i.e low $[\text{PAR}^2]_{ss}$) loses stability via a transcritical (TC) bifurcation [170] as the stimulus ($S$) increases to the activation threshold ($S^+$). For the inflammation to stop, the stimulus needs to decrease to the de-activation threshold ($S^-$), which is lower than $S^+$ illustrating that the model exhibits hysteretic behaviour. The steady-state corresponding to high inflammation undergoes a saddle-node (SN) bifurcation at $S^-$. The steady-state behaviour of activated PAR2 and KLK5 is displayed in Fig. 2.4b and Fig. 2.4c, respectively, for the risk factors corresponding to deficient LEKTI expression (“Low LEKTI”, blue) and increased skin pH (“High pH”, red). Both risk factors result in lower activation and inactivation thresholds ($S^+$ and $S^-$, respectively) of protease-mediated immune responses (Fig. 2.4b) and KLK5 activity (Fig. 2.4c). This leads to increased susceptibility to stimulus, due to lower $S^+$, and a more persistent immune response, due to lower $S^-$. The level of active KLK5 for both risk factors is increased for the same level of stimulus (Fig. 2.4c, red and blue), compared to the control (Fig. 2.4c, black).

We will use this model in the development of our hybrid model (Chapter 3) by approx-
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Figure 2.4: The KLK Model displays bistable behaviour with respect to the stimulus. (a) Steady-state behaviour of $[PAR2^\ast]_{ss}$ corresponding to protease-mediated immune responses as a function of the stimulus. Dashed grey lines correspond to the activation ($S^+$) and inactivation ($S^-$) thresholds. (b) Steady-state behaviour of $[PAR2^\ast]_{ss}$ for the risk factors of deficient LEKTI expression (blue) and increased skin pH (red). (c) Steady-state behaviour of $[KLK5^\ast]_{ss}$ corresponding to the level of active KLK, for the risk factors of deficient LEKTI expression (blue) and increased skin pH (red). Solid and dotted lines correspond to the stable and unstable steady-states, respectively. Squares and circles denote saddle-node (SN) and transcritical (TC) bifurcations, respectively.

imatating the steady-state behaviour of the low and high states of activated PAR2 and KLK5.

2.3.2 A multi-scale model of AD

In [167] a multi-scale model of epidermal homeostasis was developed that considers the interplay between protease-activated innate immune responses, epidermal permeability function, and the intrusion of pathogens through the skin barrier. The authors consider the natural separation of time scales between fast inflammation-inducing biochemical reactions and slow morphogenic processes that establish the epidermal barrier and its homeostatic function. Specifically, by invoking the quasi-steady state assumption [171], they combine the biochemical network introduced in [166] (the KLK Model, Section 2.3.1) with the tissue-level property of epidermal permeability in an integral-differential-algebraic model, in order to investigate the early-phase pathogenic mechanisms of AD.

The quasi-steady state assumption can be applied due to the different time-scales that the dynamic variables operate. While the variables in the KLK Model operate on the slower time-scale of minutes [132], the tissue-levels properties (including cell proliferation and differentiation) operate on the time-scale of hour or days [172, 173]. As such, the variables of the KLK Model achieve their homeostatic behaviour faster than the
variables describing the tissue-level properties, and can therefore be substituted by a set of algebraic equations. The schematic of the network is given in Fig. 2.5 and the mathematical model is described by the following system of equations:

\[
\dot{S}(\tau) = S_{\text{out}} \frac{\bar{P}}{B(\tau)} + \epsilon - S(\tau)(f_{\text{IP}} I_P(\tau) + I_0), \quad (2.2a)
\]

\[
\dot{B}(\tau) = \frac{b_{\text{pre}}}{1 + k_L [\text{PAR}2^*]_{ss}} \left(1 - \frac{B(\tau)}{B}\right) - d_B [KLK5^*]_{ss} B(\tau), \quad (2.2b)
\]

\[
I_P(\tau) = \int_{x=0}^{x=\tau} [\text{PAR}2^*]_{ss} e^{-\gamma x} dx, \quad (2.2c)
\]

and the algebraic equations describing the biochemical events:

\[
0 = k_a [KLK5^*]_{ss} [\text{LEKTI}]_{ss} - k_d [KLK5^* - \text{LEKTI}]_{ss} \quad (2.3a)
\]

\[
- \delta_L [KLK5^* - \text{LEKTI}]_{ss}, \quad (2.3b)
\]

\[
0 = -k_a [KLK5^*]_{ss} [\text{LEKTI}]_{ss} + k_d [\text{LEKTI} - KLK5^*]_{ss} \quad (2.3c)
\]

\[
- \delta_L [\text{LEKTI}]_{ss} + t_L (m_L + f_L S + f_L [\text{PAR}2^*]_{ss}), \quad (2.3d)
\]

\[
0 = -k_a [KLK5^*]_{ss} [\text{LEKTI}]_{ss} + k_d [\text{LEKTI} - KLK5^*]_{ss} + k [KLK5^*]_{ss} \frac{[KLK5^*]_{ss} + C_K}{[KLK5^*]_{ss} + C_K} - \delta_K^*[KLK5^*]_{ss}, \quad (2.3f)
\]

\[
0 = -k [KLK5^*]_{ss} [\text{PAR}2^*]_{ss} + C_P - \delta_K^*[\text{PAR}2^*]_{ss}, \quad (2.3g)
\]

\[
0 = -k [KLK5^*]_{ss} [\text{PAR}2^*]_{ss} + C_P - \delta_K^*[\text{PAR}2^*]_{ss}, \quad (2.3h)
\]

where, \(S(\tau)\) are the infiltrating pathogens, \(B(\tau)\) corresponds to the collective property of barrier integrity, and \(I_P\) is the level of immune responses. The variables \([KLK5^*]_{ss}\) and \([\text{PAR}2^*]_{ss}\) represent the steady-state values of active kallikreins and protease-activated receptors, respectively, as discussed in Section 2.3.1. A description of the model parameters and their nominal values are given in Tables 2.1 and 2.2.

Note that barrier integrity (\(B(\tau)\)) is a term combining many biological processes involved in the self-recovery and proper function of the skin barrier (proliferation/differentiation of corneocytes, cohesion of corneocytes, lipid content etc). However, for simplicity, the authors consider a phenomenological representation of self-recovery dynamics via a
Table 2.2: Definition of parameters and their nominal values for the multi-scale model of AD (Eq. 2.2). Adapted from [167].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Nominal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{out}$</td>
<td>Concentration of external stimulus</td>
<td>95</td>
</tr>
<tr>
<td>$\tilde{P}$</td>
<td>Nominal skin permeability</td>
<td>0.4</td>
</tr>
<tr>
<td>$f_{IP}$</td>
<td>Strength of stimulus eradication by $PAR2^*$-mediated immune reactions</td>
<td>0.8</td>
</tr>
<tr>
<td>$I_0$</td>
<td>$PAR2^*$-independent immune reactions</td>
<td>1</td>
</tr>
<tr>
<td>$b_{pre}$</td>
<td>Concentration of skin barrier precursors</td>
<td>0.5</td>
</tr>
<tr>
<td>$k_{L}$</td>
<td>Strength of lipid release inhibition by $PAR2^*$</td>
<td>10</td>
</tr>
<tr>
<td>$\tilde{B}$</td>
<td>Nominal skin barrier integrity</td>
<td>1</td>
</tr>
<tr>
<td>$d_K$</td>
<td>Rate of desquamation by $KLK^*$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Minimum barrier integrity</td>
<td>001</td>
</tr>
</tbody>
</table>

production term $\left(1 - \frac{B(\tau)}{\tilde{B}}\right)$. In Chapter 6 we propose mathematical models, represented by delay-differential equations, describing the mechanisms with which the self-recovery property can be achieved.

The regulatory network proposed retains the feedback structure of the biochemical interactions proposed in [166] and is composed of positive and negative feedback regulation at the tissue level. Specifically, healthy barrier function reduces the infiltration of pathogens, however, PAR2-induced inflammation, due to the presence of these pathogens, can interfere with barrier recovery processes, thus, resulting in a positive feedback loop. Infiltration of pathogens activate PAR2 signalling, resulting in inflammation that eradicates the stimulus via a negative feedback. Finally, barrier integrity is controlled by the enzymatic activity of KLK, which when excessive, can diminish the protective capabilities of the barrier (Fig. 2.5).

With this model, the authors investigated common risk factors related to AD development, as explored in [166], as well as, risk factors related to skin barrier function. Specifically, they studied risk factors resulting in high skin permeability, represented as deficient $FLG$ expression (“Low $FLG$”), and weak immune defences, represented as deficient eradication of infiltrating pathogens (“Low AMP”). Coincidence of multiple risk factors increased the propensity to develop AD and lead to increased disease severity, while each risk factor was associated with a distinct dynamic signature. The proposed model architecture and the choice of parameters resulted in the model exhibiting qualitative behaviours replicating clinically relevant symptoms of AD: (a) healthy recovery of the epidermal function resulting in homeostasis; (b) oscillations with periodic loss of
homeostasis frequently observed in patients with mild AD and manifesting as an AD flare; and (c) persistent damage as observed in severe AD patients.

The system-level analysis, investigating the interplay between protease-dependent immune responses, barrier function, and infiltrating pathogens described the early-phases of AD pathogenesis, elucidating disease onset mechanisms via known risk factors. This mathematical model, however, does not take into account adaptive immune responses, which are known to be activated in chronic AD patients [5, 102, 103, 174]. In order to understand the pathogenic processes involved in the onset and progression of AD, we develop a hybrid model (Chapter 3) using as a basis the model proposed by Dominguez et al. [167]. Our model considers adaptive immune responses mediated via dendritic cells [45,127,175] that characterise the late-stages of AD. The development of the hybrid system was motivated by its computational simplicity, which enabled us to explore the effect of treatments. We therefore then propose a computational framework for the de-

**Figure 2.5:** Regulatory network of the biochemical and tissue-level interactions controlling epidermal permeability function (multi-scale model). Inner circle: biochemical network proposed in [166]. Adapted from [167].
sign of patient-specific treatment strategies (Chapters 4 and 5) for proactive treatment in the management of severe AD. The protocols for proactive treatment strategies form the first comprehensive approach to develop model-based, closed-loop treatments of AD using optimal control theory.

2.4 A toy hybrid model

The model developed in Chapter 3 is termed a hybrid model. Generally speaking hybrid dynamical systems are those that exhibit continuous state evolutions, as well as, discrete state jumps and/or involve continuous and discrete inputs and outputs [176,177]. In the literature they belong in the wider class of non-smooth dynamical systems [178]. Such systems are quite pervasive in mathematical biology, for example to simulate the firing dynamics of neurons [179], transcription factor regulation of gene-expression [180–182], and cell decision making and division [183–185], and have amassed attention in both academic and industry circles [186].

Hybrid dynamical systems have been noted to exhibit richer and more complicated behaviour compared with their smooth counterparts [187]. In order to view this idea we analyse here a simple linear one-dimensional hybrid dynamical system. Analogous one-dimensional linear dynamical systems cannot exhibit oscillatory behaviour, while as we will see in the example, the system displays regular oscillations.

The simple hybrid dynamical system is described by the following equation:

\[ \dot{x} = R(x) - x(t), \]  

(2.4)

where

\[ R(x) = \begin{cases} 
\alpha, & x(t) > x^- \\
\beta, & x(t) < x^+ 
\end{cases} \]  

(2.5)

(2.6)

with \( \alpha, \beta, x^-, x^+ \in \mathbb{R} \).

The state evolution across time is governed by a linear ODE\(^1\), however, at discrete points in phase space the equations governing the trajectory of the system abruptly

\(^1\)This will result in a solution given by either a negative or positive exponential depending on the initial condition and the choice of \( \alpha \) and \( \beta \).
2.4. A toy hybrid model

\[ x(t) = \begin{cases} \alpha & \text{if } R(x) = \alpha \\ \beta & \text{if } R(x) = \beta \end{cases} \]

Figure 2.6: Oscillatory behaviour of the toy hybrid model defined by Eq. (2.4). (a) Numerical simulation of the time evolution of the state (grey) with initial condition \( x(0) = 0 \), switching boundaries \( x^- = 2 \) and \( x^+ = 4 \) (black dashed lines), and model parameters defining the equilibria of the system: \( \alpha = 1 \) (blue dashed line) and \( \beta = 5 \) (red dashed line). (b) Schematic representation of the oscillatory behaviour of the hybrid system given by the grey arrows. Red and blue region denote the domain of definition when \( R(x) = \beta \) and \( R(x) = \alpha \), respectively. Red, and blue circles denote the system equilibria with \( R(x) = \beta \) and \( R(x) = \alpha \), respectively, and the grey circle denotes the initial condition \( (x(0)) \).

change, as determined by the function \( R(x) \). Therefore, the complete evolution of the hybrid system involves a collection of two subsystems; this type of hybrid systems are known as switched-hybrid systems \([188,189]\). The aforementioned discrete points in the phase space, where there is such a change in the mode of operation, are called switching boundaries or switching manifolds and are denoted here as \( x^- \) and \( x^+ \).

To determine the behaviour of this simple hybrid system we need to provide an initial condition \( (x(0)) \) for Eq. (2.4), as well as, an initial state for the switch \( R(x) \) (Eq. (2.5) and (2.6)), thus defining which subsystem is currently governing the evolution. The only restriction is that the initial condition \( (x(0)) \) is viable given the choice of the initial state of the switch: if \( R(x) = \alpha \) then any initial condition \( x(0) < x^- \) is not viable since it is out of the domain of definition of the governing subsystem.

To analyse the behaviour of the hybrid system we first determine the equilibria of each subsystem. These are given by \( x_{ss} = \alpha \), when \( R(x) = \alpha \), and \( x_{ss} = \beta \), when \( R(x) = \beta \). The natural behaviour of the system will depend on the position of the switching boundaries \( (x^- \) and \( x^+) \) relative to the equilibria. For the system to exhibit oscillatory behaviour the following conditions must hold: \( \alpha < x^- < x^+ < \beta \).

The resulting time evolution with \( x(0) = 0 \), \( x^- = 2 \), \( x^+ = 4 \), \( \alpha = 1 \), and \( \beta = 5 \) is shown in Fig. 2.6a. Since both equilibria are outside the domain of definition of each governing subsystem the switching boundaries are hit, therefore, changing the mode of operation
periodically, leading to oscillations. A schematic representation for this process is shown in Fig. 2.6b.
Chapter 3

A hybrid model of atopic dermatitis

This chapter presents the first hybrid mathematical model of AD pathogenesis (Fig. 3.1) that we recently developed to investigate the mechanisms behind onset and progression of AD.

Previously developed AD models [166, 167] focused on the early stages of AD and did not consider the effects of adaptive immune responses. In order to have a broader description for the onset and progression of the disease, our new model incorporates adaptive immune responses, which are activated in the late stages of AD. The late stages of AD are characterised by an irreversible impairment of adaptive immune responses via systemic $T_{H2}$ sensitisation [35]. Therefore, it is relevant to understand the underlying mechanisms that induce systemic $T_{H2}$ sensitisation.

We show that the developed hybrid model can replicate clinical and experimental data, hence demonstrating that it provides a plausible mechanistic explanation for onset and progression of AD; this addresses the first aim of this thesis. Furthermore, this model is an essential ingredient to address the lack of effective treatment protocols to prevent the onset of AD and to manage its symptoms, as it provides a necessary mathematical framework to investigate the effects of treatments on disease progression. We use this mechanistic model to develop a computational method that will enable the design of patient-specific effective treatment protocols in Chapter 4.

In collaboration with Dr Elisa Domínguez-Hüttinger we developed the reaction network
and its precise mathematical description. Furthermore, we developed the MATLAB code to numerically integrate the hybrid system and conducted bifurcation analysis to identify its dynamic behaviours. Our clinical and experimental collaborators, Dr Kosuke Miyauchi, Professor Alan D. Irvine, Dr Mariko Okada-Hatakeyama, and Dr Masato Kubo, have contributed in providing information on the underlying biology of AD and its clinical relevance. The mice experimental data demonstrated in the paper was provided by Dr Masato Kubo (Appendix A.1 and A.3).

The rest of the chapter represents a variation of the contents of our paper “Mathematical modeling of atopic dermatitis reveals “double-switch” mechanisms underlying four common disease phenotypes” [190] as it was published in the Journal of Allergy and Clinical Immunology, under a Creative Commons licence in June 2017. The original article can be found under http://www.sciencedirect.com/science/article/pii/S0091674916314336?via%3Dihub.

Figure 3.1: Mechanistic model of AD pathogenesis with a double-switch motif. A, Schematic diagram of the processes included in the model. Italics denote the state variables in the model equations (Eq. (3.1)). B, Control structure of the system regulating AD flares through positive and negative feedback. C, R-switch (reversible activation of innate immune receptors) and G-switch (irreversible GATA-3 transcription).
3.1 Introduction

Atopic dermatitis (AD) is a common chronic skin disease, characterized by persistent skin inflammation and a defective skin barrier prone to infections [24]. While AD affects up to 25% of children worldwide [191], with a continuous increase in the number of patients and treatment costs [192], clear guidance and consensus for effective treatment strategies for prevention, and induction of remission, are yet to be fully established [193]. The scientific basis for recent clinical recommendations of “proactive therapy” is largely based on clinical trial data with limited duration and scope [123], and waits to be further strengthened by a better understanding of the pathogenic mechanisms of AD. A system-level understanding of AD pathogenesis, however, may lie beyond the ethical and practical reach permitted by clinical and experimental studies, and could be supported by a systematic, extensive investigation of the disease dynamics using mathematical models [194,195].

Previous studies have identified genetic and environmental risk factors for AD onset including defects in skin barrier function (the filaggrin gene encoding profilaggrin [196–199] and 30 other putative loci for skin barrier function) and in the immune system, including innate and adaptive immunity [50, 89, 200]. In addition, microbiome composition has been shown to play a critical role [51, 70]. Each of these risk factors perturbs the system of strongly intertwined regulatory interactions between the keratinocytes (which along with the extracellular lipids provide the barrier function and also initiate many innate immune responses in the epidermis) and mediators of the adaptive immunity such as dendritic cells (DCs) and T cells. Perturbations triggered at one part of the system can propagate to another part through interactions, causing synergistic effects of risk factors and a gradual aggravation of the AD phenotype from a mostly asymptomatic mild phenotype at its early stage [112] to a severe treatment-resistant form [90]. Understanding of this dynamic pathogenesis thus requires elucidation of the synergistic effects of multiple risk factors on AD pathogenesis (e.g., mutations in skin barrier components accompanied by environmental insults) and the dynamic interplay between the skin barrier, immunity and environment, as suggested by several clinical [19,200] and animal or in vitro experimental studies [129,138,201,202].

In this chapter, we develop a mathematical in silico model of AD pathogenesis that describes the complex and dynamic interplay between skin barrier function, immune responses, and environmental stressors, based on clinical and experimental data and our
previous model of the early stage of AD [167]. Through systematic and mathematical investigation of the synergistic effects of the risk factors on dynamic progression of AD pathogenesis, we tested the hypothesis that genetic risk factors predispose patients to AD progression and decrease the threshold for environmental stressors to drive severe AD [91]. We uncover mechanisms underlying AD onset and progression, explore effective treatment strategies to prevent progression of AD, and answer three basic questions about onset, progression and prevention of AD: (1) Why do some patients with genetic AD risk factors appear initially asymptomatic but then easily develop clinically severe AD? (2) Why do some patients progress to severe AD, while the others stay with mild AD? (3) What are the underlying mechanisms behind effective prevention of AD development by emollients in neonates, as demonstrated in recent clinical trials? [203, 204]

3.2 Methods

Model description

The proposed model of AD pathogenesis (Fig. 3.1) is described by a hybrid system,

\[
\frac{dP(t)}{dt} = P_{\text{env}} \frac{\kappa_P}{1 + \gamma_B B(t)} - (\alpha_I R(t) + \delta_P) P(t) \\
\frac{dB(t)}{dt} = \frac{\kappa_B (1 - B(t))}{\left(1 + \gamma_R R(t)\right) \left(1 + \gamma_G G(t)\right)} - \delta_B K(t) B(t) \\
\frac{dD(t)}{dt} = k_D R(t) - \delta_D D(t),
\]

for the dynamics of the three variables, \( P(t) \), \( B(t) \), and \( D(t) \), denoting the infiltrated pathogen load (in milligrams per milliliter), the strength of barrier integrity (relative to the maximum strength), and the concentration of DCs in the lymph node (cells per milliliter), respectively. The dynamics of \( P(t) \), \( B(t) \), and \( D(t) \) depend on the dynamics of the three additional variables, \( R(t) \), \( G(t) \), and \( K(t) \), denoting the levels of activated immune receptors, \( Gata3 \) transcription (relative to the maximum transcription level), and active kallikreins, respectively.

The infiltrated pathogen load \( P(t) \), increases by the penetration of environmental stress load \( P_{\text{env}} \) through the barrier \( B(t) \). \( P \) is eradicated by innate immune responses trig-
gered by inflammation \((R)\) and is also naturally degraded. The barrier function, \((B)\), is determined by the balance between its production and degradation. The barrier production is described by a phenomenological representation of its capacity to self-restore the nominal barrier function following its disruption, and is compromised by innate immune responses triggered by inflammation \((R)\) and cytokines produced by differentiated \(T_H2\) cells which increases according to \(G\). The degradation of the barrier occurs as a result of desquamation mediated by active kallikreins, \((K)\). The DCs \((D)\) increases while inflammation \((R)\) persists and degrades naturally. In Eq. (3.1) we use simple mathematical terms based on the law of mass action with zero order production and first order degradation terms, except for the barrier production term, \(k_x(1-x(t))\), which represents the phenomenological recovery of skin barrier in response to disruption [140].

The inhibitory rates are described in the form of \(1/(1+x(t))\).

The dynamics of \(R(t), G(t),\) and \(K(t)\) is described by a perfect switch (Fig. 3.1, C),

\[
(R(t), K(t)) =
\begin{cases}
    (R_{off}, K_{off}) & \text{if } P(t) < P^- \text{ or } \{P^- \leq P(t) \leq P^+ \text{ and } R(t^-) = R_{off}\} \\
    (R_{on}, K_{on} = m_{on}P(t) - \beta_{on}) & \text{if } P(t) > P^+ \text{ or } \{P^- \leq P(t) \leq P^+ \text{ and } R(t^-) = R_{on}\}
\end{cases}
\]

\[ (3.2) \]

\[
G(t) =
\begin{cases}
    G_{off} & \text{if } D(t) < D^+ \text{ and } G(t^-) = G_{off} \\
    G_{on} & \text{if } D(t) \geq D^+ \text{ or } G(t^-) = G_{on}
\end{cases}
\]

\[ (3.3) \]

where \(t^-\) is a time slightly before the time \(t\), as they change abruptly within hours [205,206], in a much faster time-scale than for \(P(t), B(t),\) and \(D(t)\) that change over weeks [140,207].

The nominal values of model parameters (Table 3.1) [129,140,166,167,207–210] were taken from the previously published model of the early stage of AD [167] \((P_{env}, \gamma_B, \kappa_B, \alpha_I, \delta_P, \kappa_B, \gamma_R, \delta_B)\), obtained by approximation of the bifurcation diagrams previously derived [166,208] \((P^-, P^+, R_{off}, R_{on}, K_{off}, m_{on}, \beta_{on}, D^+, G_{off}, G_{on})\), or derived [129,140,207,209,210] from experimental literature \((\gamma_G, \kappa_D, \delta_D)\).

The parameters \(P^-, P^+, R_{off}, R_{on}, K_{off}, m_{on}, \beta_{on}\) were estimated from bifurcation
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Diagrams presented in [166] (reproduced in Section 2.3.1) in the following way: With the nominal parameter set (Table 2.1) $P^-$ and $P^+$ represent the pathogen concentration at which saddle-node bifurcations occur, as discussed in Section 2.3.1. Parameters $R_{\text{off}}$ and $R_{\text{on}}$ represent the level of inflammation via $\text{PAR}2$ activation and are approximated as horizontal lines (see Fig. 2.4b). Finally, parameters $K_{\text{off}}$, $m_{\text{on}}$, and $\beta_{\text{on}}$ represent the level of $KLK5$ activation and are approximations of the Fig. 2.4c. The parameters $m_{\text{on}}$, and $\beta_{\text{on}}$ are derived by approximating a linear line. Similar analysis was performed to estimate $D^+$, $G_{\text{off}}$, and $G_{\text{on}}$ from [208].

The novelty of this model stems from its construction as a hybrid model and the addition of the effects of adaptive immune responses to the previously published papers [166] and [167]. The effects of the adaptive immune responses are considered through the accumulation of dendritic cells (Eq. (3.1c)), which introduce three new parameters, namely: $\gamma_G$, $\kappa_D$, $\delta_D$. These parameters were identified using a qualitative approach from mouse or human data ([129,207,209,210]) in order to replicate the following qualitative features: (i) increased concentration of dendritic cells when innate receptors are active (accumulation of dendritic cells via the parameters $\kappa_D$ and $\delta_D$). These two parameters were varied so as to replicate the increase/decrease of dendritic cell concentration as depicted in [207,209,210], which leads to sensitisation occurring after $t_{\text{on}} = 2.02$ days of continuous innate receptor activation. The parameters where estimated by minimising the least squared error between the model predictions and the data; and (ii) the spontaneous worsening of barrier integrity after sensitisation (via the parameter $\gamma_G$). The parameter $\gamma_G$ is included through the term $1/(1 + \gamma_G G(t))$ (Eq. (3.1b)) that effectively represents a reduction in the expression of skin barrier precursors and increases the time required for the skin barrier to reach homeostasis. This qualitatively replicates the experimental observations in human data [129].

Model analysis

Model analysis was conducted using MATLAB version R2014a (The MathWorks, Inc., Natick, MA, USA). We used ode15s for numerical integration of the system from the steady states as the initial conditions, and output function to update the switching variables at each step of the iteration. In the subsequent sections the two most common genetic risk factors of AD will be investigated, relating to skin barrier permeability (e.g. mutations in the FLG gene) and the capacity to eradicate infiltrated pathogens (through regulators of antimicrobial peptide expression e.g. TLRs and NK-$\kappa$B), that
Table 3.1: Definition of model parameters and their nominal values for Eq. 3.1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Nominal value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{env}$</td>
<td>Environmental stress load</td>
<td>95 (mg/ml)</td>
<td>[167]</td>
</tr>
<tr>
<td>$\gamma_B$</td>
<td>Barrier-mediated inhibition of pathogen infiltration</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\kappa_P$</td>
<td>Nominal skin permeability</td>
<td>0.6 (1/day)</td>
<td>[167]</td>
</tr>
<tr>
<td>$\alpha_I$</td>
<td>Rate of pathogen eradication by innate immune responses</td>
<td>0.25 (1/day)</td>
<td>[167]</td>
</tr>
<tr>
<td>$\delta_P$</td>
<td>Basal pathogen death rate</td>
<td>1 (1/day)</td>
<td>[167]</td>
</tr>
<tr>
<td>$\kappa_B$</td>
<td>Barrier production rate</td>
<td>0.5 (1/day)</td>
<td>[140, 167]</td>
</tr>
<tr>
<td>$\gamma_R$</td>
<td>Innate immunity-mediated inhibition of barrier production</td>
<td>10</td>
<td>[167]</td>
</tr>
<tr>
<td>$\delta_B$</td>
<td>Rate of kallikrein-dependent barrier degradation</td>
<td>0.1</td>
<td>[167]</td>
</tr>
<tr>
<td>$\gamma_G$</td>
<td>Adaptive immunity-mediated inhibition of barrier production</td>
<td>1</td>
<td>[129]</td>
</tr>
<tr>
<td>$\kappa_D$</td>
<td>Rate of DC activation by receptors</td>
<td>4 cells/(ml × day)</td>
<td>[207, 209]</td>
</tr>
<tr>
<td>$\delta_D$</td>
<td>Rate of DC degradation</td>
<td>0.5 (1/day)</td>
<td>[210]</td>
</tr>
<tr>
<td>$P^-$</td>
<td>Receptor inactivation threshold</td>
<td>26.6 (mg/ml)</td>
<td>[166]</td>
</tr>
<tr>
<td>$P^+$</td>
<td>Receptor activation threshold</td>
<td>40 (mg/ml)</td>
<td>[166]</td>
</tr>
<tr>
<td>$D^+$</td>
<td>Gata3 activation threshold</td>
<td>85 (cells/ml)</td>
<td>[208, 209]</td>
</tr>
<tr>
<td>$R_{off}$</td>
<td>Receptor-off level</td>
<td>0</td>
<td>[166]</td>
</tr>
<tr>
<td>$R_{on}$</td>
<td>Receptor-on level</td>
<td>16.7</td>
<td>[166]</td>
</tr>
<tr>
<td>$G_{off}$</td>
<td>Gata3-off level</td>
<td>0</td>
<td>[208]</td>
</tr>
<tr>
<td>$G_{on}$</td>
<td>Gata3-on level</td>
<td>1</td>
<td>[208]</td>
</tr>
<tr>
<td>$K_{off}$</td>
<td>Kallikrein-off level</td>
<td>0</td>
<td>[166]</td>
</tr>
<tr>
<td>$m_{on}$</td>
<td>Slope of the linear relation between $P(t)$ and $K_{on}$</td>
<td>0.45</td>
<td>[166]</td>
</tr>
<tr>
<td>$\beta_{on}$</td>
<td>Y-intercept of the linear relation between $P(t)$ and $K_{on}$</td>
<td>6.71</td>
<td>[166]</td>
</tr>
</tbody>
</table>
are represented by the model parameters $\kappa_P$ and $\alpha_I$, respectively. Our model analysis investigated the ranges of $0 \leq \alpha_I \leq 0.3$ and $0 \leq \kappa_P \leq 1$. The dynamic trajectories were calculated for 1054 pairs of $\alpha_I$, $\kappa_P$ uniformly sampled (an interval of 0.01 for $\alpha_I$ and 0.03 for $\kappa_P$).

**Epidermis-specific signal transducer and activator of transcription 3 knockout mice**

We developed keratinocyte-specific signal transducer and activator of transcription 3 (Stat3) knockout (Stat3$^{f/f}$) mice with the B6X129 mixed background [211]. All mice used in this study were maintained under pathogen-free conditions. Animal care was conducted in accordance with guidelines of the RIKEN Yokohama Institute.

**Development of AD phenotypes in epidermis-specific Stat3 knockout mice**

Expression levels of 11 nuclear factor $\kappa$B (NF-$\kappa$B) target genes ($Bcl2$, $Ddx26b$, $Gadd45b$, $Icam1$, $Icam2$, $Icam4$, $Icam5$, $Il1b$, $Tnf$, $Traf1$, $Traf2$ and $Vcam1$) selected from the Kyoto Encyclopedia of Genes and Genomes database ([http://www.genome.jp/kegg-bin/show_pathway?ko04064+K02580](http://www.genome.jp/kegg-bin/show_pathway?ko04064+K02580)) were quantified from sorted ear samples of 2-, 5-, 8-, and 10-week-old Stat3$^{f/f}$ mice. By using total RNA isolated with TRlzol, cDNAs were synthesized with NEBNext Ultra RNA Library Prep Kit for Illumina (New England Biolabs, Ipswich, Mass), according to the manufacturer’s instructions. Comprehensive expression analysis was performed by mRNA sequence (single-ended 50-base pair reads) using the HiSeq 3000 system (Illumina, San Diego, Calif; GEO accession number GSE86071). Read alignment (mm9) was performed using TopHat2 v2.0.8 and expression level was determined by Cufflinks, version2.1.1 with default settings. We calculated mean expression levels of the NF-$\kappa$B target genes over the 2 mice per cohort (asymptomatic and AD phenotype) and normalized them by using wild-type (WT) dynamics. Severity of the AD symptoms was assessed in 11 mice at 51 time points by examining the areas of the skin lesion: no lesions (score 0), periocular lesions (score 1/5), lesions on a half side of the face (score 2/5), on a complete side of the face (score 3/5), on the whole face (score 4/5), or on the whole face and ears (score 5/5). The time of systemic
sensitisation (t = 0) corresponds to the time when the IgE levels increase to 10% of the maximal IgE level measured for each mouse.

3.3 Results

Model overview

Our proposed mathematical model of AD pathogenesis (Fig. 3.1, A and B) is a system-level representation of the prominent interactions between environmental stressors, skin barrier integrity and immune responses, that were identified based on the empirical evidence from numerous clinical [102, 108, 129, 139, 199, 212] and experimental in vivo [139, 168, 201, 213–215] or in vitro [216–218] studies. The model is described by a hybrid system of three ordinary differential equations (Eq. (3.1)) and includes a double-switch motif with two concatenated bistable switches (Eqs. (3.2) and (3.3)), as detailed below. The first switch is responsible for onset of AD flares and the second switch for progression to severe AD. This mathematical model includes only the major cellular and biochemical regulators required to describe a global regulatory structure and mechanisms underlying onset, progression and prevention of AD, rather than explicitly incorporating the fine details of the complex molecular and cellular processes that control epidermal function.

Our model results are validated by clinical and experimental data derived from mouse models with perturbations in either skin barrier function, immune responses or environmental stressors, the interplay of which is investigated in our model: mouse models with barrier deficiency (flaky tail [ft] mice [138, 201] with the double mutation involving filaggrin gene (Flg) and Tmem79, which encodes lamellar granules [219], filaggrin null [Flg−/−] mice [202], and Tmem79-deficient mice [220, 221]), keratinocyte-specific Stat3 knockout mice with dysregulated immune responses [211, 222, 223], and mouse models in which AD symptoms are induced solely by environmental stressors [52, 224].

A first switch for onset of AD flares

The first part of the model (processes a-e in Fig. 3.1, A and B, described below) elucidates the mechanisms of how the activity of the first switch (switch-like activation of innate immune receptors) is regulated and leads to AD flares.
Healthy barrier integrity protects dy from environmental stressors (process a) and is maintained by a combination of regulated processing of filaggrin [201] and lipid contents, which constitute lipid envelopes of corneocytes. When barrier integrity is compromised by, for example, excessive skin desquamation through active kallikreins [139], environmental stressors, including pathogens (e.g., *Staphylococcus aureus*) [108], infiltrate the barrier and stress the viable epidermis. They are recognized by innate immune receptors, such as Toll-like receptors (TLRs), which recognize danger-associated molecular patterns and pathogen-associated molecular patterns [205, 217]. Activation of the innate immune receptors triggers innate immune responses to eradicate the infiltrated pathogens through release of antimicrobial peptides (process c) [205, 217], further activates kallikreins (process d) [205], interferes with the de-novo production of skin barrier lipids (process e) [213], and triggers inflammation [214], resulting in AD flares with increased levels of IL-33 [225], thymic stromal lymphopoietin [168], and other alarmin cytokines [226].

Activation of the innate immune receptors is modelled by a reversible bistable switch [166] between the off and on states ($R = R_{off}$ and $R_{on}$) with the activation ($P^+$) and inactivation ($P^-$) thresholds for the amount of environmental stressors, such as pathogen load, that are recognized by the innate immune receptors (Fig 3.1, C, R-switch). When the R-switch is on, clinical symptoms of AD flares appear as increased inflammation accompanied by decreased barrier integrity. Our model demonstrates that activation of the innate immune receptors and the subsequent onset and resolution of AD flares is mainly regulated by a combination of negative and positive feedbacks through innate immune responses and barrier integrity (Fig 3.1, B). The relative strengths of the feedbacks can be associated with the 2 most prominent genetic risk factors of AD: mutations in the FLG gene [196, 197], which results in a higher skin barrier permeability [202], and a dysregulated expression of innate immune system components [89], including regulators of antimicrobial peptide expression (e.g., TLRs [227], nucleotide-binding oligomerization domains [50], and NF-kB [228]), leading to dysfunctional immune responses and a diminished capacity to eradicate the infiltrated pathogens.

**Synergistic effects of genetic risk factors and environmental triggers on dynamic phenotypes for AD flares**

We investigated the effects of the two most common genetic risk factors of AD with our model by varying the model parameters that quantify skin barrier permeability
(\(\kappa_P\)) and the capacity to eradicate infiltrated pathogens (\(\alpha_I\)) in Eq. (3.1). These analyses correspond to examining carriers of different variations of the genetic risk factors and observing how AD can be developed and proceeded in each cohort as a result of the synergistic effects of the environmental stressors and the two genetic risk factors. Our model analysis revealed the following four qualitatively different dynamic phenotypes (Fig. 3.2, A and B) in response to environmental stressors (e.g. pathogenic challenges). Fig. 3.2A represents a co-dimension 2 bifurcation diagram with respect to the parameters (\(\kappa_P, \alpha_I\)) which is derived by examining the position of the equilibria of each subsystem of the hybrid model with respect to the switching manifold \(P^–\) and \(P^+\). Specifically, the bifurcation diagram (Fig. 3.3, A) of the proposed model was numerically obtained using the methodology described in Oyarzú et al [229] to identify the 4 qualitatively different dynamic phenotypes with respect to the relative strengths of the feedbacks determined by skin barrier permeability (\(\kappa_P\)) and immune responses (\(\alpha_I\)). The steady states for barrier integrity were calculated analytically for the recovery, bistability, and chronic damage dynamic phenotypes, and numerically obtained for the oscillation dynamic phenotype by taking the mean of the mean-over-time over the corresponding parameter region for (\(\alpha_I, \kappa_P\)) or by taking the mean for varied levels of skin barrier permeability (\(\kappa_P\)) with an \(\alpha_I\) value of 0.25. The basins of attraction for the bistability dynamic phenotype for (\(\alpha_I, \kappa_P\)) = (0.04, 0.65) were numerically determined by integrating the system from the points of tangency, (\(P^–, B^–\)) and (\(P^+, B^+\)), identified by solving \(\dot{P}(t) = 0\) at \(P(t) = P^–\) and \(P^+\), respectively (Fig. 3.3, F).

When these intrinsic genetic defects do not exist, a quick recovery of the system to the healthy steady state (Fig. 3.2, B grey), with homeostatic barrier integrity and no AD flares (\(R = R_{\text{off}}\)), is achieved after a transient decrease in the barrier integrity and transient AD flares (recovery dynamic phenotype Fig. 3.2, A grey); simultaneous existence of these two genetic risk factors results in convergence of the system to the unhealthy steady state (Fig. 3.2, B red), corresponding to a chronically decreased barrier integrity and persistent AD flares (\(R = R_{\text{on}}\)), which potentially leads to chronic tissue damages (chronic damage dynamic phenotype Fig. 3.2, A red); genetic defects leading to dysregulated immune responses result in bistability (Fig. 3.2, B yellow), where either the healthy or unhealthy steady state is achieved (bistability dynamic phenotype Fig. 3.2, A yellow); genetic defects leading to high skin barrier permeability results in persistent oscillatory dynamics (Fig. 3.2, B teal) due to the switching of \(R\) between \(R_{\text{on}}\) and \(R_{\text{off}}\) (oscillation dynamic phenotype Fig. 3.2, A teal). The aforementioned results correspond to co-dimension 2 bifurcation analyses of the model described by Eq. (3.1).
Figure 3.2: Computationally predicted effects of the 2 main genetic risk factors on the dynamic response to environmental stressors. A, Schematic of the bifurcation diagram. The circles in Fig. 3.2, A, represent the parameter values used to generate the example dynamics for each of the 4 dynamic phenotypes (B). C, Steady states of barrier integrity. D, Dose dependency of filaggrin deficiency on mean barrier integrity. E, Time required to regain 95% of the healthy steady state of barrier integrity. F, Basin of attraction in the (P, B)-space. The basins of attraction of the healthy (black circle) and unhealthy (red circle) steady states are represented by the grey and red regions. The states in the yellow region converge to the healthy steady state if the initial condition is $R = R_{off}$ and to the unhealthy steady state if the initial condition is $R = R_{on}$.

with respect to the parameters $\kappa_P$ and $\alpha_I$.

The steady state barrier integrity for the oscillation dynamic phenotype (Fig. 3.2, A teal) is computationally predicted to be indistinguishable from that of the healthy steady state (Fig. 3.2, C), with a slightly lower mean but with an increased variability. These long-term dynamic behaviours are concordant with a slightly lower but more variable skin barrier integrity observed in $Flg^{-/-}$ [202] and $ft$ [138, 201] mice, compared with that seen in WT mice. Our model analysis further predicts gradual decrease of the steady state barrier integrity for increased barrier permeability ($\kappa_P$), corresponding to the dose-dependent effects of filaggrin deficiency on the severity of AD symptoms [197] (Fig. 3.2, D).
The bistability dynamic phenotype (Fig. 3.2, A yellow) may also be asymptomatic (or subclinical) if it converges to the healthy steady state. However, our model analysis demonstrates that the healthy steady state of the bistability dynamic phenotype is distinguishable from that of the recovery dynamic phenotype based on the much longer time for recovery to regain the same healthy steady state from transient barrier damage (Fig. 3.2, E) because of the existence of the second stable (unhealthy) steady state. This model prediction is consistent with slower skin barrier recovery following tape stripping observed in non-lesional skin of patients with AD compared with healthy subjects [116] and in inflamed compared with non-inflamed human skin [141].

The boundaries of the basins of attraction for the bistability dynamic phenotype are computationally obtained by finding the points of tangency between the switching thresholds for the reversible R-switch, $P^+$ and $P^-$, and the ($P(t)$, $B(t)$)-trajectories on the phase plane (Fig. 3.2, F). The system moves from the healthy to the unhealthy steady state if external inputs (e.g., environmental aggressors) push the system into the unhealthy basin of attraction. This worsening of the state was observed in ft mice [138, 201, 202], as well as in Stat3 knockout mice, which demonstrated AD symptoms only after challenged with haptens or LPS, an activating ligand of the innate immune receptor TLR4 [230] (see Fig. A.1). Likewise, the system can move back to the healthy from the unhealthy steady state if external inputs (e.g., treatments) bring the system back to the healthy basin of attraction, achieving remission. Once the remission is induced, maintenance therapy to keep the system in the healthy basin of attraction may achieve control of AD symptoms [120]. This potential switching between the healthy and unhealthy steady states, by environmental aggressors or treatments, is a distinguished feature of the bistability dynamic phenotype, and is not observable in the recovery and chronic damage dynamic phenotypes. Note that Fig. 3.2F corresponds to a static phase plane depiction of the basins of attraction of the two stable equilibria for a specific set of the ($\kappa P, \alpha I$)-parameters. Varying these parameters within the range of bistability dynamic phenotype (Fig. 3.2, A yellow) will result in geometrically different basins of attraction as the points of tangency will change.

A second switch for progression of AD

The second part of the model (processes f-h in Fig. 3.1, A and B, as described below) includes the main biochemical and cellular players for the allergy-mediating (Th2) adaptive immune responses triggered by AD flares and is a system-level synthesis of several
lines of empiric evidence from clinical and experimental studies. Using this model, we elucidate mechanisms behind progression of AD to establish systemic $T_{H}2$ sensitisation (including elevated IgE, a marker of a $T_{H}2$-skewed AD phenotype), and systematically investigate how the duration and frequency of AD flares affect the onset of systemic inflammation, including allergic inflammation.

**Figure 3.3:** Proposed mechanisms of AD progression through a double switch. The G-switch is turned on by accumulation of DCs beyond $D^+$ because of transient AD flares (A) with a flare time ($t_{on}$) of longer than 2.02 days (B) or periodic AD flares (C) with a sufficiently small relaxation time ($t_{off}$) as a function of $t_{on}$ (D).

Activation of innate immune receptors causes AD flares with increased levels of cytokines (including thymic stromal lymphopoietin [168]), alarmins (such as IL-33 [225]), and others [226], which together contribute to activation of dendritic cells (DCs) in the epidermis [215]. These activated DCs migrate to lymph nodes (process f), where they increase the levels of IL-4 [215] and induce expression of $Gata3$ [212] (process g), the master transcriptional regulator that controls the irreversible differentiation of naive T cells into $T_{H}2$ cells [215, 218]. Differentiated $T_{H}2$ cells then migrate back to the epidermis, where they contribute to establish an allergic and pro-inflammatory microenvironment [102] and release cytokines that down-regulate the expression of several epidermal terminal differentiation markers, including filaggrin [129] (process h), thereby further compromising the barrier integrity [199]. Compromised barrier integrity results in persistent inflammation even in the absence of the additional environmental stressors.

The transcription level of $Gata3$ is modelled by an irreversible switch [208] (Fig. 3.1,
C, G-switch): The transcription remains off \( (G = G_{off}) \) until sufficient numbers of DCs accumulate in the lymph nodes to reach the activation threshold \( (D^+) \), with which the transcription initiates \( (G = G_{on}) \) and persists even if the DCs disappear \( (D = 0) \). We assume that Gata3-mediated polarization of T cells to TH2 cells is a hallmark of systemic TH2 sensitisation and that the progression of AD from a mild to more severe phenotype is mediated by this irreversible G-switch.

Accordingly, our model of AD pathogenesis suggests that systemic TH2 sensitisation is established if AD flares persist long enough so that \( D(t) \) accumulates during the AD flares \( (R = R_{on}) \) and reaches \( D^+ \) to turn on the G-switch (Fig. 3.3, A, right). AD flares that do not persist long enough do not turn on the G-switch because \( D(t) \) stays lower than \( D^+ \) (Fig. 3.3, A, center). Our model analysis predicts that a flare time \( (t_{on}) \) longer than 2.02 days turns on the G-switch (Fig. 3.3, B, Eq. (A.6)), which is consistent with the experimental observations that the peak of Gata3 expression is reached in approximately 2 days after in vitro stimulation of TH2 cell differentiation, inducing a stable Gata3-mediated T cell differentiation [218]. Systemic TH2 sensitisation is spontaneously established in the chronic damage dynamic phenotype due to persistent AD flares and subsequent continuous accumulation of DCs to surpass \( D^+ \), turning on the G-switch.

Periodic AD flares, as in the oscillation dynamic phenotype, are also predicted to turn on the G-switch if the relaxation time \( (t_{off}) \) between AD flares (when \( R = R_{off} \)) is too short to prevent a gradual accumulation of DCs that eventually surpass the threshold \( D^+ \) (Fig. 3.3, C, right). The minimum relaxation time, above which the G-switch stays off, is analytically obtained as a function of the flare time \( (t_{on}) \); white line in Fig. 3.3, D, obtained by using Eq. (A.7)). For example, the R-spikes with a \( t_{on} \) of 1 day turns on the G-switch if \( t_{off} \) is shorter than 0.93 days (Fig. 3.3, D, red circle). Our model simulation for R-spikes with a \( t_{on} \) of 1 day and \( t_{off} \) of 0.9 days predicts turning on of the G-switch within 10 days, which is consistent with several features of AD skin, including TH2 cell infiltration, observed in mice after repeated application of oxazolone once every other day over 10 days [224].

**Four AD phenotypes classified by a double switch**

Taken together, our model of AD pathogenesis is characterized by a double switch with two concatenated bistable switches (R- and G-switches), the status of which represents
Figure 3.4: Four AD phenotypes described by the status of the double switch. A, The R-switch distinguishes between asymptomatic \((R = R_{\text{off}})\) and symptomatic \((R = R_{\text{on}})\), and the G-switch distinguishes between non-systemic \((G = G_{\text{off}})\) and systemic \((G = G_{\text{on}})\) phenotypes. B-D, Systemic phenotypes demonstrate severe AD symptoms compared with non-systemic counterparts, as computationally predicted by a longer 95% recovery time (Fig. 3.4, B), longer treatment time required for remission (Fig. 3.4, C), and lower barrier integrity (Fig. 3.4, D).

For the symptomatic case, in which the R-switch is constantly on and AD flares persist, as in the chronic damage or bistability (unhealthy) dynamic phenotype, the non-systemic symptomatic \((R_{\text{on}}, G_{\text{off}})\) state appears only transiently as it inevitably progresses, after a flare time of \(t_{\text{on}}=2.02\) days (Fig. 3.3, B), to the \((R_{\text{on}}, G_{\text{on}})\) state corresponding to the systemic symptomatic phenotype, the most severe AD phenotype.
with an impaired barrier integrity, systemic inflammation and infection.

The asymptomatic case, in which the R-switch turns off after transient AD flare as in the recovery or bistability (healthy) dynamic phenotype, corresponds to either non-systemic asymptomatic (healthy) phenotype in the \((R_{off}, G_{off})\) state or systemic asymptomatic phenotype in the \((R_{off}, G_{on})\) state with subclinical inflammation caused by \(T_{H2}\)-related cytokines. The systemic phenotype demonstrates more severe AD symptoms compared with its non-systemic counterpart, which are computationally characterized by a longer 95% recovery-time (Fig. 3.4, B). The 95% recovery times were numerically obtained by \(t_{95%} - t_{min}\), where \(B(t_{95%}) = 0.95\) and \(B(t_{min})\) is the minimum barrier integrity achieved after a transient AD flare. This was suggested by experiments in both WT and \(Flg^{-/-}\) mice, which recovered from hapten challenge if unsensitised (non-systemic) but did not recover within two days if sensitised (systemic). The more severe symptoms are also computationally predicted by a longer treatment time required for remission (Figs. 3.2, F, and 3.4, C right) to drive the system from the unhealthy steady state to the healthy basin of attraction for the systemic than non-systemic phenotype because of the enlargement of the unhealthy basin of attraction. The minimal treatment times to achieve remission were numerically determined by evaluating the fold-decrease of \(P_{env}\) with which the state \((P(t), B(t))\) enters the healthy basin of attraction. This prediction is in agreement with the clinical observation that a much higher treatment effort is required to relieve AD symptoms during the chronic phase of AD, which is characterized by high IgE levels (systemic) [112].

The more severe symptoms for the systemic compared with the non-systemic phenotype are also computationally predicted for the case in which the R-switch is switching between \(R_{off}\) and \(R_{on}\), as in the oscillation dynamic phenotype, by a decrease in the mean and an increase in the variance of the steady state of the barrier integrity (Fig. 3.4, D). This prediction is consistent with the increase in the mean and variance of the transepidermal water loss (an indicator of the barrier defect) measured in \(ft\) mice after the induction of systemic \(T_{H2}\) sensitisation [138].

**Genetic risk factors predispose to systemic \(T_{H2}\) sensitisation**

Here we use our mathematical model of AD pathogenesis to investigate the synergistic effects of environmental and genetic risk factors on AD progression. Specifically, we calculate the minimum stress load (the strength of the environmental stressors, \(P_{env}\))
that can turn on the G-switch by its continuous challenge through an AD flare of a single-pulse (Fig. 3.5, A, left) or of transient oscillation (Fig. 3.5, A, right) for different dynamic phenotypes caused by synergetic effects of the genetic risk factors (Fig. 3.2, A, and B). Turning on the G-switch (systemic Th2 sensitisation) might appear as a dramatic increase in the severity of AD symptoms, as observed in ft and Flg−/− mice on ovalbumin (OVA) challenges [138,202]. The minimum stress load was experimentally evaluated in the dose response in WT mice, in which a systemic AD phenotype was developed through challenges with high (10%) but not lower (≤ 2%) concentrations of S. aureus in culture supernatant [52], and by 10 repeated, but not single, oxazolone challenges [224].

Our model simulations predict that the minimum stress load is significantly lower for the bistability or oscillation dynamic phenotypes that arise in the context of genetic risk factors compared with the recovery dynamic phenotype, which is mainly observed when the intrinsic genetic defects do not exist (Fig. 3.5, B). This model prediction suggests that the genetic risk factors make the patients susceptible to smaller environmental stressors in developing systemic Th2 sensitisation and is concordant with the experimental observation [201] of a low concentration (0.02%) of oxazolone-induced allergic contact dermatitis in ft mice but not WT mice and a higher concentration (0.5%) of oxazolone-induced allergic contact dermatitis also in WT mice.

Our predicted increase in the susceptibility to environmental stressors might explain the spontaneous appearance of AD symptoms in some, but not all, carriers of genetic risk factors for AD, as demonstrated in FLG−/− patient cohorts [196]. Carriers of the genetic risk factors who initially appear asymptomatic (as in the bistability or oscillation dynamic phenotypes; Fig. 3.2 C) can demonstrate a sudden and sharp worsening of the AD symptoms when they experience systemic Th2 sensitisation, even with naturally occurring (small) fluctuations in the environment (Fig. 3.5, B). This observation also implies a possible mechanism behind the dose-dependent effects of filaggrin deficiency on AD symptoms [197] because the G-switch is turned on by a smaller environmental load for stronger filaggrin deficiency (Fig. 3.5, C).

To test the model-predicted outcome that small and naturally occurring environmental fluctuations can trigger a sudden and sharp worsening of the AD symptoms through systemic Th2 sensitisation in carriers of the genetic risk factors, we evaluated the temporal changes of AD symptoms for Stat3 knockout mice in the natural environment with small environmental stressors. Half of the mice developed an AD phenotype after
3.3. Results

Figure 3.5: Genetic risk factors increase the susceptibility to environmental stressors in developing systemic Th2 sensitisation. A, Transient increases in the environmental stress load can trigger systemic Th2 sensitisation. B and C, Minimum stress load decreases with genetic risk factors (Fig. 3.5, B) in a dose-dependent manner (Fig. 3.5, C). D and E, Stat3 knockout mice with AD symptoms had higher NF-κB activity (Fig. 3.5, D), and the severity of the symptoms increased sharply after Th2 sensitisation (Fig. 3.5, E).

30 weeks, whereas the others remained asymptomatic. Mice that demonstrated an AD phenotype exhibited a much higher expression of the NF-κB-target genes (a marker of ubiquitous environmental triggers [230];Fig. 3.5, D), suggesting that naturally occurring environmental triggers contributed to the observed development of the AD phenotype. Together with the observations in Stat3 knockout mice that a long-lasting exposure to OVA (environmental stressor) triggered a sharp increase in the levels of IgE (see Fig. A.2) and that AD symptoms sharply increased after allergic systemic Th2 sensitisation (increase of IgE; Fig. 3.5, E), these experimental results suggest that naturally occurring fluctuations in environmental stressors can trigger systemic Th2 sensitisation in...
mice with a genetically defective background and worsen their AD symptoms, which is consistent with the model-predicted outcome.

**Prevention of AD symptoms by emollient treatments**

We further derived the minimum stress load that can turn on the G-switch in the presence of continuous application of emollients computationally. In this analysis the stress load represents the external pathogen concentration (parameter $P_{\text{env}}$). Increasing $P_{\text{env}}$ results in a shift of the equilibria of the system (Eq. (3.1)) that may activate the R-switch and subsequently cause $T_H^2$ sensitisation (activation of G-switch). Applying emollients constantly counteracts the shift of the equilibria, caused by the external pathogen, and thus increases the minimum stress load that can cause $T_H^2$ sensitisation. Emollient treatments are modelled by adding a constant production term to the barrier production rate $dB/dt$ (Eq. (3.1b)) resulting in the equation $\frac{dB(t)}{dt} = \frac{dB(t)}{dt} + E$. The constant nominal value of emollient treatment was chosen to be 1.5 (dimensionless units) and was chosen arbitrarily. The main hypothesis we wanted to test is if emollients can be used to lower the risk of $T_H^2$-mediated sensitisation.

The minimal stress load that can trigger systemic $T_H^2$ sensitisation (Fig. 3.6, A, B, and C) was numerically determined by evaluating whether the $D(t)$ surpasses the threshold ($D^+$) for all the parameter combinations of $(\kappa_P, \alpha_I)$ within the recovery (Fig. 3.2, A grey), bistable (Fig. 3.2, A yellow), and oscillation (Fig. 3.2, A teal) dynamic phenotypes. Note that since Eq. (3.1c) is decoupled from the other equations (except for the instantaneous moment when the G-switch is activated) the only parameters determining DC accumulation, and by extension $T_H^2$ sensitisation, in the model are $k_D$ and $\delta_D$; hence the duration the R-switch is required to be active such that the G-switch is activated is constant $t_{\text{on}} = 2.02$ days and is independent of the parameters $\kappa_P$ and $\alpha_I$. The ratio of minimal stress load (Fig. 3.6, D) is defined as the ratio of the nominal $P_{\text{env}}$ ($P_{\text{env}} = 95$, Table 3.1) and the increased $P_{\text{env}}$ that may induce $T_H^2$ sensitisation. All the boxplots (Fig. 3.6) show the minimum, first quartile, median, third quartile, and maximum values.

The model predictions confirm that emollient treatments, which strengthen barrier integrity and resistance [104], reduce the susceptibility to environmental stressors in developing systemic $T_H^2$ sensitisation in all asymptomatic patient cohorts considered, as demonstrated by a more than 2-fold increase in the minimum stress load required to
Figure 3.6: Emollient treatments prevent the progression to severe AD by increasing the computationally predicted minimum stress load required to drive systemic inflammation in recovery (A), bistability (B), and oscillation (C) dynamic phenotypes by approximately 2-fold (D).

Turn on the G-switch (Fig. 3.6, D). These computational results suggest that topical applications of emollients can counteract the effects of the two genetic risk factors investigated in this article (weak barrier integrity and dysregulated immune responses) that asymptotically increase the susceptibility to environmental stressors and effectively decrease the propensity to develop systemic $T_{H}2$ sensitisation in response to naturally occurring fluctuations in the environment.

Importantly, our model analysis suggests preventive effects of emollients against the progression of AD through a dynamic interplay between barrier integrity and immune reactions for diverse patient cohorts with different genetic risk factors and not only for those with weak barrier integrity. This prediction is concordant with the results of clinical trials that demonstrated the effective prevention of the development of AD in newborns both with and without filaggrin mutations [203, 204] and recently observed preventive effects of emollients in AD mouse models with weak immune responses caused by Jak1 hyperactivation, in which the incidence of AD symptoms was dramatically reduced by regular application of petrolatum on their skin [231].

3.4 Discussion

This article proposes the first mathematical model of AD pathogenesis that reproduces gradual progression from a mostly asymptomatic mild phenotype at its early stage to a severe treatment-resistant form. Our model is a mechanistic representation of the main feedback control structures that regulate the dynamics of AD flares through the relative strength of barrier function (permeability) and immune responses, corresponding to
3.4. Discussion

We computationally demonstrated that the strengths of the two well-known risk factors, dysregulated immune responses and high skin barrier permeability, determine the dynamic phenotypes of AD flare by the R-switch and that patients with either of the genetic risk factors may appear asymptomatic initially (Fig. 3.2). Long-lasting or frequent AD flares trigger the activation of the G-switch, which underlies the onset of systemic $T_H^2$ sensitisation (Fig. 3.3), a hallmark event for the progression from mild to clinically severe AD (Fig. 3.4). Our model simulations suggested that the genetic risk factors predispose the carriers to develop a severe AD phenotype, even in response to naturally occurring fluctuations in environmental stressors (Fig. 3.5). These susceptible patient cohorts could benefit from preventive emollient treatments, which increase the threshold stress load that drives systemic $T_H^2$ sensitisation (Fig. 3.6).

Our model analysis identified a double switch as a key regulatory motif that determines AD phenotypes of different severity (Fig. 3.4). The first switch (R-switch) is responsible for the onset of reversible AD flare, and frequent or long-lasting AD flares can trigger the second switch (G-switch), leading to the irreversible progression to severe AD through systemic $T_H^2$ sensitisation (Fig. 3.7). Description of the AD phenotypes by the status of the R- and G-switches in our model allows us to uncover and quantitatively investigate the dynamic mechanisms behind worsening or improvement of AD symptoms, which are often evaluated clinically by an AD score (SCORAD) associated with increased IgE and pro-inflammatory cytokine levels [5]. The synergistic effects of environmental and genetic risk factors of AD progression determine the dynamics of the R- and G-switches, which govern a dramatic worsening of AD symptoms through the onset of systemic $T_H^2$ sensitisation (G-switch on) and could be a target for effective treatment to prevent the progression to a severe form of AD.

Our model simulations reproduced several sets of experimental and clinical results, providing plausible mechanistic, quantitative and coherent explanations for dynamic mechanisms behind the onset, progression, and prevention of AD. This experimentally validated, quantitative, systems-level mathematical framework can be used to uncover possible early biomarkers and to investigate new and better treatment options to reverse and control AD symptoms and prevent progression from mild to clinically severe forms of AD. For example, application of predictive control [232] to our model will allow us to computationally design optimal treatment regimens, with minimal treatment times and strengths for effective proactive treatment [120,123], while reducing the risk of the
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Figure 3.7: “Double-switch” mechanism for onset and progression of AD proposed in this article. Environmental stressors might cause onset of the first reversible switch leading to AD flares, which can be reversed by treatments. Frequent or long-lasting AD flares can trigger the second irreversible switch resulting in progression to severe AD.

Side effects, such as skin atrophy and barrier damage [233, 234]. Our model could also be used to investigate early warning signals [235] to identify asymptomatic but high-risk patient cohorts by their characteristic dynamics in the barrier integrity, such as higher variability (Fig. 3.2, C) or a slower recovery (Fig. 3.2, E) and identify who might benefit from early treatments that prevent incipient disease development. Other promising future research includes application of machine learning methods [236] to a large set of clinical data with multiple variables to predict the likelihood of onset, progression, and prevention of AD. It would be also worth evaluating the stochastic effects of the genetic variants when such data becomes available.

Consolidating effective treatment strategies for AD will potentially reduce the social and economic burden of this disease by decreasing clinical symptoms and undesired side effects of the treatments that are associated with the advanced stage of AD. The proposed “double switch” motif provides a coherent explanation of underlying mechanisms behind dynamic onset, progression, and prevention of AD. The same motif can be found and reveal similar mechanisms underlying the onset, progression and prevention of other multi-stage and multi-factorial diseases, such as cancers, diabetes, and cardiovascular disease, which are caused by a complex interplay between genetic and environmental factors.
Chapter 4

Computational design of corticosteroid and emollient treatment

This chapter describes a computational framework to design patient-specific treatment strategies based on the model proposed in Chapter 3. We will identify the optimal frequency and dosing of corticosteroid treatment that enables long-term management of the symptoms of AD.

We incorporate the effects of cornerstone treatments for AD in the mathematical model presented in Chapter 3, by means of simple mathematical forms. Specifically, we introduce the effects of emollients, which improve skin barrier function [94, 104], and corticosteroids, which reduce inflammation [25]. The applied treatments mimic a proactive approach for the maintenance of symptoms, which is directed towards patients with frequent outbrakes of flares [117–119]. Our computational framework enables the design of dynamic treatment protocols by solving a sequence of optimal control problems and optimising an objective function using a Differential Evolution algorithm (Appendix C).

Dr Yoshito Hirata assisted in the development of the MATLAB code to identify the optimal scheduling and dosing of treatments. Dr Elisa Domínguez-Hütttinger helped to develop the mathematical description of the treatments and add the biological and clinical interpretation of the results. Our clinical and experimental collaborators, Professor Hywel C. Williams, Professor Michael J. Cork, and Dr Simon G. Danby, have
4.1 Introduction

Atopic dermatitis (AD) is a chronic inflammatory disease, characterised by recurrent skin inflammation and a defective permeable skin barrier, that is considered to be caused by complex interactions of genetic and environmental risk factors [24, 193]. AD affects up to 25% of children world-wide and has a high socioeconomic impact [85]. AD is associated with constant itching that may result in chronic sleep loss, and the resultant scratching can cause bleeding and skin infections. The current mainstay of AD treatment is to control the AD symptoms by topical application of corticosteroids or calcineurin inhibitors to reduce the inflammation, in addition to application of emollients to improve the barrier integrity [24, 191, 238]. However, only 24% of AD patients and carers believe that they adequately manage the symptoms by the current main treatments [23]. This is partly because clear guidance and consensus for effective treatment strategies in terms of frequency, duration and potency are yet to be fully established [2, 191, 193], while patients are often advised to minimise the use of the corticosteroids because of a fear of skin thinning [30].

As a result of the complex underlying mechanisms of AD pathogenesis, AD patients demonstrate a wide spectrum of clinical phenotypes thereby greatly benefitting from personalised treatment [239]. Recently, long-term management of AD focuses on prevention of flares by the so-called “proactive therapy” [120, 123]. Following initial induction of remission to “get control”, proactive therapy aims to “keep control” by preventing AD flares (inflammation) and achieving skin barrier stabilisation. This is achieved by intermittent and scheduled use of low-dose topical corticosteroids or calcineurin inhibitors to the areas of the body that frequently have recurrent flares, even in the absence of the flares. Ideally, effective treatment schedules for proactive therapy can be tailored to each patient, based on the patient’s information, such as genetic risk factors, how the
symptoms have evolved, and the responses to the treatments. This paper investigates
the potential of a computational method to inform the design of such personalised ef-
ficacious treatment schedules for proactive therapy, in terms of frequency, duration and
potency.

In Chapter 3 we proposed a mathematical model of AD pathogenesis, as an in silico
and quantitative framework that coherently explains underlying mechanisms of common
AD phenotypes [190]. The model is a system-level representation of the complex and
dynamic interplays between immune responses, skin barrier function and environmental
triggers that determine AD pathogenesis; specifically how AD flares start and how AD
symptoms exacerbate. Our model simulations reproduced several sets of experimental
and clinical results, providing plausible mechanistic and quantitative explanations for
dynamic mechanisms behind onset, progression and prevention of AD.

In this chapter, we extend this experimentally validated mathematical model of AD
pathogenesis and propose a new model which includes the effects of treatments on the
pathogenesis of AD. We then use the mathematical model to computationally design the
personalised optimal treatment schedules for proactive therapy by solving the optimal
control problems recursively using a differential evolution (DE) algorithm [240, 241],
which is an efficient global optimisation technique to solve our non-convex optimisation
problem.

### 4.2 Mathematical model of treatment effects on AD pathogenesis

We consider a mathematical model of treatment effects on AD pathogenesis (Fig. 4.1(a))
obtained by incorporating the dynamic effects of treatments in the previous mathematical
model of AD pathogenesis [190]. The proposed model is described by a set of three
differential equations,

\[
\begin{align*}
\frac{dP}{dt} &= P_{env} \frac{\kappa P}{1 + \gamma_B B(t)} - \left( a_1 R(t) \frac{1}{1 + \beta_1 C(t)} + \delta_P \right) P(t), \\
\frac{dB}{dt} &= \kappa_B B(t) \left( 1 - B(t) \right) \frac{1}{1 + \gamma_R R(t)} \left( 1 + \gamma_G \frac{G(t)}{1 + \beta_3 C(t)} \right) + E(t) - \delta_B K(t) B(t), \\
\frac{dD}{dt} &= \kappa_D \frac{R(t)}{1 + \beta_4 C(t)} - \delta_D D(t),
\end{align*}
\]
where \( P(t) \) is the amount of infiltrated environmental stressors (milligrams per milliliter), such as pathogens, that trigger skin inflammation (an AD flare) through activation of innate immune receptors \((R(t))\), \( B(t) \) denotes the degree of skin barrier integrity (relative to the maximum strength), and \( D(t) \) denotes the level of inflammation markers (cells per milliliter), including pro-inflammatory cytokines (such as TSLP or IL33) and activated dendritic cells (DCs). We will consider moderate to severe AD patients as determined by the combination of parameters \( \kappa_P \) and \( \alpha_I \) (Fig. 3.2, A red) which suffer from chronic AD and are susceptible from relapsing flares. As such the initial conditions of the state variables will vary depending on the choice of \((\kappa_P, \alpha_I)\).

The triple of state variables, \( (P(t), B(t), D(t)) \), represents the patient’s disease status described by the levels of infection, barrier defects and inflammation. The variables \( E(t) \) and \( C(t) \) respectively represent the potency of emollients and corticosteroids that are applied to achieve skin barrier stabilisation and to prevent infection and inflammation. The parameters, \( \beta_1, \beta_2, \beta_3 \) and \( \beta_4 \) represent the relative effects of corticosteroids on the relevant processes (Table 4.1). Other model parameters and their nominal parameter values are taken from [190] (Table 3.1) with the exception that we set \( \delta_P = 1.6 \) (1/day).

The proposed model describes the effects of the treatments on AD pathogenesis in a simple form, rather than explicitly incorporating the fine details of the complex molecular and cellular processes. The infiltrated stressors or pathogens, \( P(t) \), increase by the
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Table 4.1: Description of simulation parameters and their nominal values for Eq. 4.1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Nominal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>Corticosteroid-mediated rate of reduction of AMP expression</td>
<td>0.005 (a.u.)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>Corticosteroid-mediated rate of reduction in barrier damage</td>
<td>10 (a.u)</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>Corticosteroid-mediated rate of reduction of $T_H2$ cytokine production</td>
<td>10 (a.u)</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>Corticosteroid-mediated rate of reduction of dendritic cell maturation</td>
<td>10 (a.u)</td>
</tr>
<tr>
<td>$E$</td>
<td>Potency of constant emollients applied</td>
<td>0.04</td>
</tr>
<tr>
<td>$C_{\text{max}}$</td>
<td>Maximum potency of corticosteroids during the remission phase</td>
<td>50</td>
</tr>
<tr>
<td>$C_{i\text{max}}$</td>
<td>Maximum potency of corticosteroids during the $i$-th maintenance cycle</td>
<td>50</td>
</tr>
<tr>
<td>$T_{\text{rmax}}$</td>
<td>Maximum duration of the induction phase</td>
<td>8 (weeks)</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Duration of each maintenance cycle</td>
<td>1 (week)</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Penalty weight for treatment duration</td>
<td>0.5 (d.u.$^2$)</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Penalty weight for total amount of treatment</td>
<td>1 (d.u)</td>
</tr>
<tr>
<td>$k_3$</td>
<td>Penalty weight for deviation of the final level of $P$ from the target level</td>
<td>10 (d.u)</td>
</tr>
<tr>
<td>$k_4$</td>
<td>Penalty weight for deviation of the trajectories of $P$ from the target level</td>
<td>10 (d.u)</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Target level of $P$ during induction phase</td>
<td>24 (mg/ml)</td>
</tr>
<tr>
<td>$\hat{P}_m$</td>
<td>Target level of $P$ during maintenance phase</td>
<td>26 (mg/ml)</td>
</tr>
</tbody>
</table>

penetration of environmental stressors, $P_{\text{env}}$, through the barrier, $B(t)$. $P$ is eradicated by innate immune responses triggered by inflammation ($R(t)$) and is also naturally degraded. Topical application of corticosteroids ($C(t)$) provides an anti-inflammatory action [238], resulting in reduced antimicrobial protein (AMP) expression, and hence reduced pathogen eradication [242]. The production of $B(t)$ is described phenomenologically in its capacity to self-restore the nominal barrier integrity ($B = 1$) following its disruption, and is compromised by innate immune responses triggered by inflammation and by cytokines produced by differentiated $T_H2$ cells (where the differentiation is controlled by the master transcription regulator $Gata 3$, $G(t)$). Topical application of corticosteroids reduces both inflammation and release of cytokines [191, 243], resulting in improved skin barrier function [107]. Application of emollients enhances skin barrier

---

$^2$Arbitrary units (a.u) related to the potency of corticosteroids or emollients.

$^2$Dimensionless units (d.u) since the terms in the objective function are normalised.
4.3 Optimal control problem formulation

Using the proposed model, we computationally design optimal treatment strategies for proactive therapy with a combination of emollients and corticosteroids. The proactive therapy consists of two phases: an “induction of remission” phase where we aim to suppress the clinical inflammation, followed by a “maintenance of remission” phase.
where we apply intermittent but scheduled treatment to prevent the recurrence of an AD flare [120,123]. We refer the two phases as “induction phase” and “maintenance phase” hereafter. The induction phase aims to “get control”, and the maintenance phase aims to “keep control” [120]. To comply with the current clinical recommendations [109,191] we assume that emollients are applied constantly throughout both phases at a low level, $\bar{E}$, which is insufficient to achieve remission by itself for the moderate to severe AD patients [26]. We therefore design the optimal schedules for application of corticosteroids that can induce and maintain the remission. We consider the on-off treatment at discrete times, reflecting the daily application or non-application of corticosteroids with different potencies (Fig. 4.2(a)).

We formulate the problem as finding optimal treatment strategies that minimise the duration and potency of the treatments that effectively move the state variables from the initial pathological steady state $(P(0), B(0), D(0)) = (33.4, 0.012, 122)$ (nominal $\kappa_P$ and $\alpha_I$ parameters) to a specified target state (Fig. 4.2(b)), while the dynamics of the state variables are determined by our model. The target state is defined by a target level of $P(t)$ that does not lead to recurrence of AD flare (Fig. 4.1(b)), as the proactive therapy aims to prevent AD flares. The objective function, $J$, is described by

$$J = k_1J_1 + k_2J_2 + k_3J_3 + k_4J_4,$$

where $J_1$ is the penalty for the treatment duration, corresponding to the patients’ burden to apply the treatments, $J_2$ is the penalty for the total amount of the treatment applied (duration $\times$ potency), representing the financial cost as well as the risk of the side effects due to the excessive use of corticosteroids, $J_3$ is the penalty for the final state to be deviated from the target state, and $J_4$ is the penalty for the trajectory to be deviated from the target state. The functions $J_1$, $J_2$, $J_3$ and $J_4$ are defined for the induction and maintenance phases as shown below. We assume $k_3 = k_4$ (the coefficients for the penalty on the deviation from the target state) for simplicity.

**Induction of remission phase**

In the induction phase, we assume that corticosteroids are constantly applied during the calculated optimal duration, $T_r$. The optimal problem to be solved is formulated so as to find a pair of values $(T_r, \bar{C})$, where $T_r$ is the duration of the induction phase and $\bar{C}$ is the potency of corticosteroid to be constantly applied during this phase, that minimise
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**Figure 4.2:** Optimal control problem formulation to design treatment strategies for proactive therapy for AD. The whole period consists of the induction phase (red) and maintenance phase (blue). (a) Example dynamics of the pathogen state variable ($P(t)$) with on-off treatment of corticosteroids ($C(t)$) of different potencies at discrete times, in addition to constant application of emollients ($E(t)$) of a fixed potency $\bar{E}$. (b) Example of the projected state trajectory of a patient’s states, $(P, D)$, when the optimal treatment strategy is applied. The states move from the initial state $((P_0, D_0)$, red circle) towards the target level $\hat{P}_r$, of the induction phase (red vertical line), and then to the target level $\hat{P}_m$ (blue vertical line), of the maintenance phase. The state $B$ is omitted in the figure. (c) The recursive optimal control problem to be solved. The optimal treatment strategy for each cycle (either for the duration of $T_r$ or $T_m$) is determined by predicting the optimal evolution of the state variables (dashed lines) based on the measurement of the states at the beginning of the period (yellow circles). The actual evolution of the state (solid lines) can be different from the prediction, for example if the calculated optimal treatment strategy is not applied or due to model mismatch.

the objective function under the constraints $0 \leq T_r \leq T_{r \text{max}}$ and $0 \leq \bar{C} \leq C_{\text{max}}$. We set the target level, $\hat{P}_r$, to be smaller than $P^-$ where the AD flare ceases. The objective function for the induction phase consists of $J_1 = \left(\frac{T_r}{T_{r \text{max}}}\right)^2$, $J_2 = \frac{T_r}{T_{r \text{max}}} (\frac{\bar{C}}{C_{\text{max}}})^2$, $J_3 = \Phi_t(P(T_r)) + \left(1 - \frac{P(T_r)}{P^-}\right)^2$, and $J_4 = \int_0^{T_r} (P(\tau) - \hat{P}_r)^2 d\tau$. $\Phi_t(P(T_r))$ is a non-convex function to penalise failure to achieve remission and takes the values of $100 + 0.1(P(T_r) - P^-)$ if $P(T_r) > P^-$ and 0 otherwise.
4.4 Methods

Maintenance of remission phase

Once remission is induced, the proactive therapy proceeds to the maintenance phase, where corticosteroids are applied intermittently to prevent the recurrence of AD flares. We design the optimal treatment schedule for a week, based on the measurement of the state variables at the beginning of the week, and repeat the weekly cycle (Fig. 4.2(c)). This scenario corresponds to weekly hospital visits of the patients, where clinicians evaluate the disease state and plan the treatment strategy until the next visit. From an optimal control point of view this form a closed loop strategy.

For the $i$-th cycle of the maintenance phase, we calculate the optimal treatment strategy $(T_i^c, \bar{C}^i)$ that minimises the objective function, under the constraints on the duration of corticosteroid application, $0 \leq T_i^c \leq T_m = 7$ days and its potency $0 \leq \bar{C}^i \leq C_{\text{max}}^i$. For the whole duration of the maintenance phase, we set the target level, $\hat{P}_m$, that is smaller than $P^+$ to avoid the recurrence of AD flare (Fig. 4.1(b)). In the next section, we investigate the effects of the choice of $\hat{P}_m$ on the calculated optimal treatment strategies.

The objective function for the $i$-th maintenance cycle consists of $J_1 = (\frac{T_i^c}{T_m})^2$, $J_2 = (\frac{\bar{C}^i}{C_{\text{max}}^i})^2 \frac{T_i^c}{T_m}$, $J_3 = \Phi_m(P(T_i + iT_m)) + (1 - \frac{P(T_i + iT_m)}{\hat{P}_m})^2$, and $J_4 = \int_{T_i + (i-1)T_m}^{T_i + iT_m} \frac{(P(\tau) - \hat{P}_m)^2d\tau}{\int_{T_i + (i-1)T_m}^{T_i + iT_m} P(\tau)d\tau}$.

4.4 Methods

All simulations were conducted using MATLAB version R2016a (The MathWorks, Inc., Natick, MA, USA). We used ode45 for the numerical integration of the system, and the events location functionality of MATLAB to identify the switching boundaries of the hybrid system. We identified the optimal treatment strategy for the induction phase by applying a DE with 1000 generations. Starting from 30 randomly chosen initial vectors, $(\bar{C}, T_i)$, with $0 \leq \bar{C} \leq C_{\text{max}}$ and $0 \leq T_i \leq T_{\text{max}}$, we found the optimal solution by evolving a population of 30 vectors at each generation, using the mutation strategy DE/rand-to-best/1 [245] with a differential weight of 0.6, and recombination with the crossover rate of 0.5. The same procedures were repeated for each maintenance cycle. The global sensitivity analysis was conducted by simultaneously varying the values of the model parameters or the weights for the objective functions from their nominal values by $\pm 50\%$ for 529 and 400 simulations, respectively.
4.5 Computational identification of optimal treatment schedules for moderate to severe AD patients

We used differential evolution (DE) to solve the optimal control problem formulated above, for different scenarios, to test the applicability of our approach. Details on the operation of DE can be found in Appendix C.

The nominal values used for the simulations for moderate to severe AD patient cohorts, such as the target levels and the constraints on the potency and duration of treatments, are summarised in Table 4.1. We first confirmed that the optimal treatment strategy calculated using the nominal parameter values suggests a length of the induction phase, $T_r$, that is clinically relevant (less than or equal to four weeks [117]). Indeed, the optimal induction period was calculated to be $T_r = 19$ days, while the AD flare stopped within the first 3 days (Fig. 4.3(a)). We also confirmed by conducting global sensitivity analysis that this calculated optimal strategy is robust to changes of the model parameters and the choice of weighting coefficients for the objective function (Figs. B.2 and B.3).

Effects of the choice of the maintenance target level

We first investigated the effects of the choice of the target level during the maintenance phase, $\hat{P}_m$, on the calculated optimal treatment strategies (Fig. 4.3).

In the nominal case with the nominal parameter values we set the maintenance target level to $\hat{P}_m = 26$ mg/ml, which is lower than the deactivation threshold ($P^- = 26.6$ mg/ml) but higher than the induction target level ($\hat{P}_r = 24$ mg/ml). The calculated optimal maintenance treatment (Fig. 4.3(a)) demonstrates that 3 days weekly intermittent application of corticosteroids could achieve the maintenance without recurrence of AD flare for the whole duration of the maintenance phase investigated (8 weeks).

When the maintenance target is chosen to be closer to the activation threshold ($P^+ = 40$ mg/ml), for example $\hat{P}_m = 30$ mg/ml, the calculated optimal treatment strategy suggests a 1 day per week application of corticosteroids to maintain the remission (Fig. 4.3(b)). This higher target level is much easier to be maintained with a smaller amount of corticosteroids. However, the resulting state corresponds to a lower barrier integrity with a higher level of infiltrated stressors compared with the nominal scenario (Fig. 4.3(a)), due to the smaller amount of corticosteroid applied. This worsening of the
state may make the patients more vulnerable to an increased level of environmental stressors due to random or natural fluctuations that can retrigger an AD flare.

On the contrary, when the maintenance target is chosen to be much lower than $P^-$, for example $\hat{P}_m = 20$ mg/ml, the optimal treatment strategy requires an increased amount of corticosteroids, with application of more potent corticosteroids for 6 days per week (Fig. 4.3(c)). While the calculated optimal treatment strategy can successfully prevent recurrence of inflammation, this strategy is not desired due to the high amount of corticosteroids applied in total (2.7-fold increase from the nominal case).

These results suggest the importance of the choice of the maintenance target level, $\hat{P}_m$, as a design criterion for optimal treatment strategies. We decided to use $\hat{P}_m = 26$ mg/ml for further simulations, as it ensures the successful maintenance of remission without the need of excessive treatment amount during the maintenance phase and it may correspond to the clinically suggested so-called weekend therapy.

We also investigated the effects of the choice of the induction target, $\hat{P}_i$ (figure not shown). Decrease of $\hat{P}_i$ from our nominal value of $\hat{P}_i = 24$ mg/ml resulted in an optimal strategy that requires an increased amount of corticosteroid (in both the potency and application time) during the induction phase, but did not affect the strategy during the maintenance phase.

**Stratification of patient cohorts**

To demonstrate that our approach is applicable to different patient cohorts, we computationally obtained the optimal treatment strategies for different values of two model parameters, $(\kappa_P, \alpha_I)$. These parameters represent the two main genetic risk factors of AD, which include mutations in the FLG gene $(\kappa_P)$ and dysregulated expression of innate immune system components $(\alpha_I)$, and depending on their values can be used to specify patient cohorts. The objective functions and targets level were the same as the nominal case.

Specifically, we investigated three patient cohorts: the nominal patient cohorts with $(\kappa_P, \alpha_I) = (0.85, 0.05)$ (Fig. 4.3(a)), those with even more dysfunctional immune responses described by $(\kappa_P, \alpha_I) = (0.85, 0.04)$ (Fig. 4.4(a)) and $(\kappa_P, \alpha_I) = (0.85, 0.03)$ (Fig. 4.4(b)), and those with even more compromised barrier integrity described by
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Figure 4.3: Effects of the choice of the maintenance target level (blue dotted lines) on the optimal treatment strategies calculated and the resulting dynamics of the system. The maintenance target level is set to (a) $\hat{P}_m = 26$ mg/ml (the nominal value), (b) $\hat{P}_m = 30$ mg/ml, and (c) $\hat{P}_m = 20$ mg/ml, while the induction target level (red vertical lines) is set to be the same ($\hat{P}_r = 24$ mg/ml) for all the scenarios. The dynamics during the induction phase and maintenance phase are shown in red and blue, respectively. Remission is achieved when the level of the stressors is decreased below $P^-$, and the AD flare reoccurs when it increases above $P^+$. The induction phase continues even after AD flare ceases, and tries to bring the state towards the target level.

$(\kappa_P, \alpha_I) = (0.9, 0.05)$ (Fig. 4.4(c)) and $(\kappa_P, \alpha_I) = (0.95, 0.05)$ (Fig. 4.4(d)). All the parameters, except for $\kappa_P$ and $\alpha_I$, were set to be the nominal values (Tables 4.1).

For the case with $(\kappa_P, \alpha_I) = (0.85, 0.04)$ (Fig. 4.4(a)), the calculated optimal treatment strategy was successful in achieving remission and preventing AD flares for 8 consecutive weeks, through a 20 day induction treatment followed by a 3 day weekly maintenance treatment. However, a higher total amount of corticosteroids is required with a higher potency (48% increase for the induction phase and 3.3% increase for the maintenance phase), compared to the nominal case (Fig. 4.3(a)), to combat the higher initial stressor load. When the risk factor of dysfunctional immune responses becomes even stronger, as for the case with $(\kappa_P, \alpha_I) = (0.85, 0.03)$ (Fig. 4.4(b)), the calculated
optimal treatment schedule failed to achieve the remission, leading to sustained or unresolved AD symptoms with a low barrier integrity. Indeed, the “maintenance” therapy we computationally calculated after 14 days of the “failed” induction of remission suggests a continuous use of corticosteroids, meaning that these virtual patients will require constant, rather than intermittent, application of corticosteroids (Fig. 4.4(b)).

For the cohorts with an increased barrier permeability ($\kappa_P = 0.9$), an increased amount of corticosteroid (by 54.7%) is required during the maintenance phase (Fig. 4.4(c)), compared to the nominal cohort with the same $\alpha_I = 0.05$. Further increase in the barrier permeability ($\kappa_P = 0.95$) led to failure in inducing the remission and the optimal strategy suggests to continue the constant application of corticosteroids (Fig. 4.4(d)). Synergistic effects of the two risk factors, by increasing $\kappa_P$ and decreasing $\alpha_I$ simultaneously ($\left(\kappa_P, \alpha_I\right) = (0.9, 0.04)$, figure not shown) resulted in an optimal strategy with a 5.8-fold increase in the total amount of corticosteroid (2.35-fold in the induction phase and 11.3-fold in the maintenance phase), compared to the nominal cohort. However, the optimal strategy still could not achieve the remission.

These results suggest that our approach is applicable to different virtual patient cohorts, and that it could help stratify the virtual patients into those who would benefit from the calculated optimal treatment strategies, and those who would require additional or stronger treatments, such as systemic treatment, to achieve remission. Our results also demonstrate how the treatment efforts scale with the level of the two common AD risk factors. It will be interesting to compare the computational predictions with the patients’ data that relate the severity of patients’ symptoms to the required treatments and the actual treatments prescribed. Evaluation of how the treatment efforts scale with the initial disease severity before the start of treatment in the clinic is an interesting future research topic.

**Effects of poor adherence to suggested optimal treatment schedule**

So far we have assumed that the patients follow the calculated optimal treatment schedule. However, AD patients do not necessarily always follow treatment guidelines. This problem of poor adherence to treatment could have negative effects on long-term treatment of AD [246,247]. Using our proposed approach, we investigated the effects of poor adherence to the calculated optimal treatment schedule, particularly how the future optimal treatment schedule and the evolution of the disease state are affected.
Consider the case where the virtual patients do not complete the calculated optimal induction phase and stop using corticosteroids after 5 days when the AD flare disappears. This scenario can occur for example due to corticosteroid phobia. If they continue their daily emollient treatment (Fig. 4.5(a)), the optimal strategy in the subsequent weeks suggests the use of an increased amount of corticosteroid, with a 1.4-fold more potent corticosteroid for a longer period (by 1 day) during the first maintenance cycle, compared to the nominal case. The effect of non-adherence is not predicted to be dramatic, possibly because the AD flare ceased already within the first 5 days of corticosteroid use.
However, if the virtual patients also stop the daily emollient treatment (Fig. 4.5(b)), we observe the recurrence of an AD flare with a severe worsening of the symptoms (a sharp decrease in $B$ and a dramatic increase in $P$ and $D$). As a result, the calculated optimal strategy in the subsequent cycle suggests the use of a more potent corticosteroid (by 1.4-fold) than that applied during the induction phase, for 5 days. This higher potency corticosteroid is a side-effect of the constraint on the maintenance cycle duration (7 days): the treatment has less time to deal with the AD flare, compared to the induction duration constraint (8 weeks), and therefore overcompensates by increasing the potency to achieve the desired state. If instead, for this case of failed remission due to non-adherence, we change the constraints on the maintenance cycle duration from 7 days to 20 days (i.e., essentially prolonging the induction phase), the calculated optimal strategy suggests the application of a 10% more potent corticosteroid, compared to that used in the induction phase, for an extra duration of 10 days (figure not show). These computational predictions suggest the benefits of continual use of emollients in reducing AD symptoms, as shown in [191].

Another scenario to consider is the non-adherence during the maintenance phase, following the successful completion of the induction phase. When the virtual patients stop their daily application of emollients for the first three maintenance cycles (Fig. 4.5(c)), it results in an immediate worsening of the symptoms (a decrease in $B$). The calculated optimal strategy suggests application of more potent corticosteroids (by 1.4-fold) than the nominal case for 3 days per week in the subsequent 3 weeks to maintain the remission. If in, conjunction to stopping emollient treatment, patients stop applying corticosteroids during these 3 weeks (Fig. 4.5(d)), a severe worsening of the symptoms (a sharp decrease in $B$ and a dramatic increase in $P$ and $D$) is observed. The calculated optimal strategy then suggests application of an increased amount of corticosteroid (1.5-fold more potent for 2 more days) compared to the nominal case to maintain the remission in the subsequent weeks. If they miss the treatments for 4 weeks (Fig. 4.5(e)), the AD flare reoccurs, and the optimal strategy suggests the use of a much more potent corticosteroid (by 1.35-fold) than that used during the induction phase, for the duration of 5 days.
Figure 4.5: Effects of poor adherence to the calculated optimal treatment strategies during the induction phase. Non-adherence to the suggested corticosteroid treatment after 5 days in the induction phase, with continual use of emollients (a) and without use of emollients (b). Non-adherence to the suggested corticosteroid treatment during the maintenance phase, without emollient application for the first three cycles (c), and without both corticosteroid and emollient application for the first three cycles (d) and four cycles (e). Green lines represent the period during the non-adherence, and the dotted lines on the right column demonstrates the optimal strategy calculated for the nominal case where patients adhere to the suggested optimal strategy.
4.6 Discussion

In this chapter, we proposed a computational method to inform the design of patient-specific optimal treatment strategies for moderate to severe AD patients who require constant treatment for stabilisation of their AD symptoms. Our proposed framework solves optimal control problems recursively to design treatment schedules for the proactive therapy that aims to prevent AD flares and to achieve skin barrier stabilisation. The proactive therapy consists of intermittent and scheduled use of low-dose corticosteroids, in addition to a constant application of emollients, once initial induction of remission has been achieved. The objective functions to be minimised correspond to the penalties on the duration and the potency of the treatments applied, as well as the deviation from the target states we specify.

One of the main difficulties in formulating an optimal control problem is to identify appropriate objective functions. Here we systematically explored different possible target levels for the clinically relevant variables to be controlled ($P$), and found the most adequate maintenance target level (Fig. 4.3), which we used to derive robust treatment strategies even with poor adherence (Fig. 4.5), for our nominal patient cohorts and for patient cohorts with severer genetic risk factors (Fig. 4.4). These results suggest the importance of choosing appropriate target states to successfully maintain remission, and that our proposed mathematical framework can be used to investigate the effects of poor adherence to the optimal treatment strategies systematically. We could also identify those virtual patient cohorts that would require stronger treatments, with even higher doses or additional pharmacological substances such as antibiotics, phototherapy or systemic immunosuppressant treatment to achieve adequate disease control (Fig. 4.4). We evaluated the sensitivity of our results to the changes in the values of the weighting coefficients for the optimal control problem ($k_1, k_2, k_3$ and $k_4$) and the model parameters, for both the induction and maintenance phases, and confirmed that the optimal strategy calculated for the nominal case is robust (Figs. B.2 and B.3).

Our systematic and computational approach could be effective in: (a) informing the design of personalised optimal treatment strategies, thus addressing the issue of the current lack of clear guidance and consensus of effective treatment strategies; and (b) minimising the potential side effects of long-term use of corticosteroids. Moderate to severe AD patients require repeated treatment to stabilise their pathological state that would naturally remain unresolved if treatment is not applied. In addition, moderate
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to severe AD patients usually require a combination of treatments (such as cortico-
steroids and emollients) to be applied to achieve successful maintenance of remission in
two phases (induction and maintenance phases). Accordingly, designing the optimal
treatment strategies to stabilise the AD symptoms for these patients may benefit from
an advanced optimisation technique such as the one proposed in this paper.

In this chapter, we computationally obtained the optimal treatment strategy by recur-
sively solving the optimal control problems. The proposed computational framework
could be easily extended to the application of model predictive control (MPC), which
uses the measured states of the system to predict and optimise the control input that
minimises the objective function over a future time horizon [248]. MPC has been al-
ready successfully applied to design treatment profiles for diabetes [249, 250], prostate
cancer [251] and leukemia [163,252]. Application of MPC, i.e. inclusion of the receding
horizon will allow us to obtain smoother graded therapy, as it will enable us to find
the optimal treatment schedule that does not necessarily achieve the target level within
each maintenance cycle, but does so gradually over a longer time period.

Our simulation results show that poor adherence to the suggested optimal treatment
schedule inevitably leads to higher treatment doses in subsequent cycles and could affect
long-term management of AD symptoms. To prevent poor adherence these theoretical
results could be presented to patients that choose not to use the prescribed treatment,
due to steroid phobia, and as such serve as an educational tool for the proper application
of treatments. Our results are also consistent with the current clinical recommendations,
for example the weekend therapy where corticosteroids are applied for two consecutive
days per week, in addition to the daily application of emollients. Our investigation
on the effects of the AD flare, that occurs during maintenance therapy, demonstrated
that resuming continuous use of a more potent corticosteroid can successfully achieve
remission, but results in an increase in the total amount of corticosteroids applied. As
an important next step, we need to compare the computationally obtained treatment
strategies with treatment options that are currently used in the clinical setting.

We also need to develop robust ways to identify model parameters from each patient’s
clinical data, such as initial skin thickness and pattern of eczema, in order to effectively
calculate optimal treatment strategies. If the temporal data of patients become avail-
able, the information on the discrepancy between the measured values and the model
prediction will be used to identify the model parameters. The approach we proposed
in this paper could be a first step towards designing personalised effective treatment
strategies for prevention and adequate control of AD symptoms. Exploring personalised optimal treatment strategies in the clinical setting would be challenging if we do not apply a systematic and computational approach, because of the combinatorial explosion of treatment types, durations, potencies, and each patient’s genetic and pathological profile to the disease. As the model was developed based on the pathological mechanisms of the disease, the obtained treatment strategies and the proposed framework could be applicable to different patient cohorts and different scenarios. For example, it will help to identify a way to reduce the frequency of clinic visits by placing control back in the hands of parents and children, evaluate the effects of reduced visits, and whether we can still achieve the optimal treatment strategies by monthly or bi-monthly clinical visits.

These results demonstrate a first proof of concept for the computational design of optimal treatment strategies for patients suffering with AD, using a mathematical model that describes the treatment effects in a simple form. Such frameworks could prove invaluable for personalised medicine and long-term management of the disease. We will further investigate the appropriateness of the model description of the treatment effects, using dynamic data of AD patients after application of corticosteroids and emollients.
Chapter 5

Computational design of corticosteroid and coal tar treatment

5.1 Introduction

In this chapter the mathematical model introduced in Chapter 3 is modified to accommodate the topical application of coal tar, instead of emollients, and we apply our computational framework (Chapter 4), to design treatment strategies identifying the optimal frequency and dosing of corticosteroid treatment. Our goal is to exemplify the ease with which the model can be modified to fit different treatment representations, and by extension to show the aptability of the computational method to identify optimal treatments in different settings.

Topical application of coal tar is one of the oldest treatments for AD [253], however, up until recently the molecular mechanisms, resulting in skin barrier positive effects were not readily explored nor elucidated [22, 122]. Various studies support the effectiveness of coal therapy [253, 254], and it can also be used in tandem with other treatments, such as corticosteroids and phototherapy [255].

Treatment with coal tar is suggested to have antibacterial [256], antifungal [256], and anti-inflammatory effects [122, 257], as well as antipruritic effects [22], but not all of
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these are well documented [94]. A recent study [22] explored the molecular mechanisms of coal tar treatment and showed that it enhanced epidermal differentiation, increased levels of filaggrin, and inhibited the IL-4/STAT6 pathway (a pathway associated with the pathogenesis of AD [21]).

Although studies have shown no risks associated with coal tar treatment [258, 259], it should be noted that some adverse effects are documented in the literature [260–263]. The greatest concern relates to carcinogenic effects [264], therefore, safety studies are required for application to young children [265].

In Section 5.2 we introduce the mathematical model, which includes the effects of coal tar treatment in a simple mathematical form. The rest of this chapter will focus on identifying patient-specific treatment protocols for the optimal application of corticosteroid treatment accompanied with coal tar treatment following the protocols described in Chapter 4.

5.2 Mathematical model of treatment effects: corticosteroids and coal tar application

We consider the mathematical model of AD pathogenesis, presented in Chapter 2, incorporating the dynamic effects of two topical treatments: topical application of corticosteroids and coal tar preparations. The proposed model is described by a set of three differential equations,

\[
\dot{P}(t) = P_{env} \frac{\kappa_P}{1 + \gamma_B B(t)} - \left(\alpha I \frac{R(t)}{1 + \beta_1 C(t)} + \delta_P\right) P(t), \quad (5.1a)
\]

\[
\dot{B}(t) = \frac{(1 + CT(t))\kappa_B (1 - B(t))}{1 + \gamma_R \frac{R(t)}{1 + \beta_2 C(t)}} \left(1 + \gamma_G \frac{G(t)}{1 + \beta_3 C(t)}\right) \delta_B K(t) B(t), \quad (5.1b)
\]

\[
\dot{D}(t) = \kappa_D \frac{R(t)}{1 + \beta_4 C(t)} - \delta_D D(t). \quad (5.1c)
\]

The variables of this model have been previously described in Section 4.2. The variables \(CT(t)\) and \(C(t)\) represent the potency of coal tar and corticosteroids, respectively, that are applied to achieve skin barrier stabilisation and to prevent infection and inflammation. These are the control variables that will have a direct effect on the state variables describing the dynamics of the system.
Topical application of coal tar ($CT(t)$) improves skin barrier function by increasing the expression levels of epidermal barrier component proteins (such as FLG, hornerin, and involucrin), as well as accelerating the process of epidermal morphogenesis [22]. We mathematically represent the accelerated recovery by changing the effective barrier production rate from $\kappa_B$ to $(1+CT(t))\kappa_B$. Topical corticosteroid treatment is applied in accordance with proactive therapy recommendations to prevent AD flares, by inhibiting the effects of innate immune responses. The parameters related to the treatments and the computational optimisation are the same as in Table 4.1, except for the nominal potency for coal tar application (calculated in Section 5.5.1). Other model parameters and their nominal values are shown in Table 3.1 with the exception that we use $\delta_P = 1.6$ as in Chapter 4. We consider, as in Chapter 4, moderate to severe AD patients as determined by the combination of parameters $\kappa_P$ and $\alpha_I$ (Fig. 3.2, A red) which suffer from chronic AD and are susceptible from relapsing flares. As such the initial conditions of the state variables will vary depending on the choice of $(\kappa_P, \alpha_I)$.

5.3 Optimal control problem formulation

With the proposed model, we computationally identify the optimal duration and potency of corticosteroid treatment, given constant application of coal tar treatment. As in Chapter 4, we will use a protocol mimicking a proactive therapy, consisting of two phases: the “induction phase” and the “maintenance phase”. Coal tar treatment is applied constantly at a level $\bar{CT}$ that is insufficient to induce remission by itself. Remission is achieved by the deactivation of innate immune responses, which is mediated by the R-switch.

We formulate the problem as finding treatment strategies that minimise the duration and potency of the treatments that steer the state variables from the initial pathological steady-state to a specified target state, while the dynamics of the state variables are determined by our model Eq. (5.1a) - (5.1c). The objective function, $J$, is a sum of four terms, as in Eq. (4.2), while the individual terms have the same interpretation as described in Section 4.3. In the next sections we describe the optimal control problems to be solved.
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**Induction phase**

In the induction phase, we assume that corticosteroids are constantly applied during the calculated optimal duration, $T_r$. We identify the optimal pair of values $(T_r, \bar{C})$, where $T_r$ is the duration of the induction phase and $\bar{C}$ is the potency of corticosteroid, that minimise the objective function under the constraints $0 \leq T_r \leq T_{r}^{\text{max}}$ and $0 \leq \bar{C} \leq C_{\text{max}}$. We set the target level, $\hat{P}_r$, to be smaller than $P^-$ where the AD flare ceases. By collecting the state variables in the vector $\mathbf{x}(t) = (P(t), B(t), D(t))$ the Optimal Control Problem (OCP) can then be stated as,

$$\left( \bar{C}^*, T_r^* \right) = \arg\min_{(\bar{C}, T_r)} J(\bar{C}, T_r, \mathbf{x}(t), \hat{P}_r)$$

such that $\dot{\mathbf{x}} = f(t, \mathbf{x}(t))$, $\mathbf{x}(0) = \hat{\mathbf{x}}_{\text{measured}}$, $C(t) = \bar{C}$, $0 \leq \bar{C} \leq C_{\text{max}}$, $C_T(t) = CT$, $t \in [0, T_i]$ $0 \leq T_i \leq T_{r}^{\text{max}}$, $T_i \in \mathbb{N}$,

where the vector $\hat{\mathbf{x}}_{\text{measured}}$ represents the measured state variables. The objective function for the induction phase consists of the following terms,

$$J_1(T_r) = \left( \frac{T_r}{T_{r}^{\text{max}}} \right)^2,$$

$$J_2(T_r, \bar{C}) = \frac{T_r}{T_{r}^{\text{max}}} \left( \frac{\bar{C}}{C_{\text{max}}} \right)^2,$$

$$J_3(\hat{P}_r) = \alpha \Phi_r(P(T_i)) + \left( 1 - \frac{P(T_i)}{\hat{P}_r} \right)^2,$$

$$J_4(P(t), \hat{P}_r) = \frac{\int_{0}^{T_r} (P(\tau) - \hat{P}_r)^2 d\tau}{\int_{0}^{T_r} P(\tau)^2 d\tau}.$$

The term $\Phi_r(P(T_i))$ is a non-convex function that penalises the failure to achieve remission defined as,

$$\Phi_r(P(T_i), P^-) = \begin{cases} 1000 - (P^- - P(T_i)), & \text{if } P(T_i) > P^-, R(t) = R_{\text{on}} \\ 0, & \text{otherwise.} \end{cases}$$

We add a second condition for the convex function in Eq. (5.3) to have a non-zero value when $R(t) = R_{\text{on}}$. This guarantees that the optimal solution is one in which the innate immune responses are switched off independent of the choice of induction target. Without loss of generality we normalise the objective function and consider the scalar
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value $\alpha = k_3^{-1}$.

Maintenance phase

In the maintenance phase, corticosteroids are applied intermittently to prevent the recurrence of AD flares. We design the weekly optimal treatment schedule, based on the measurement of the state variables at the beginning of the week, and then repeat the weekly optimisation cycle. For the $i$-th cycle of the maintenance phase, we calculate the optimal treatment strategy $(T_i^C, \bar{C}_i)$ that minimises the objective function, under the constraints on the duration of corticosteroid application, $0 \leq T_i^C \leq T_m = 7$ days and its potency $0 \leq \bar{C}_i \leq C_{\text{max}}$. For the whole duration of the maintenance phase, we set the target level, $\hat{P}_m$, that is smaller than $P^+$ to avoid the recurrence of an AD flare.

By collecting the state variables in the vector $x(t) = (P(t), B(t), D(t))$ the Optimal Control Problem (OCP) can then be stated as,

$$(\bar{C}_i^*, T_i^*) = \arg\min_{(\bar{C}_i^*, T_i^C)} J(\bar{C}_i^*, T_i^C, x(t), \hat{P}_m)$$

such that $\dot{x} = f(t, x(t)), \ x(T_r + (i-1)T_m) = \hat{x}_\text{measured}$,

$$0 \leq \bar{C}_i \leq C_{\text{max}}, \ t \in [T_r + (i-1)T_m, T_r + (i-1)T_m + T_i^C],$$

$$CT(t) = \bar{C}_i, \ t \in [T_r + (i-1)T_m, T_r + iT_m],$$

$$0 \leq T_i^C \leq T_m, \ T_i^C \in \mathbb{N},$$

where $i = 1, 2, \ldots, N$ is the index for the $i$th maintenance cycle. The objective function for the $i$-th maintenance cycle consists of the terms,

$$J_1(T_i^C) = \left(\frac{T_i^C}{T_m}\right)^2,$$

$$J_2(T_i^C, \bar{C}_i) = \frac{T_i^C}{T_m} \left(\frac{\bar{C}_i}{C_{\text{max}}^i}\right)^2,$$

$$J_3(\hat{P}_m) = \beta \Phi_m(P(T_r + iT_m)) + \left(1 - \frac{P(T_r + iT_m)}{\hat{P}_m}\right)^2,$$

$$J_4(P(t), \hat{P}_m) = \frac{\int_{T_r + iT_m}^{T_r + iT_m} (P(\tau) - \hat{P}_m)^2 d\tau}{\int_{T_r + iT_m}^{T_r + iT_m} P^2(\tau) d\tau}.$$
The non-convex function, $\Phi_m(P(T_r + iT_m))$, represents the penalty on the re-occurrence of an AD flare during the maintenance phase and is defined as,

$$
\Phi_m(P(T_r + iT_m)) = \begin{cases} 
1000 + (P(T_r + iT_m) - P^\text{\text{-}},) & \text{if } P(T_r + iT_m) > P^\text{-}, R(t) = R_{\text{on}} \\
0, & \text{otherwise}
\end{cases}
$$

Without loss of generality we normalise the objective function and consider the scalar value $\beta = k_3^{-1}$.

5.4 Methods

All simulations were conducted using MATLAB version R2016a (The MathWorks, Inc., Natick, MA, USA). We used \texttt{ode45} for the numerical integration of the system, and the \textit{events location} functionality of MATLAB to identify the switching boundaries of the hybrid system. We identified the optimal treatment strategy for the induction phase by applying a DE with 100 generations. Starting from 40 randomly chosen initial vectors, ($\bar{C},T_r$), with $0 \leq \bar{C} \leq \bar{C}^{\text{\text{max}}}$ and $0 \leq T_r \leq T_r^{\text{\text{max}}}$, we found the optimal solution by evolving a population of 40 vectors at each generation, using the mutation strategy \texttt{DE/rand-to-best/1} [245] with a differential weight of 0.6, and binomial recombination with the crossover rate of 0.5. The same procedures were repeated for each maintenance cycle.

5.5 Results

The OCP’s posed in Eq. (5.2) and (5.4) are solved using a DE algorithm. In the following sections, we develop optimal corticosteroid treatment protocols for patients with moderate to severe AD. We investigate the choice of pathogen target level in Section 5.5.2, in both induction ($\hat{P}_r$) and maintenance phases ($\hat{P}_m$). Subsequently we design patient-specific treatments with respect to known risk factors of AD (Section 5.5.3). Lastly, when treatment protocols are not adhered to by patients, innate immune responses can be reactivated inducing an AD flare. In Section 5.5.4 we explore the effects of non-adherence to the calculated treatment schedules.
5.5.1 Identification of constant potency of coal tar treatment

To stop innate immune responses, and hence induce remission, the level of pathogen \( P(t) \) in our model needs to be driven below the de-activation threshold \( P^- \). Patients suffering from moderate to severe AD forms require antiinflammatory treatment to stabilise AD flares, since treatment with coal tar or emollient preparations are not sufficient. To emulate this in our model, we consider a constant coal tar treatment potency \( \bar{C}T \) that does not induce remission.

To identify a constant level of coal treatment that is insufficient to stop innate immune responses, we perform steady-state analysis for the pathogen level, as a function of constant corticosteroid and coal tar treatment. The analytical equations describing the steady-state value of pathogen for \( R(t) = R_{\text{off}} \) and \( R(t) = R_{\text{on}} \) are shown in Eq. (5.6) and (5.7), respectively, and the results are plotted in Fig. 5.1.

\[
P_{\text{off}} = \frac{\alpha_2 \beta_2 + \delta_B K_{\text{off}} \beta_2}{2 \alpha_2 + \delta_B K_{\text{off}}} \tag{5.6}
\]

where \( \beta_2 = \frac{P_{\text{env}} \kappa_P}{(\frac{\alpha_1 R_{\text{off}}}{1 + \beta_1 \bar{C}} + \delta_P) \gamma_B} \) and \( \alpha_2 = \frac{\kappa_B (1 + \bar{C}T)}{\left(1 + \frac{\gamma_R R_{\text{off}}}{1 + \beta_2 \bar{C}}\right)\left(1 + \frac{\gamma_G}{1 + \beta_3 \bar{C}}\right)} \).

\[
P_{\text{on}} = -\frac{(2 \alpha_1 - \delta_B m_{\text{on}} \beta_1 - \delta_B \beta_{\text{on}}) + \sqrt{(2 \alpha_1 - \delta_B m_{\text{on}} \beta_1 - \delta_B \beta_{\text{on}})^2 - 4 \delta_B m_{\text{on}} \beta_1 (\delta_B \beta_{\text{on}} - \alpha_1)}}{2 \delta_B m_{\text{on}}} \tag{5.7}
\]

where \( \beta_1 = \frac{P_{\text{env}} \kappa_P}{(\frac{\alpha_1 R_{\text{on}}}{1 + \beta_1 \bar{C}} + \delta_P) \gamma_B} \) and \( \alpha_1 = \frac{\kappa_B (1 + \bar{C}T)}{\left(1 + \frac{\gamma_R R_{\text{on}}}{1 + \beta_2 \bar{C}}\right)\left(1 + \frac{\gamma_G}{1 + \beta_3 \bar{C}}\right)} \).

With de-activated immune responses \( (R(t) = R_{\text{off}}) \), the steady-state level of pathogen is higher than the activation threshold \( P^+ \) when \( \bar{C} = \bar{C}T = 0 \) (Fig. 5.1a) as a consequence of reduced pathogen eradication. Note that when \( \bar{C} = \bar{C}T = 0 \), innate immune responses will eventually be activated since \( P_{\text{off}} > P^+ \). Furthermore, we observe that as the treatments are applied the steady-state value of the pathogen decreases, while with \( \bar{C} = 0 \) the potency of coal tar treatment, in the range \( \bar{C}T \in [0, 0.1] \), cannot prevent the re-activation of immune responses, since \( P_{\text{off}} > P^- \). This necessitates the use of corticosteroids during the maintenance phase for patients characterise by the nominal parameters.

When the R-switch is activated, implying the incidence of an AD flare, pathogen steady-
state levels \( (P_{on}) \) drop below \( P^+ \), even for \( \bar{C} = 0 \) (Fig. 5.1b). However, as a consequence of the hysteretic behaviour of the R-switch, induction of remission requires that pathogen level is driven below \( P^- \). This again implies that for the nominal parameters singular treatment with coal tar cannot induce remission.

With the aforementioned analysis we propose using a constant coal tar potency of \( CT = 0.1 \) throughout this chapter, to emulate a realistic treatment behaviour in patients with moderate to severe AD.

\[ R(t) = R_{on} \]

(a) \( R(t) = R_{off} \)

Figure 5.1: Steady-state value of pathogen with respect to constant application of corticosteroids \( (\bar{C}) \) and coal tar \( (\bar{CT}) \) with (a) de-activated \( (R(t) = R_{off}) \), and (b) activated \( (R(t) = R_{on}) \) innate immune responses. The results are plotted for \( \bar{C} \in [0, 50] \) and \( \bar{CT} \in [0, 0.1] \). The green and red planes indicate the de-activation \( (P^-) \) and activation \( (P^+) \) thresholds, respectively. The nominal set of parameters were used, \( (\kappa_P, \alpha_I) = (0.85, 0.05) \), while the rest of the parameters are shown in Table 4.1.

5.5.2 Treatment design based on target level

By varying the pathogen target level in the optimisation we can directly affect the treatment protocols, as this level represents one measure of the disease state of the patient. Achieving a lower pathogen level requires higher potency corticosteroid treatment, which also leads to elevated barrier function. The concentration of dendritic cells increases or decreases exponentially only in the presence or absence of innate immune responses, respectively, and we therefore neglect plotting the corresponding time evolution.

In this section we investigate the outcome of the optimised corticosteroid treatment
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schedule with respect to the chosen pathogen target level. We vary both the induction target level, \( \hat{P}_r \), and the maintenance target level, \( \hat{P}_m \).

Effects of the choice of induction target level

We first investigate the effects of the induction target level on the calculated optimal treatment strategies (Fig. 5.2). We sequentially increase the induction target level and observe the resulting duration and potency of corticosteroid used to induce remission.

In Fig. 5.2a we choose an induction target of \( \hat{P}_r = 22 \) mg/ml, which is well below the de-activation threshold, \( P^- \). The AD flare ceases after 3.3 days of treatment, indicating alleviation of AD symptoms. Upon de-activation of innate immune responders the pathogen eradication diminishes resulting in a sudden spike of pathogen. In the induction phase, treatment with corticosteroids continues even when symptoms improve as dictated by the proactive approach. The optimal induction duration is \( T_r = 20 \) days with a total applied amount of corticosteroid \( T_r \times \bar{C} = 305.3 \) days×a.u

For higher induction level targets of \( \hat{P}_r = 24 \) mg/ml (Fig. 5.2b) and \( \hat{P}_r = 26 \) mg/ml (Fig. 5.2c) the calculated induction durations are 18 and 16 days, with total amounts of corticosteroids given by 259.2 and 202.8 days×a.u, respectively. Furthermore, due to the lower potency corticosteroid applied, the AD flare stops after 3.5 and 3.9 days for induction targets set to \( \hat{P}_r = 24 \) mg/ml and \( \hat{P}_r = 26 \) mg/ml, respectively. Comparing the results in Fig. 5.2 it is clear that to achieve a lower pathogen level a more potent corticosteroid and longer duration of the induction phase is required, leading to higher total amounts of treatment. Note that the exact induction target cannot be achieved owing to the fact that the chosen targets are not controllable by the given treatments. This can be deduced by the analysis in Section 5.5.1, which illustrates that when \( R(t) = R_{off} \), pathogen levels below \( P^- \) cannot be achieved by the current form of treatments. However, since the objective function is a weighted sum of terms including the duration and potency of treatment, state variable trajectories and end point, the trade-off for harder to achieve target levels results in higher potency and longer duration.

These results suggest the induction target level is an important design criterion for the calculation of optimal treatment strategies. Our computational approach may provide flexibility to clinicians to implement effective treatment strategies based on the induction target level. Clinicians can use this information to make informed decisions on

\(^1\)a.u stands for arbitrary unit.
Figure 5.2: Optimally calculated treatment strategies for corticosteroids and the resulting dynamics of the model when induction target level (red dotted line) is set to (a) $\hat{P}_r = 22$ mg/ml, (b) $\hat{P}_r = 24$ mg/ml, and (c) $\hat{P}_r = 26$ mg/ml, while the maintenance target level (blue dotted line) is set to $\hat{P}_m = 26$ mg/ml. Induction phase and maintenance phase dynamics are depicted in red and blue, respectively. Vertical black dotted line indicates the end of the induction phase, while the solid black lines indicate the de-activation ($P^-$) and activation ($P^+$) thresholds. The red bar on the pathogen evolution subplot illustrates the duration of the AD flare.

the appropriate course of action and advice for the patient. Patients with severe AD symptoms may opt to use, or may be advised to use, higher potency corticosteroids for faster relief. Moreover, patients unwilling to use higher potency corticosteroids for longer durations can be given a choice for less severe treatment protocols that can still induce remission. Another interesting topic to investigate are patients that experience side-effects from treatment and how the induction target can be manipulated to induce remission without the associated side-effects.

The value of the objective function at each iteration is shown in Fig. 5.3, for the three
different induction target levels. The results indicate that convergence is achieved within the first 10 iterations.

Figure 5.3: Convergence of the optimisation of the induction and maintenance phases, showing only the first 10 generations, with induction target levels set to (a) $\hat{P}_r = 22$ mg/ml, (b) $\hat{P}_r = 24$ mg/ml, and (c) $\hat{P}_r = 26$ mg/ml. In the legend $I$ stands for induction, while $M_i$ stands for the $i$th maintenance cycle.

**Effects of the choice of maintenance target level**

Here we study the effects of the maintenance target level on the optimally calculated treatment schedules and the resulting dynamics of the system. We first set the induction target level to a constant value ($\hat{P}_r = 24$ mg/ml, Fig. 5.4 and $\hat{P}_r = 22$ mg/ml, Fig. 5.5) and vary the maintenance target level.

In Fig. 5.4a the optimal treatment schedule is shown for a maintenance target level set to $\hat{P}_m = 22$ mg/ml. The maintenance treatment strategy predicts $T^{i}_{C} = 6$ days of corticosteroid application pair maintenance cycle, with an average potency of 9.4 a.u and total amount of $\sum_{i=1}^{N} T^{i}_{C} \times \bar{C}^{i} = 448.9$ days $\times$ a.u. This treatment protocol successfully prevents the recurrence of an AD flare for the 8 weeks investigated, while the dynamic behaviour of the model predicts low pathogen levels and high barrier integrity (on average 80.8\%). However, the resulting strategy proposes almost daily application of corticosteroids during the maintenance phase, which might not be well accepted by patients due to corticosteroid phobia \[246\], which stems from the documented unwanted side-effects \[23,233,266\].

When the maintenance target level is increased to $\hat{P}_m = 30$ mg/ml, the calculated treatment protocol suggests periodic application of corticosteroids for 3 and 2 days, in-
Figure 5.4: Optimally calculated treatment strategies for corticosteroids and the resulting dynamics of the model when the maintenance target level (blue dotted line) is set to (a) $\hat{P}_m = 22$ mg/ml, (b) $\hat{P}_m = 30$ mg/ml, (c) $\hat{P}_r = 34$ mg/ml, and (d) $\hat{P}_r = 39$ mg/ml, while the induction target level (red dotted line) is set to $\hat{P}_m = 24$. Induction phase and maintenance phase dynamics are depicted in red and blue, respectively. Vertical black dotted line indicates the end of the induction phase, while the solid black lines indicate the de-activation ($P^-$) and activation ($P^+$) thresholds. The red bar on the pathogen evolution subplot illustrates the duration of the AD flare.
terchangeably between successive maintenance cycles (Fig. 5.4b). Corticosteroid treatment duration during the first maintenance cycle is predicted to be 1 day. Increasing the maintenance target level relaxes the conditions on the control problem, which leads to a maintenance treatment strategy that uses 25.65% of the total corticosteroid amount used when the target was set to $\hat{P}_m = 22$ (Fig. 5.4a). The higher target leads to a 10.5% increase in the total pathogen load over the duration of the maintenance phase, compared with that shown in Fig. 5.4a, and decreased barrier function with an average of 63.1%.

![Graphs](image-url)

**Figure 5.5:** Optimally calculated treatment strategies for corticosteroids and the resulting dynamics of the model when the maintenance target level (blue dotted line) is set to (a) $\hat{P}_m = 27$ mg/ml, (b) $\hat{P}_m = 28$ mg/ml, and (c) $\hat{P}_m = 29$ mg/ml, while the induction target level (red dotted line) is set to $\hat{P}_i = 22$ mg/ml. Induction phase and maintenance phase dynamics are depicted in red and blue, respectively.

---

3Pathogen level is given by the integral $\int_{T_{r}}^{T_{r}+N \times T_{m}} P(\tau)d\tau$, which represents the total amount of pathogen load during the maintenance phase.
Increasing the maintenance target to $\hat{P}_m = 34 \text{ mg/ml}$ (Fig. 5.4c) and $\hat{P}_m = 39 \text{ mg/ml}$ (Fig. 5.4d), further decreases the efforts of treatment, compared with those depicted in Fig. 5.4a, with predicted corticosteroid application of 1 day per cycle. Furthermore, as a consequence of the higher maintenance targets, the optimal maintenance protocols suggest omission of treatment during the first maintenance cycle (Fig. 5.4c) and the first three maintenance cycles (Fig. 5.4d). In addition, in Fig. 5.4c we observe that treatment potency scales until it reaches a steady-state behaviour after four maintenance cycles. Comparing the amount of corticosteroid treatment used with that depicted in Fig. 5.4a, we observe a 92% decrease when $\hat{P}_m = 34 \text{ mg/ml}$ (Fig. 5.4c), and 99.8% decrease when $\hat{P}_m = 39 \text{ mg/ml}$ (Fig. 5.4d). As a result of the lower treatment efforts, in Fig. 5.4c and 5.4d the state variables depicting barrier integrity is lower and total pathogen load is higher, compared with that depicted in Fig. 5.4a. Although, low treatment efforts can mitigate the negative side effects of corticosteroids, underutilization of treatment can cause re-activation of innate immune responses and AD flares due to the exposure of unexpected environmental perturbations.

All treatment protocols calculated with $\hat{P}_m = \{22, 30, 34, 39\} \text{ mg/ml}$ successfully achieve maintenance and prevent the recurrence of AD flares for the duration of 8 weeks (Fig. 5.4). However, each treatment schedule has its own shortcoming: high total amount of corticosteroid (Fig. 5.4a); irregular patterns of corticosteroid application (Fig. 5.4b), which can make adherence challenging; and low treatment efforts leading to suboptimal barrier function, increased pathogen loads, and increased susceptibility to environmental perturbations (Fig. 5.4c and Fig. 5.4d).

In Fig. 5.5a-c we computationally design treatment schedules for intermediate maintenance targets compared with those used in Fig. 5.4, while the induction target is set to $\hat{P}_i = 22 \text{ mg/ml}$. As illustrated in both Fig. 5.4 and Fig. 5.5, the induction target does not affect the long term maintenance phase treatment, except during the first few cycles. The total amount of corticosteroids used was 233.5 (Fig. 5.5a), 209.4 (Fig. 5.5b), and 154.6 days×a.u (Fig. 5.5c), which confirms the decreasing trend observed in Fig. 5.4. Setting the maintenance target to $\hat{P}_m = 27 \text{ mg/ml}$ or $\hat{P}_m = 28 \text{ mg/ml}$ results in a maintenance treatment strategy with corticosteroid application of 4 days per maintenance cycle (Fig. 5.5a and b), while when $\hat{P}_m = 29 \text{ mg/ml}$ the resulting strategy predicts 3 days per maintenance cycle for successful maintenance of remission. Mean barrier integrity levels, and the associated standard deviations, are calculated at 72.9%±5.7% (Fig. 5.5a), 72.7%±5.7% (Fig. 5.5b), and 67.1%±6.8% (Fig. 5.5c). The mean barrier
Results

Mean barrier integrity (Fig. 5.6a)\textsuperscript{4} and standard deviation (Fig. 5.6b)\textsuperscript{5} were statistically significant for the maintenance target level of $P_m = 29$ mg/ml.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure56.png}
\caption{(a) Mean barrier integrity and (b) standard deviation for maintenance target level $P_m = 27$ mg/ml, $P_m = 28$ mg/ml, and $P_m = 29$ mg/ml, and induction target level $P_t = 22$ mg/ml. Significance level was set to 0.1%.
}
\end{figure}

These results suggest that the maintenance target level is an important design criterion for efficient and effective optimal treatment strategies. Although, none of the simulations indicate failure of treatment, long-term maintenance protocols can be designed based on the trade-off between total treatment amount and the desired patients disease status. Our methodology does not include random fluctuations of environmental stressors, which can lead to ill-designed treatment protocols and eventual recurrence of AD flares. It would be interesting to subject the model to random fluctuations of environmental stressors and design treatments that are robust to these fluctuations.

We summarise the results of the treatment amounts for the induction and maintenance phases presented in this section in Fig. 5.7.

In the subsequent analysis presented in Sections 5.5.3 and 5.5.4 we use an induction target of $P_t = 22$ mg/ml and a maintenance target of $P_m = 29$ mg/ml as the nominal targets since the treatment protocol emulates that of the proactive/weekend therapy [117].

\textsuperscript{4}The two-sample t-test was used at a significance level of 0.1%.
\textsuperscript{5}The two-sample F-test was used at a significance level of 0.1%.
5.5. Results

(a) (b) (c)

Figure 5.7: Total normalised corticosteroid treatment amount for (a) induction phase treatment ($T_i \times C$) with induction target levels set to $\hat{P}_i = 22$ mg/ml, $\hat{P}_i = 24$ mg/ml, and $\hat{P}_i = 26$ mg/ml, when $\hat{P}_m = 26$ mg/ml; (b) maintenance treatment ($\sum_{i=1}^{N} T^i \times C^i$) with maintenance target levels set to $\hat{P}_m = 22$ mg/ml, $\hat{P}_m = 30$ mg/ml, $\hat{P}_m = 34$ mg/ml, and $\hat{P}_m = 39$ mg/ml, when $\hat{P}_i = 24$ mg/ml; (c) maintenance treatment with maintenance target levels set to $\hat{P}_m = 27$ mg/ml, $\hat{P}_m = 28$ mg/ml, and $\hat{P}_m = 29$ mg/ml, when $\hat{P}_i = 22$ mg/ml.

5.5.3 Genetic risk factor-dependent treatment design

Disease severity is affected by genetic factors representing compromised skin barrier function (e.g. mutations in the FLG gene), and dysregulated innate immune responses (e.g. mutations in TLRs and NF-κB), and are described by the parameters $\kappa_P$ and $\alpha_I$, respectively. We focus on designing treatment strategies for moderate to severe AD patients, which in our model are characterised by the parametric space depicted in the bifurcation diagram as red (Fig. 3.2, A). By varying these two parameters we can design treatments protocols that take into account the genotype and, thus, the corresponding severity and phenotype of AD patients. Based on the nominal target values ($\hat{P}_i = 22$ mg/ml and $\hat{P}_m = 29$ mg/ml) we will computationally design patient specific treatment protocols.

Compromised skin barrier function

To investigate the effects of compromised skin barrier function on the calculated treatment protocols we compare the nominal patient cohort ($\kappa_P, \alpha_I$) = (0.85, 0.05) (Fig. 5.5c) with the patient cohorts described by parameters ($\kappa_P, \alpha_I$) = (0.87, 0.05) (Fig. 5.8a), ($\kappa_P, \alpha_I$) = (0.89, 0.05) (Fig. 5.8b), and ($\kappa_P, \alpha_I$) = (0.93, 0.05) (Fig. 5.8c).

For the cohort described by ($\kappa_P, \alpha_I$) = (0.87, 0.05) (Fig. 5.8a), the suggested treatment protocol successfully achieves induction of remission and AD flare prevention. The
calculated induction phase duration is 23 days, followed by maintenance treatment with 3 days corticosteroid application per cycle, except during the first cycle where 4 days of treatment is suggested. Although, the induction phase duration is increased compared to the nominal case (Fig. 5.5c), the potency of treatment decreases (decrease of 23.1%) resulting in a total treatment amount of 270 days\times a.u, which represents a 11.6% decrease from the nominal case. However, during the maintenance phase, compromised barrier function leads to increased treatment efforts (increase of 39.9%). Although, this leads to increased barrier integrity (5.8% compared to the nominal case), it also indicates that long-term management of AD flares is more difficult achieve. It should also be noted that the duration of the initial AD flare is extended to 23 days (increased by 19.7 days compared to the nominal case), implying that symptoms persist for the whole duration of the induction phase.

When considering the cohort described by \((\kappa_P, \alpha_I) = (0.89, 0.05)\) (Fig. 5.8b) the calculated treatment protocol results in a 24 day induction phase and topical corticosteroid application of 4 days per cycle, during the maintenance phase. Total corticosteroid treatment during the induction and maintenance phase increases (28.8% and 45.5% increase, respectively), compared to the nominal case (Fig. 5.5c), while maintenance treatment effort scales (3.2% increase) when compared to Fig. 5.8a. Contrary to the results shown in Fig. 5.8a, the amount of treatment increases for both induction and maintenance phases, which raises speculation on the exact effect of the parameter \(\kappa_P\) on the induction phase dynamics. The observed non-monotonic behaviour could be attributed to the non-linearities of the model. That said, it is reasonable that compromised barrier function (leading to increased permeability to external pathogens) would require greater treatment efforts (duration or potency) to stabilise the skin barrier and protect it from increased susceptibility to external stressors. With \(\kappa_P = 0.89\) (Fig. 5.8b) the AD flare ceases after 14.44 days of treatment, which is a result of the amplified induction treatment effort, whereas the AD flare persists during the induction phase when \(\kappa_P = 0.87\) (Fig. 5.8a); this could be another reason contributing to the observed decrease of induction phase treatment in Fig. 5.8a, compared to the nominal case (Fig. 5.5c).

Lastly, in Fig. 5.8c the optimal treatment schedule is shown for patient cohorts described by parameters \((\kappa_P, \alpha_I) = (0.93, 0.05)\). In this scenario, induction of remission is unsuccessful since the de-activation threshold \((P^-)\) cannot be achieved, and as a consequence the AD flare does not cease. Accordingly, the predicted total amount of treatment during the induction phase involves an 82.9% increase, and an 1003% increase during the
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Figure 5.8: Optimally calculated treatment strategies for corticosteroids and the resulting dynamics of the model for different patient cohorts with compromised barrier integrity: (a) \((\kappa_P, \alpha_I) = (0.87, 0.05)\); (b) \((\kappa_P, \alpha_I) = (0.89, 0.05)\); and (c) \((\kappa_P, \alpha_I) = (0.93, 0.05)\). Induction phase and maintenance phase dynamics are depicted in red and blue, respectively.

maintenance phase, compared to the nominal case (Fig. 5.5c). Induction phase duration is shorter by 5 days, compared to the nominal case (Fig. 5.5c), but the potency of corticosteroid applied increases 1.44-fold. In the maintenance phase, treatments are applied continuously for the complete duration of all maintenance cycles, however, remission of the AD flare cannot be achieved. As a consequence, these patient cohorts remain symptomatic with mean barrier integrity levels diminishing greatly to 38.7%, indicating severe barrier malfunction. Nevertheless, pathogen level is kept low, which illustrates the hysteretic nature of the R-switch and the significance of deactivating it.
Dysregulated innate immune responses

We investigate the effects of dysregulated innate immune responses on the calculated treatment protocols, by comparing the nominal patient cohorts \((\kappa_P, \alpha_I) = (0.85, 0.05)\) (Fig. 5.5c) with the patient cohorts described by the parameters \((\kappa_P, \alpha_I) = (0.85, 0.045)\) (Fig. 5.9a), \((\kappa_P, \alpha_I) = (0.85, 0.04)\) (Fig. 5.9b), and \((\kappa_P, \alpha_I) = (0.85, 0.035)\) (Fig. 5.9c).

\[ \hat{P}_r = 22 \]
\[ \hat{P}_m = 29 \]

When \(\alpha_I = 0.045\) (Fig. 5.9a) our method predicts 21 days of induction phase therapy, followed by 3 days topical application of corticosteroids pair maintenance cycle. Treatment amount during the induction phase increases (12.9% increase, compared to
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nominal Fig. 5.5c), and the AD flare stops after 5.6 days. Throughout the investigated maintenance phase, AD flares were prevented and a total amount of 161.7 days × a.u of maintenance therapy was used, representing a 4.6% increase from the nominal case (Fig. 5.5c).

Further scaling of treatment effort, for both induction and maintenance phase, is observed when $\alpha = 0.04$ (Fig. 5.9b) with 73.8% and 7.9% increase, respectively, compared to the nominal case (Fig. 5.5c). Increased induction treatment efforts might be caused by the propensity of patients with dysfunctional innate immune responses to have skin colonised by more pathogens, which in our model is represented by a higher steady-state pathogen level (red circle ($P(t), D(t)$)-phase plots Fig. 5.9). Furthermore, comparing Fig. 5.9a and Fig. reffig:Figure6C4b with Fig. 5.5c it can be seen that genetic defects of innate immune components have a greater effect on the induction phase treatment than on the maintenance phase treatment. A possible reason for this might be the de-activation of the R-switch, which minimises the overall effect of the $\alpha_I$ parameter (see Eq. (5.1a)). The duration of the AD flare when $\alpha_I = 0.04$ is increased to 14 days, but it ceases before the end of the induction phase.

When immune dysregulation is more severe, for example when $\alpha_I = 0.035$ (Fig. 5.9c), induction of remission fails. The AD flare persists into the maintenance phase with considerable increases in the total amount of treatment used. As a consequence of the failed remission, barrier integrity levels remain low (39%), similar to Fig. 5.8c.

**Synergistic effects of risk factors**

To complete our investigation of the genetic risk factors, we simulate patient cohorts with both compromised barrier function and dysregulated innate immune responses. Specifically, we calculate the optimal treatment schedules for patient cohorts given by the combination of parameters $(\kappa_P, \alpha_I) = (0.87, 0.045)$ (Fig. 5.10a), $(\kappa_P, \alpha_I) = (0.9, 0.045)$ (Fig. 5.10b), and $(\kappa_P, \alpha_I) = (0.87, 0.04)$ (Fig. 5.10c).

For patient cohorts given by $(\kappa_P, \alpha_I) = (0.87, 0.045)$ (Fig. 5.10a) the optimal treatment schedule predicts a induction phase duration of 22 days, with application of 436.7 days × a.u amount of treatment. This corresponds to a 43% increase, compared to the induction therapy in the nominal case (Fig. 5.5c), while for patient cohorts with similarly compromised barrier function (Fig. 5.8a) or defective immune responses (Fig. 5.9a), a 61.7% and 26.6% increase is noted, respectively. For the maintenance phase,
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Figure 5.10: Optimally calculated treatment strategies for corticosteroids and the resulting dynamics of the model resulting from synergistic effects of the risk factors: (a) \((\kappa_P, \alpha_I) = (0.87, 0.045)\); (b) \((\kappa_P, \alpha_I) = (0.9, 0.45)\); and (c) \((\kappa_P, \alpha_I) = (0.87, 0.04)\). Induction phase and maintenance phase dynamics are depicted in red and blue, respectively.

The treatment schedule suggests 3 days of corticosteroid application per cycle for two weeks, followed by 4 days treatment per cycle for one week. The average potency used during the maintenance phase is 7.2 a.u., with an irregular potency pattern, and total maintenance therapy amounting to 186 days \(\times\) a.u. By comparing the maintenance treatment amount when \((\kappa_P, \alpha_I) = (0.87, 0.045)\) with the nominal case (Fig. 5.5c), similarly compromised barrier (Fig. 5.8a), and similarly dysregulated immune responses (Fig. 5.9a), we observe a 20.4% increase, a 14% decrease and a 15% increase, respectively. Notice that although treatment effort scales for the induction phase, in the maintenance phase treatment effort decreases compared to having the single genetic risk factor (compromised barrier function Fig. 5.8a). This suggests that the synergistic effect of the risk factor on the dynamics of the system are not merely dose dependent and that a
complex interplay exists.

When we consider patients with more severe forms of AD (Fig. 5.10b and Fig. 5.10c), combining both genetic risk factors, the treatment schedule fails to induce remission. The treatments are insufficient to suppress the AD flare because the trajectories of the system cannot be driven below $P^-$. 

We summarise the results on the treatments amounts used for the induction and maintenance phases, shown in this section, in Table 5.1.

**Table 5.1:** Treatment amount used during the induction and maintenance phases for risk factors conditions shown in Figs. 5.8, 5.9, and 5.10.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Induction treatment</th>
<th>Maintenance treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.8a</td>
<td>270 (days×a.u)</td>
<td>216.3 (days×a.u)</td>
</tr>
<tr>
<td>5.8b</td>
<td>393.3 (days×a.u)</td>
<td>223.3 (days×a.u)</td>
</tr>
<tr>
<td>5.8c</td>
<td>558.5 (days×a.u)</td>
<td>1705 (days×a.u)</td>
</tr>
<tr>
<td>5.9a</td>
<td>344.8 (days×a.u)</td>
<td>161.7 (days×a.u)</td>
</tr>
<tr>
<td>5.9b</td>
<td>530.6 (days×a.u)</td>
<td>166.7 (days×a.u)</td>
</tr>
<tr>
<td>5.9c</td>
<td>608.5 (days×a.u)</td>
<td>1872 (days×a.u)</td>
</tr>
<tr>
<td>5.10a</td>
<td>436.7 (days×a.u)</td>
<td>186 (days×a.u)</td>
</tr>
<tr>
<td>5.10b</td>
<td>577.3 (days×a.u)</td>
<td>1752 (days×a.u)</td>
</tr>
<tr>
<td>5.10c</td>
<td>612.1 (days×a.u)</td>
<td>1803 (days×a.u)</td>
</tr>
</tbody>
</table>

**5.5.4 Treatment design under non-adherence to treatments**

Treatment guidelines by doctors are explained to patients after their clinical visit, where they discuss the particulars on the treatment dose and frequency. More often than not, doctors do not have the time [267] or resources [268] to properly educate patients, which can lead to misconceptions on the proper way of applying treatments. Moreover, patients [269] or their caregivers [270] might not comply with treatment specifications of corticosteroids out of fear for their adverse effects (steroid phobia) [246].

In this section we investigate the disease outcome when the treatment protocols are not followed either due to insufficient duration application or potency throughout the induction and maintenance phases.
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Effects of poor adherence to optimal induction treatment schedule

In the induction phase the primary goal is to stop the AD flare and, as such, alleviate the symptoms of AD. Frequently, symptoms can subside and patients may stop using treatment. We investigate the effects of the following on the induction phase dynamics: stopping corticosteroid treatment prematurely (Fig. 5.11a); stopping both treatments prematurely (Fig. 5.11b and Fig. 5.11d); stopping corticosteroid treatment prematurely while neglecting coal tar application (Fig. 5.11c); and neglecting corticosteroid potency and duration recommendations (Fig. 5.11e).

In Fig. 5.11a we simulate a scenario in which corticosteroid treatment is stopped 16 days earlier, but still adhering to coal tar treatment. The AD flare ceases after 3.3 days and treatment discontinues almost a day later. Throughout the remaining induction phase, barrier integrity decreases without the reactivation of inflammation, however, the pathogen level increases and almost reaches the activation threshold ($P^+$). This situation could lead to re-initiation of the AD flare due to unpredicted external stimuli. Furthermore, there is a 9.9% increase of corticosteroid treatment during the maintenance phase, compared to the nominal case (Fig. 5.5c). Corticosteroid potency levels normalise after four maintenance cycles to the nominal case.

When both treatments are stopped 16 days earlier (Fig. 5.11b), remission is still achieved, however, the pathogen levels increase rendering the patient more susceptible to external stimuli. Maintenance treatment efforts scale compared to the nominal case (Fig. 5.5c). On the other hand, when coal tar treatment is completely neglected during the induction phase (Fig. 5.11c), the AD flare ceases after approximately 4 days. Upon discontinuation of corticosteroid treatment, an AD flare re-initiates after 7.9 days. Induction of remission is achieved during the first maintenance cycle with 5 day treatment and a 1.79-fold increase in the potency of corticosteroid used, compared to nominal (Fig. 5.5c). The total treatment effort during the maintenance phase scales (43.3% increase), compared to the nominal case (Fig. 5.5c), however, long-term remission is still successful. Stopping both treatments 16.5 days prematurely (Fig. 5.11d), can also lead to the re-initiation of an AD flare. However, during the maintenance phase the AD flare can be stopped and prevented for the computationally calculated 8 week maintenance phase. We can conclude that cooperative treatment with both corticosteroid and other topical treatments, such as coal tar, is an important aspect of AD flare control and prevention.

Finally, we simulate the effects of not complying to the amount of induction treatment
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suggested (Fig. 5.11e). In this setting, only 65% of the recommended corticosteroid potency is used and treatment is stopped 14 days earlier than the recommended 20 days (nominal case, Fig. 5.5c), while coal tar treatment is applied throughout. The AD flare ceases after 6 days, instead of 3.3 days (Fig. 5.5c), however, it is re-initiated after 9.1 days. Compared to the nominal case (Fig. 5.5c), maintenance treatment efforts scale with a 42.7% increase.

Effects of poor adherence to optimal maintenance treatment schedule

During the maintenance phase, successfully applied treatments will prevent the recurrence of AD flares or extend the duration between flares, while maintaining a healthy barrier integrity. In this section we investigate the dynamics of the model when patients do not comply to the optimally calculated maintenance treatment protocols either, by not using corticosteroids or coal tar treatment.

Consider the scenarios where the virtual patients adhere to the induction phase protocol, but discontinue both treatments during the 1\textsuperscript{st} to 2\textsuperscript{nd} (Fig. 5.12a) or 1\textsuperscript{st} to 3\textsuperscript{rd} (Fig. 5.12b) or 1\textsuperscript{st} to 4\textsuperscript{th} (Fig. 5.12c) maintenance cycles. The total maintenance treatment, when normalised for the duration, experiences a 3.9% (Fig. 5.12a), 11.7% (Fig. 5.12b), and 49.2% (Fig. 5.12c) increase, compared to the nominal case (Fig. 5.5c). Maintenance strategies with non-adherence depicted in Fig. 5.12a and Fig. 5.12b, successfully prevent the recurrence of AD flares, while in Fig. 5.12c the AD flare reoccurs 23.7 days after the induction phase ends. Nevertheless, as a consequence of the non-adherence (Fig. 5.12a and Fig. 5.12b), the pathogen level increases and barrier integrity diminishes. In addition, to induce remission in the next cycle (Fig. 5.12c), after the AD flare reoccurs, the optimal treatment strategy suggests 5 days of treatment with 1.53-fold more potent corticosteroids, compared to the nominal case (Fig. 5.5c).

In Fig. 5.12d and Fig. 5.12e we simulate the scenarios where virtual patients adhere to the maintenance therapy at the start of the maintenance phase, but stop treatment later. When patients stop both treatments during the 4\textsuperscript{th} to 5\textsuperscript{th} maintenance cycle (Fig. 5.12d), the treatment protocols can still manage to prevent the recurrence of an AD flare, however, the total maintenance therapy effort experiences a 10.7% increase, compared to nominal (Fig. 5.5c). When the 3\textsuperscript{rd} to 5\textsuperscript{th} cycles are neglected, the AD flare re-initiates (Fig. 5.12e), which implies that not only the duration of non-adherence, but also at which cycles the non-adherence occurs, is an important factor in the long-term management of
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AD (compare with Fig. 5.12b). Of course, it is clear that the maintenance target level ($\hat{P}_m$) will also play a role in the reactivation of immune responses when non-adherence is considered. Once again, comparing to the nominal case (Fig. 5.5c), maintenance treatment efforts increase (Fig. 5.12e).

Note that the dashed lines in Figs. 5.12a-e, represent the optimal treatment protocols that would restore normal barrier function and decrease pathogen level to the maintenance target, given the non-adherence pattern. In Fig. 5.12c and Fig. 5.12e, the dashed lines indicate that the optimally calculated treatment protocols predict a progressively higher corticosteroid potency for each successive cycle.

In Fig. 5.13a and Fig. 5.13b we investigate the effects of not applying coal tar treatment. In both cases successful prevention of AD flares is predicted for the duration of the 8 weeks. However, as a consequence of not using topical coal tar treatment the total amount of corticosteroid used in the maintenance phase experiences a 2.5% (Fig. 5.13a) and 3.8% (Fig. 5.13b) increase, with respect to the nominal case (Fig. 5.5c). Although, the optimally calculated maintenance treatment protocols do not vary significantly over 8 weeks, long-term management of AD could result in overuse of topical corticosteroids.

When corticosteroid treatment is discontinued for the first four cycles, while still applying coal tar treatment (Fig. 5.13c), an AD flare reoccurs, however this occurs after 27 days instead of 23.7 days, as observed in Fig. 5.12c. Furthermore, the total normalised corticosteroid treatment increases by 51.6%, compared to Fig. 5.5c and 1.6% compared to Fig. 5.12c. Remission is achieved at the next maintenance cycle (Fig. 5.13c).

In the scenario where corticosteroid treatment is neglected for the 3rd to 5th cycles, while still applying coal tar treatment (Fig. 5.13d), the AD flare can be prevented. This is achieved through the barrier stabilising effects of coal tar treatment, which prevent the reactivation of inflammation, unlike the results shown in Fig. 5.12e. This illustrates the importance of applying, in conjunction antiinflammatory and barrier stabilising treatments for the successful management of the disease.

5.6 Discussion

In this chapter, we used the computational method proposed in Chapter 4 to investigate the design of patient-specific optimal treatment strategies for corticosteroids with coal tar treatment as the barrier stabilising agent. Corticosteroid treatment protocols are
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designed using a proactive approach, which aims to induce remission of AD symptoms
and subsequently prevent the initiation of AD flares.

We systematically investigated different target levels, both for the induction and main-
tenance phases (Figs. 5.2, 5.4, and 5.5). The target levels play a crucial role in the
design of treatment protocols with respect to the total amount of treatment used. De-
pending on the clinical parameters of patients and the desired outcome, clinicians can
have the option of designing mild (low duration, weak potency) or aggressive (longer
duration, stronger potency) treatment protocols that can be effective.

With our computational model we were able to stratify virtual patient cohorts with
respect to their responsiveness to the applied treatments. Parameter variations could
represent variations in patient endotypes corresponding to different severities of com-
promised barrier function (Fig. 5.8), dysregulated immune responses (Fig. 5.9) or both
(Fig. 5.10). As can be seen from the results in Figs. 5.8 and Fig. 5.10 the effects of
treatments can be non-trivial, and to uncover effective treatments it is advantageous
to use a systems biology approach that takes into account the complexity of the dis-
ease. The results in Figs. 5.8c, 5.9c, 5.10b, and 5.10c represent scenarios in which the
genetic profile of the cohorts most probably matches that of recalcitrant [271] or dif-
ficult to manage AD [65] and would not benefit from a proactive treatment approach.
Such patient cohorts could represent ideal candidates for systemic treatments [109] or
biologic treatments [112]. This work, together with Chapter 4, represents the first step
towards patient-specific treatments for AD, which take into account the disease severity
as a consequence of genetic risk factors. Treatment approaches that are intelligently
designed and targeted for individual patients are currently lacking [25, 28, 191] and are
therefore sought after [109, 121].

We computationally investigated the effects of non-adherence to the suggested optimal
treatment protocols (Figs. 5.11, 5.12, and 5.13), as a result of steroid phobia. We
showed that non-adherence to the designed treatment protocols (and underutilisation
of treatments) can interfere with the long-term management of AD, by diminishing the
effects of treatment. In fact, a recent study concluded that concerns on the adverse
effects of corticosteroids are unfounded and could be the cause of “worse outcomes for
children with eczema in both the short and long term” [272]. Therefore, proper educa-
tion and advice can help reduce the incidence and burden of AD. Using our approach
to determine disease outcome when the specified treatment protocols are not adhered
to, can provide a basis for educating patients and their caregivers of the ramifications
of undertreatment.

The duration, timing, and dose of treatments is crucial, but their exact effect on the dynamics of the disease are not easily understood in a clinical setting. With our model we can predict disease progression and design treatment strategies that can benefit the individual patient. Our systems biology approach can accommodate multiple treatments that address specific symptoms of AD emerging from its pathogenic mechanisms. The main caveat of our method is the qualitative and phenomenological form of treatments that are incorporated in our model. The acquisition of data from clinical trials exploring the effects of treatment could enable us to identify realistic treatment parameters and mathematical forms, which can enable more realistic treatment design.

In this chapter we have demonstrated the flexibility of our approach to design effective corticosteroid treatment protocols by incorporating a different type of constant barrier stabilising treatment. The application of emollients, as presented in Chapter 4, affect skin barrier integrity by an additive mathematical expression, while coal tar treatment was included in a multiplicative form. From a mathematical stand point, emollients are more effective than coal tar treatment as the they modify the steady-state value of $B(t)$ to a greater extent. However, their relative strength was chosen arbitrarily in order to reflect the fact that on their own they cannot induce remission.

Future research can possibly extend the treatment range and include antibiotics, which target pathogens colonising the skin of AD patients. Moreover, the model can possibly be extended to include the adverse effect of corticosteroid treatment such as skin atrophy. An interesting topic would be the design of treatment protocols for AD patients described by the bistable or oscillatory phenotype (Fig. 3.2, A yellow and teal, respectively). Finally, the optimisation results presented here rely on perfect measurements of the state-variables. To investigate the effects of fluctuating environmental stressors, inaccuracy of measured states, and even model mismatch we can consider a stochastic formulation of the model.
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Figure 5.11: Dynamics of the model and disease progression when not adhering to the optimally calculated induction phase treatment protocol: (a) stopping corticosteroid treatment 16 days prematurely with continual use of coal tar, (b) stopping both treatments 16 days prematurely, (c) stopping corticosteroid treatment 16 days prematurely without application of coal tar, (d) stopping both treatments 16.5 days prematurely, (e) using only 65% of the recommended corticosteroid potency and stopping treatment 14 days prematurely. Induction phase and maintenance phase dynamics are depicted in red and blue, respectively. Green lines represent the period of non-adherence, and the dashed lines on the right column demonstrate the optimal strategy calculated for the nominal case (Fig. 5.5c).
Figure 5.12: Dynamics of the model and disease progression when not adhering to the optimally calculated maintenance treatment protocol: stopping both treatments for the (a) 1st and 2nd cycles, (b) 1st to 3rd cycles, (c) 1st to 4th cycles, (d) 4th and 5th cycles, and (e) 3rd to 5th cycles. Induction phase and maintenance phase dynamics are depicted in red and blue, respectively. Green lines represent the period of non-adherence, and the dashed lines on the right column demonstrate the optimal strategy calculated required to normalise the dynamics of the system given the corresponding non-adherence pattern.
Figure 5.13: Dynamics of the model and disease progression when not adhering to the optimally calculated maintenance treatment protocol: stopping both treatments for the (a) 1\textsuperscript{st} and 2\textsuperscript{nd} cycles, (b) 1\textsuperscript{st} to 3\textsuperscript{rd} cycles, (c) 1\textsuperscript{st} to 4\textsuperscript{th} cycles, (d) 4\textsuperscript{th} and 5\textsuperscript{th} cycles, and (e) 3\textsuperscript{rd} to 5\textsuperscript{th} cycles. Induction phase and maintenance phase dynamics are depicted in red and blue, respectively. Green lines represent the period of non-adherence. The dashed lines on the right most column of Fig. 5.13a and 5.13b demonstrate the optimal strategy calculated for the nominal case (Fig. 5.5c), while in Fig. 5.13c and demonstrate the treatment required to normalise the dynamics of the system given the corresponding non-adherence pattern.
Chapter 6

Dual feedback structures with delay for epidermal homeostasis

In Chapter 3 we presented a model of AD pathogenesis. The model analysis identified the key role of a defective skin barrier in AD pathogenesis, as it increases the permeability to pathogens or allergens. This can lead to the activation of inflammatory responses that may eventually trigger adaptive immune responses and progression to severer forms of AD. Skin barrier homeostasis is achieved by the tight regulation of cell differentiation and proliferation processes [273–276] that replenish skin cells and terminal differentiation markers, and skin shedding (skin desquamation) at the upper levels of the epidermis, induced by proteases such as kallikreins [132, 139, 277]. These processes are interconnected and co-regulated through feedback mechanisms, and when properly regulated, can lead to the characteristic self-recovery of the skin barrier and return of homeostasis [278, 279]. However, impairment of these processes by risk factors such as chronic inflammation [129, 280], mutations [50, 196, 197], or environmental factors [30, 41] may lead to pathological conditions such as AD [47, 56, 127].

In the model proposed in Chapter 3, the characteristic self-recovery of the skin barrier was represented phenomenologically by a production term $\kappa_B(1 - B(\tau))$. However, this term does not allow us to explore the feedback mechanisms with which skin barrier homeostasis is maintained. In this chapter, we propose a mechanistic mathematical model representing regulatory networks of skin barrier formation. We aim to elucidate the mechanisms of self-recovery and the potential role of genetic and environmental factors that may impair this self-recovery capacity, which can lead to the progression
of AD. We specifically focus on the feedback mechanisms of skin barrier homeostasis represented as a combination of positive and negative feedbacks that operate via a delay involved in the cell differentiation processes.

The existence of dual control mechanisms, i.e positive and negative feedbacks, is ubiquitous in biological control systems [281–285]. These control mechanisms perform many functions depending on their topology and non-linearities (e.g. cooperativity to induce bistability in MAPK cascades [286]). Negative feedback mechanisms have been associated with functions, such as homeostasis, signal adaptation and transient signal generation [287, 288], and promote robustness to parameter disturbances [289] or noise [290]. In other cases, where delays are involved in the processes, negative feedbacks can lead to unstable behaviour, such as amplitude increasing oscillations [288, 291]. Positive feedback mechanisms are associated with signal amplification and the creation of bistable switches and memory [292], and stabilise the system by locking it in one of its steady states [147,291]. Mixed positive and negative feedback systems have been shown to exhibit homoeostatic behaviour and generate robust bistability that is involved in either reversible or irreversible reactions [146,147,293] or robust oscillations [283,294]. Consequently, this information illustrates that dual control mechanisms in biological control systems can explain many physiological processes.

We present a regulatory network for skin barrier homeostasis with dual feedback mechanisms. The network is described by a set of coupled Delay Differential Equations (DDEs), where delays correspond to the de-novo synthesis of precursors of skin barrier components, such as filaggrin. We analyse the model to investigate the regulatory mechanisms that underlie self-recovery of the skin barrier and to explore how genetic risk factors or skin barrier perturbation can affect the recovery of the skin barrier or lead to pathophysiologic conditions.

6.1 Biological background

In this section we present biochemical and cellular interactions involved in the regulation of the skin barrier, in order to construct the regulatory network describing its self-recovery properties.

Skin homeostasis is maintained by a series of complex differentiation and biochemical events, that coordinately regulate the proliferation, differentiation, cornification and
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desquamation of keratinocytes [295]. Balance between proliferation and differentiation of keratinocytes regulates the amount of terminally differentiated keratinocytes (corneocytes). A series of post-translational processes subsequently leads to the formation of the stratum corneum [137]. The stratum corneum provides protective functions mediated by epidermal structural components such as filaggrin [24, 296], lipids [297, 298], and corneodesmosomes [139, 299].

Inactive forms of filaggrin (profilaggrin) are expressed in the granular layer of the epidermis as part of the differentiation process of keratinocytes [39, 300] (process a, Fig. 6.1a). Profilaggrin is post-translationally modified (process b, Fig. 6.1a) into filaggrin by regulation of several enzymes, such as caspase-14 [301], furin [39], SASPase [302], and ELA2 [296]) (process c, Fig. 6.1a). Notably, the enzyme caspase-14 enables the processing of profilaggrin upon perturbation of the skin barrier [172]. This illustrates the existence of a negative feedback between decreased barrier function (via perturbation) and increased processing of barrier components to re-establish barrier function. More recently, the protease kallikrein-5 (KLK5) has been identified as a regulator of profilaggrin [303] (process d, Fig. 6.1a). Its proteolytic activity is enhanced when barrier function is compromised [30, 132, 304, 305] (process e, Fig. 6.1a), corresponding to regulation through negative feedback. Finally, KLK promote desquamation of the skin barrier [132, 139, 277, 306] and therefore indefectly induce degradation of filaggrin in the stratum corneum (process f, Fig. 6.1a). Filaggrin expression levels are affected by barrier damage, via changes in the calcium gradient in the epidermis [307–309]. Profilaggrin mRNA is reduced after mechanical [310] or chemical [308, 310] disruption, forming a positive feedback(process g, Fig. 6.1a), but subseqently recovers in physiologically healthy patients [308], illustrating self-recovery properties on the gene level.

The schematic representing the epidermal homeostasis regulatory network is presented in Fig. 6.1a. Although filaggrin is an essential barrier structural protein [30, 40, 201], other components, such as lipids [128, 297, 298] and corneodesmosomes [139, 299], also play an important role in skin barrier function. Therefore, it can be assumed that skin barrier function can be tentatively expressed by the following equation:

\[
\text{Skin barrier function} = f(\text{filaggrin, lipids, cell cohesion structures, ...})
\]

In our analysis of the self-recovery properties of the skin barrier, we make a further simplifying assumption, namely, that filaggrin level is analogous with barrier function.
and therefore consider,

\[ \text{Skin barrier function} \approx g(\text{filaggrin}). \]

Although this is a major simplification, it allows the construction of simple and qualitative mathematical models.

**Table 6.1**: Description of the self-recovery model and skin barrier homeostasis model parameters and their nominal values (Fitted to experimental data from [141]).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Nominal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_x )</td>
<td>Rate of filaggrin natural degradation</td>
<td>0.7 (1/days)</td>
</tr>
<tr>
<td>( \delta_y )</td>
<td>Rate of profilaggrin natural degradation</td>
<td>0.1 (1/days)</td>
</tr>
<tr>
<td>( \delta_z )</td>
<td>Rate of kallikrein natural degradation</td>
<td>0.8 (1/days)</td>
</tr>
<tr>
<td>( f_x )</td>
<td>Barrier-mediated inhibition of profilaggrin processing</td>
<td>0.2 (dm(^3)/mol)</td>
</tr>
<tr>
<td>( f_y )</td>
<td>Barrier-mediated precursor production</td>
<td>4 (dm(^3)/mol)</td>
</tr>
<tr>
<td>( f_z )</td>
<td>Barrier-mediated inhibition of kallikrein activity</td>
<td>0.5 (dm(^3)/mol)</td>
</tr>
<tr>
<td>( f_{zx} )</td>
<td>Kallikrein-mediated post-translation modification of profilaggrin</td>
<td>2 (dm(^3)/mol)</td>
</tr>
<tr>
<td>( \varphi_{zx} )</td>
<td>Kallikrein-mediated reduction of filaggrin via desquamation</td>
<td>4 (dm(^3)/mol)</td>
</tr>
<tr>
<td>( k_x )</td>
<td>Rate of profilaggrin-mediated filaggrin production</td>
<td>3 (1/days)</td>
</tr>
<tr>
<td>( k_y )</td>
<td>Rate of de-novo synthesis of profilaggrin</td>
<td>0.08 (mol/dm(^3)/days)</td>
</tr>
<tr>
<td>( k_z )</td>
<td>Basal activation of kallikreins</td>
<td>0.3 (mol/dm(^3)/days)</td>
</tr>
<tr>
<td>( \tau_d )</td>
<td>Barrier-mediated time delay of precursors de-novo synthesis modulation</td>
<td>5 (days)</td>
</tr>
</tbody>
</table>

In the following sections, we propose a mathematical model of the regulatory network introduced in this section. The interactions of the regulatory network are translated to DDEs using mass action kinetics. A brief description of DDEs is provided in Appendix D. The resulting mathematical model is analysed using a reductionist approach [311], by decomposing it into a smaller network (Fig. 6.1b). The decomposition of the network into a smaller subnetwork will enable us to identify the feedback mechanisms that lead to the self-recovery of the skin barrier. The smaller subnetwork will be termed the “self-recovery model” (Section 6.3) and will include the reactions of de-novo synthesis of profilaggrin \((y(t))\) and subsequent post-translational modifications to produce filaggrin \((x(t))\) (Fig. 6.1b). Subsequently, in Section 6.4 the complete regulatory network is considered which includes the reactions of de-novo synthesis profilaggrin \((y(t))\), post-translational modification to filaggrin \((x(t))\), and KLK \((z(t))\) regulation (Fig. 6.1c).
This model will be termed the “skin barrier homeostasis model”. The model parameters are described in Table 6.1 with their nominal values (derived from experimental data [141]).

\[ \text{Table 6.1} \]

\begin{tabular}{|l|c|}
\hline
Parameter & Value \\
\hline
Calcium dependent & \text{from experimental data} \\
\hline
\end{tabular}

\textbf{Figure 6.1:} (a) Epidermal homeostasis regulatory network. Barrier precursors (pF), such as profilaggrin, are (a) produced de-novo and then (b) post-translationally modified into filaggrin, to form the epidermal barrier (F) by (c) calcium dependent pathways and (d) processing of active kallikreins (K). Compromised barrier function results in (e) enhanced proteolytic activity of kallikreins, which induces (f) skin desquamation. Precursor expression is modulated by (g) skin barrier function (level of filaggrin). Modification of the de-novo synthesis of precursors occurs via a delay. (b) Schematic of the subnetwork representing the \textit{self-recovery model}. The nodes represent the state-variables of Eq. (6.1a) and (6.1b), filaggrin concentration (x) and profilaggrin concentration (y). (c) Schematic of the network representing the \textit{skin barrier homeostasis model}. The nodes represent the state-variables of Eq. (6.6a) - (6.6c), filaggrin concentration (x), profilaggrin concentration (y), and active kallikrein concentration (z). Dashed red box is the \textit{self-recovery model}. A description of the parameters is given in Table 6.1.
6.2 Methods

All simulations were conducted using MATLAB version R2016a (The MathWorks, Inc., Natick, MA, USA). We used `dde23` for the numerical integration of the system.

Parameter fitting was based on the “skin barrier homeostasis model” (Eq. (6.6)), since it represents the complete regulatory network and contains all of the 12 parameters ($\delta_x, \delta_y, \delta_z, f_x, f_y, f_z, f_{xx}, \varphi_{xz}, k_x, k_y, k_z, \tau_d$). We fitted the inverse TEWL measurements ($1/\text{TEWL}$) (data from [141]) to the barrier integrity levels (Eq. (6.6a)) such that the least squared error between the data and the simulation results was minimised. Minimisation was performed using the `fmincon` function in MATLAB for 12 parameters using an interior-point algorithm. We constrained the parameters to be: (i) positive; (ii) to be within the range $[10^{-3}, 100]$, in order to mitigate stiffness complications in the simulations; and (iii) based on inequality constraints identified by applying Sturm’s theorem [312, 313]. All of the optimised parameters are shown in Table 6.1 and the fitted dynamics are shown in Fig. 6.4b.

6.3 Self-recovery model

6.3.1 System description

The regulatory network of the self-recovery model is shown in Fig. 6.1b, and the governing equations are described by a set of two DDEs of the discrete delay type [314]:

\[
\dot{x}(t) = k_x \frac{y(t)}{1 + f_x x(t)} - \delta x x(t), \\
\dot{y}(t) = k_y (1 + f_y x(t - \tau_d)) - k_x \frac{y(t)}{1 + f_x x(t)} - \delta y y(t),
\]

where $x(t)$ is the filaggrin content of the skin barrier, and $y(t)$ denotes the level of profilaggrin, and $\tau_d$ is a constant delay. The model parameters are stated in Table 6.1 with their values.

The proposed model describes the regulation of the barrier component filaggrin using simple mathematical terms. Filaggrin ($x(t)$) is formed via post-translational modifications [$k_x$] of profilaggrin ($y(t)$) (mass action). Filaggrin concentration is self-regulated
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through a negative feedback \([f_x]\) and naturally degraded \([\delta_x]\). Negative feedback is modelled as a strictly decreasing shifted hyperbolic function. Profilaggrin is synthesised de-nono (\([k_y]\) basal expression) and is regulated by filaggrin via an additive delayed \([\tau_d]\) positive feedback \([f_y]\). Finally, profilaggrin is naturally degraded \([\delta_y]\).

To define a complete initial value problem we need to define the initial history function, \(\phi\) (see Appendix D). We assume that prior to perturbation the system is in steady-state, i.e. the state variables are initialised at their steady-state value, in the interval \([-\tau_d, 0)\).

Therefore, we define an initial history function as a piecewise continuous function given by,

\[
\phi(t) = \begin{cases} 
  x^*, & t \in [-\tau_d, 0) \\
  [\gamma x^* y^*]^T, & t = 0 
\end{cases}
\]  

(6.2)

where \(\gamma \in [0,1]\). We choose this functional form because it emulates instantaneous disturbance of the skin barrier. The concentration of filaggrin \((x(t))\) is instantaneously perturbed from the equilibrium point to some lower multiple of the steady-state. Such a behaviour can be achieved by tape stripping experiments on skin barrier where skin cells are directly removed from the epidermis. Combined together, Eqs. (6.1a), (6.1b), and (6.2) form an initial value problem.

6.3.2 A unique stable steady-state

The steady states of the self-recovery model are found by solving \(\dot{x}(t) = 0\) as:

\[
x^* = \begin{bmatrix} 
  x^* \\
  y^* 
\end{bmatrix} = \begin{bmatrix} 
  \frac{(k_y f_y \delta_y x^* - \delta_x) \pm \sqrt{(k_y f_y \delta_y x^* - \delta_x)^2 + 4 \delta_y \delta_x f_x k_y}}{2 \delta_x^2 f_x k_x} \\
  \frac{\delta_x x^* (1 + f_x x^*)}{k_x} 
\end{bmatrix} \quad \text{or} \quad \begin{bmatrix} 
  -1 \\
  0 
\end{bmatrix},
\]  

(6.3)

where \(x^*\) represents the vector form of the equilibrium points, and \(x^*, y^*\) are the individual equilibrium components. The only biophysically plausible steady-state solution is obtained with \(x^* > 0^1\) and is given by:

\[
x^* = \begin{bmatrix} 
  x^* \\
  y^* 
\end{bmatrix} = \begin{bmatrix} 
  \frac{(k_y f_y \delta_y x^* - \delta_x) \pm \sqrt{(k_y f_y \delta_y x^* - \delta_x)^2 + 4 \delta_y \delta_x f_x k_y}}{2 \delta_x^2 f_x k_x} \\
  \frac{\delta_x x^* (1 + f_x x^*)}{k_x} 
\end{bmatrix}.
\]  

(6.4)

\(^1\)Since these variables represent concentrations.
The steady-state solution is a function of the parameters and determining the stability of the equilibrium point. Notice that this equilibrium exists for all positive (non-zero) values of the parameters and it is always positive. Therefore, the system trajectories can exhibit two possible behaviours: (1) convergence towards the equilibrium point (if it is locally asymptotically stable) or (2) diverge to infinity.

Linear stability analysis for systems of DDEs is usually non-trivial due to the infinite dimensional spectrum (see Appendix D). In Appendix E we prove that the unique steady-state of the self-recovery model is locally asymptotically stable for any variation of the parameters. To further support our findings, the stability of the equilibrium is assessed using a MATLAB-compatible DDEs continuation software (DDE-BIFTOOL) [315, 316]. The results show that a bifurcation does not occur by varying the model parameters and that the equilibrium point is stable (see Appendix F).

For any variation of the parameters or initial conditions the trajectories of the system will converge to its unique steady-state since it is locally asymptotically stable. This unique steady-state represents an intact epidermis and we defined it as the healthy state, with high filaggrin and profilaggrin content. Therefore, due to this unique healthy state, the self-recovery model displays self-recovery dynamic behaviour. However, another determining factor for a healthy skin barrier is the speed with which recovery is achieved. In the next section we explore the dynamics of the self-recovery model upon perturbation of the skin barrier.

### 6.3.3 System dynamics

In this section the recovery dynamics of the self-recovery model are explored. To quantitatively assess filaggrin recovery we compute the recovery time $\Delta t_r$ (Fig. 6.2) in our model, which is the time required for filaggrin content ($x(t)$) in the skin to reach its homeostatic level ($x^*$). The recovery time is defined as:

$$\Delta t_r := \sup \{ t \in \mathbb{R} : \| x^* - x(t) \|_{\infty} \leq 1\% \},$$  \hspace{1cm} (6.5)

where $x(t)$ is filaggrin skin barrier content, $x^*$ is the steady-state value of filaggrin, $\sup$ denotes the supremum of a set, and $\| \cdot \|_{\infty}$ denotes the infinity norm ($\| f \|_{\infty} = \sup \{|f(x)| : x \in \mathbb{R} \}$). By adopting the preceding definition for the recovery time, it is assumed that filaggrin level has reached a homeostatic value when its concentration remains within 1% of its steady-state value. This percentage was arbitrarily chosen to
by-pass the extremely long recovery times required to reach the actual steady-state, as a consequence of the asymptotic behaviour.

Figure 6.2: Schematic representation of the dynamics of the self-recovery model. (a) Filaggrin ($x(t)$) concentration is initially at a homeostatic level. At $t = 0$ the skin is perturbed, which results in a reduction of filaggrin concentration ($\gamma x^*$ with $\gamma \in [0,1]$). Recovery is accomplished when filaggrin is at 99% of its steady-state value. $\Delta t_r$ denotes the recovery time. (b) Profilaggrin ($y(t)$) concentration is reduced upon perturbation of the skin, but then recovers to its homeostatic value.

**Barrier damage-induced effects on recovery**

We simulate the effect of instantaneous skin barrier damage in order to understand the relationship between barrier-induced perturbation and the recovery time ($\Delta t_r$) (Fig. 6.3). Instantaneous damage results in an abrupt change of filaggrin content in the skin, represented as a displacement of filaggrin concentration at $t = 0$.

For all levels of the initial perturbation investigated the model demonstrates recovery to its homeostatic level (Fig. 6.3, left and centre). Initially, as a consequence of the reduction in filaggrin level profilaggrin level decreases. However, due to the delay, this extreme perturbation does not have an immediate effect on the de-novo synthesis of profilaggrin. For $t \in (0, \tau_d)$, the positive feedback modulating profilaggrin synthesis remains low since the filaggrin level is still “sensed” as high. After the duration of the delay ($\tau_d$), de-novo synthesis is reduced significantly as a result of increased positive feedback modulation via the reduced level of filaggrin.

Recovery time ($\Delta t_r$) demonstrates a damage-dependent behaviour (Fig. 6.3, right). As the barrier damage perturbation increases, the recovery time also increases, with recovery

$\dot{x} \approx 0$ near the equilibrium point.
being achieved within 27 days for all levels of perturbation, given the nominal parameters in Table 6.1. Recovery time increases by 37.2% for 100% filaggrin perturbation (Fig. 6.3, blue cross), when compared to 40% perturbation (Fig. 6.3, purple cross).

**Figure 6.3:** self-recovery model recovery dynamics with respect to instantaneous barrier damage. Left and Centre: Normalised recovery dynamics of filaggrin ($x(t)$) and profilaggrin ($y(t)$), respectively, for different levels of barrier perturbation = \{100%, 80%, 60%, 40%\}. Right: Calculated recovery time ($\Delta t_r$), after skin barrier damage, which results in a reduction of filaggrin content.

### Self-recovery model summary

Utilising the information collected in Section 6.1, a regulatory network of epidermal homeostasis is constructed (Fig. 6.1a). Following a reductionist approach we decompose this network into a smaller subnetwork in order to identify the control mechanisms responsible for the recovery dynamics of the skin barrier. The constructed toy model represents the regulatory network of filaggrin processing in the skin barrier (Section 6.3.1). The model admits a unique biophysically acceptable steady-state, which is always locally asymptotically stable (Section 6.3.2). Furthermore, the model exhibits a recovery dynamic behaviour upon perturbation, with recovery times dependent on the magnitude of perturbation (Fig. 6.3).

The preliminary analysis of the dual feedback architecture of the self-recovery model can explain the self-recovery behaviour of the skin barrier upon perturbation. However, due to the existence of the unique stable state, this model cannot explain how the deregulation of the feedback mechanisms, genetic susceptibility, or environmental factors can lead to a disease phenotype. Nevertheless, the delay in recovery could lead to allergic sensitisation, as predicted in Chapter 3. Therefore, this regulatory network may
represent AD patients described by the \((\kappa_P, \alpha_I)\)-parametric region in grey in Fig. 3.2A. Such patients can either be non-systemic asymptomatic or systemic asymptomatic due the unique equilibrium point of Eq. (3.1a)-(3.1c) for the designated parametric region.

### 6.4 Skin barrier homeostasis model

#### 6.4.1 System description

The regulatory network of the skin barrier homeostasis model is shown in Fig. 6.1c, and the governing equations are described by a set of three DDEs:

\[
\begin{align*}
\dot{x}(t) &= k_x f_{zx} \frac{y(t)z(t)}{1 + f_{zx}(t)} - \delta_x \varphi_{zx} x(t)z(t) - \delta_x x(t)u(t), \quad (6.6a) \\
\dot{y}(t) &= k_y (1 + f_y x(t - \tau_d)) - k_x f_{zx} x(t) \frac{y(t)z(t)}{1 + f_{zx}(t)} - \delta_y y(t), \quad (6.6b) \\
\dot{z}(t) &= k_z \frac{1}{1 + f_{zx}(t)} - \delta_z z(t), \quad (6.6c)
\end{align*}
\]

where \(x(t)\) is the filaggrin content of the skin barrier, \(y(t)\) denotes the level of profilaggrin, and \(z(t)\) is the concentration of active KLK. Instead of considering perturbations as a reduction in filaggrin content, a dynamic variable \(u(t)\) is included, which represents a mechanical or chemical stimulus, that affects the degradation of filaggrin and is independent of natural filaggrin degradation. The stimulus variable will have the form of a pulse and will be described by the pair of parameters \((\bar{t}_u, \bar{u})\) representing the stimulus duration and stimulus strength, respectively (Fig. 6.4a). The model parameters are described in Table 6.1.

The proposed model describes the regulation of the barrier component filaggrin with the control of kallikrein proteases. Filaggrin \((x(t))\) is formed via post-translational modifications \([k_x]\) of profilaggrin \((y(t))\) and regulated \([f_{zx}]\) by kallikrein activity \((z(t))\) (mass action). Filaggrin concentration is self-regulated through negative feedback \([f_x]\) and naturally degraded \([\delta_x]\); degradation is modulated by the concentration of active kallikreins \([\varphi_{zx}]\). Mechanical or chemical stimuli \((u(t))\) induce barrier damage which results in a reduction of filaggrin content. Profilaggrin is synthesised de-novo \([k_y]\) basal expression), which is regulated by filaggrin via a delayed \([\tau_d]\) positive feedback \([f_y]\), and is also naturally degraded \([\delta_y]\). Kallikreins are constitutively activated \([k_z]\) and are
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Figure 6.4: (a) Schematic representation of mechanical or chemical stimulus that induces barrier damage (Eq. 6.6a). The stimulus has the form of a pulse with strength $\bar{u}$ and duration $t_{\bar{u}}$. (b) Dynamical behaviour of the skin barrier homeostasis model upon perturbation (Fitted to experimental data from [141]).

The initial history function for the DDEs (Eq. (6.6a)-(6.6c)) is given by,

$$\phi(t) = \mathbf{x}^*, \ t \in [-\tau_d, 0),$$

where $\mathbf{x}^* = [x^*, y^*, z^*]^T$ and corresponds to a steady-state of the skin barrier homeostasis model. We therefore assume that the system is in steady-state prior to perturbation.

Skin perturbation by mechanical abrasion [141] or sodium lauryl sulphate (SLS) [140] cause decreased barrier function, as observed by increased values of transepidermal water loss (TEWL), however, skin barrier function is subsequently normalised. We fitted the model to the data presented in [141], where the skin of volunteers was mechanically abraded, and barrier integrity was measured through TEWL and measurements of Natural Moisturising Factors (NMF). The fitted dynamics of the skin barrier homeostasis model are shown in Fig. 6.4b. Based on the parameters calculated using the data in [141], we next explore if our system could exhibit other dynamical behaviours.
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6.4.2 Bistable behaviour

To identify the number of steady-states of the skin barrier homeostasis model, Descartes’ Rules of Signs is applied. With this tool we identify analytically parametric conditions where one unique steady-state or three steady-states exist without assessing their stability. In general, analytical stability results for systems of DDEs of order higher than two are difficult to obtain and, therefore, such an analysis is omitted here. Instead, stability is assessed using the numerical continuation software DDEBIF-TOOL (Appendix F).

Note that the analysis is carried on the autonomous system i.e. with \((t_a, \bar{u}) = (0, 0)\).

Conditions for the existence of three steady-states

By setting Eq. (6.6a)-(6.6c) equal to zero and substituting the expressions for \(y^*\) and \(z^*\) we reach the following polynomial expression for the \(x^*\):

\[
f(x) = (1 + f_x x^*) \left[ \frac{a_1}{a_2} \delta_y \delta_z \delta_x \varphi_{xx} f_z f_x x^3 + (\delta_y \delta_z \delta_x \varphi_{xx} f_z + \delta_z k_y k_x f_z f_y) x^2 + (k_z \delta_x \varphi_{xx} k_x f_z - \delta_z k_y f_z f_z f_z + \delta_y \delta_x \varphi_{xx}) x^* + \left( -\delta_z k_y k_x f_z \right) \right] = 0.
\]

(6.8)

Biophysically acceptable steady-states are given for non-negative steady-states, i.e \((x^* \geq 0)\), we therefore exclude the root \(x^* = -1/f_x\). To identify the number of positive steady-states, without actually calculating them, we use Descartes’ Rules of Signs. Since the parameters of the model are positive we have that \(a_1 > 0\) and \(a_4 < 0\) but \(a_2\) and \(a_3\) could be either positive or negative. Thus, it remains to change the signs of \(a_2\) and \(a_3\) in a combinatorial manner and check the possible outcomes:

Case 1: If \(a_2 > 0\) and \(a_3 > 0\) there is only one sign change and therefore only one positive root. Since the polynomial is of 3\(^{rd}\) degree, the remaining roots can either be negative or a complex conjugate pair.

Case 2: If \(a_2 > 0\) and \(a_3 < 0\) there is only one sign change which indicates one positive root leaving the remaining roots to either have a negative sign or be complex conjugate pair.
Case 3: If $a_2 < 0$ and $a_3 < 0$ then this is similar to cases 1 and 2.

Case 4: If $a_2 < 0$ and $a_3 > 0$ we have three sign changes, giving rise to three possibilities: (1) three positive roots, (2) one positive root and two negative roots, (3) one positive root and a complex conjugate pair. Negative roots are eliminated by checking the number of sign changes for $g(x) = f(-x)$, therefore leaving (1) or (3) as possibilities.

Considering the aforementioned analysis, it can be concluded that our model can either have one unique steady-state or three steady-states. We are interested in exploring the possibility of bistable behaviour, since this can lead to the emergence of two stable steady-states: one representing a healthy state (with high levels of filaggrin and profilaggrin, while kallikrein activity is low), and the other an unhealthy state (with low levels of filaggrin and profilaggrin, while kallikrein activity is high). The healthy state corresponds to a competent and normal functioning skin barrier, while the unhealthy state corresponds to a dysfunctional skin barrier.

To determine exact analytical bounds on the region where three positive roots exist a more general tool from real algebraic geometry can be used, namely, Sturm’s theorem [312, 313]. However, the resulting set of inequalities is usually difficult to solve analytically or even computationally. Our next step is to characterise the behaviours of the skin barrier homeostasis model by performing bifurcation and stability analyses using DDE-BIFTOOL.

**Computational characterisation of bistability region**

For the nominal parameter (Table 6.1) the system admits three equilibria. The stability of those equilibria are assessed by plotting the eigenvalues on the complex plane (Fig. 6.5). Two of the equilibria are stable (Fig. 6.5a and c), while one is unstable (Fig. 6.5b) confirming that the system exhibits bistability for the nominal parameters. We also assessed the stability of the equilibria for variations of the $f_x$ parameter (Appendix E).

To characterise the behaviours of the skin barrier homeostasis model one-parameter (Fig. 6.6a) and two-parameter (Fig. 6.6b) bifurcation diagrams are plotted. We select the filaggrin degradation rate ($\delta_x$), which represents skin desquamation, and profilaggrin post-translation modification rate ($k_x$) to conduct this analysis. Filaggrin degradation rate can be affected by environmental factors, such as increased pH (a known risk factor...
of AD [317]), that increase the proteolytic activity of KLK [132] and induce excess skin desquamation. Changes in the post-translation modification of profilaggrin can interfere with the precise coordination of epidermal differentiation programs [303,318], which can lead to diseased phenotypes.

By varying the filaggrin degradation rate, $\delta_x$ (Fig. 6.6a), the model is shown to exhibit bistable behaviour. The stable (blue line) steady-state of filaggrin ($x^*$), corresponding
to the healthy state, exists for values $\delta_x < 0.74$. At this critical value of $\delta^*_x = 0.74$, a saddle-node (SN) bifurcation [170] occurs and the steady-state disappears. The locally asymptotically stable steady-state, corresponding to the unhealthy state exists for $\delta_x > 0.36$, but disappears for lower values through a SN bifurcation. The range $\delta_x \in [0.36, 0.74]$ corresponds to the bistable region where three steady-states exist; two stable (blue lines) and one unstable (red line). This analysis predicts that high desquamation rates result in low levels of filaggrin as seen in AD patients [319].

In Fig. 6.6b we characterise the bistable region with respect to the parameters $(k_x, \delta_x)$. Varying these parameters simultaneously the region of bistability is enclosed between two branches of SN bifurcations (blue lines Fig. 6.6b). The two branches collide tangentially at the cusp bifurcation point as depicted in Fig. 6.6b. Fig. 6.6c is a three-dimensional representation of the cusp bifurcation illustrating the steady-state level of filaggrin. For combinations of high desquamation rate and low profilaggrin processing the system exhibits a unique steady-state with low filaggrin (Fig. 6.6c) and profilaggrin levels, and high KLK activity thus resulting in an unhealthy state. On the other hand, low desquamation rates and high post-translational modification rates of profilaggrin lead to a unique healthy steady-state.

6.4.3 System dynamics

In this section the dynamics of the skin barrier homeostasis model are simulated with respect to barrier-induced damage. We then characterise the convergence to the healthy state or unhealthy state and the recovery time $\Delta t_r$ in the $(\bar{t}_u, \bar{u})$-space for the nominal parameters. Finally, the convergence behaviour, as well as, the recovery time are explored with respect to parameter changes.

Emergence of a pathological state depends on the stimulus strength and duration

To understand the stimulus effects on the dynamic behaviour of the skin barrier homeostasis model, we simulate different combinations of stimulus strength and duration, $(t_{\bar{u}}, \bar{u})$ (Fig. 6.7). With this analysis we can predict the minimum strength and duration combinations that drive the system from the healthy state to the unhealthy state.
For stimulus strength and duration conditions \((t_u, \bar{u}) = (5, 0.5)\) (Fig. 6.7, blue), filaggrin and profilaggrin levels return to their homeostatic behaviour, and kallikrein activity is kept low, signifying that the system converges to the healthy state. By increasing stimulus strength by an order of magnitude, \(\bar{u} = 50\) (Fig. 6.7, red), while keeping the stimulus duration the same, the dynamics illustrate convergence to the unhealthy state. Similarly, convergence to the unhealthy state is predicted with a 3-fold increase in only the stimulus duration (Fig. 6.7, yellow). In both cases, simulation results display low filaggrin and profilaggrin levels, while kallikrein activity is increased almost 5-fold, representing compromised barrier function.

The recovery or non-recovery behaviour and the associated recovery time, with respect to different stimuli parameters, is systematically investigated (Fig. 6.8) for the nominal model parameters. By varying the stimulus strength and duration the boundary determining convergence to the healthy or unhealthy state (Fig. 6.8, left) is identified. This boundary segregates the \((t_u, \bar{u})\)-space and describes the combinations of minimum stimulus strength and duration required to push the trajectories of the system into the basins of attraction of the healthy and unhealthy states. We will term this boundary the \((t_u, \bar{u})\)-manifold of the skin barrier homeostasis model. The calculated recovery time (Fig. 6.8, right) increases with respect to the strength or duration of stimulus, thus establishing a dose-dependent relationship between the recovery time \((\Delta t_r)\), and stimulus strength and duration.

The results presented here suggest that strong enough stimuli or prolonged stimuli obstruct the recovery processes of the skin barrier and can even lead to the emergence of a pathological state. During the process of recovery, barrier function is compromised.
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Figure 6.8: Effect of different stimuli strengths and durations on the convergence and recovery time ($\Delta t_r$) of the skin barrier homeostasis model. Left: Nominal ($t_{\bar{a}, \bar{u}}$)-manifold illustrating convergence to the healthy or unhealthy state with respect to stimulus strength and duration. Right: Recovery time to the healthy steady-state. White space on the upper right corner corresponds to the unhealthy steady-state, while white space on the bottom left corner are cases where barrier damage is minimal and recovery time is not measured.

and increased permeability to allergens may result in the activation of inflammatory pathways [30, 47, 320]. Moreover, suboptimal barrier function conditions can increase unwanted pathogen colonisation in the skin [47, 127], further compromising the skin barrier, and exacerbating chronic inflammation [321]. It is therefore crucial to decrease recovery time with the goal of preventing disease progression.

Note that recovery times at or close to the ($t_{\bar{a}, \bar{u}}$)-manifold are high (Fig. 6.8, right). This sluggish behaviour is characteristic of bistable systems with saddle-node bifurcations due to a bottleneck region near the bifurcation [170]. At the bifurcation point two steady-states coalesce, however, due to the influence of a saddle remnant the flows of the dynamic system are slow, which result in time delays to pass through the bottleneck [322]. This behaviour has been studied in the literature as a potential early-warning signal to identify if a disease is close to a critical transition or “tipping point” [235, 323, 324].

Robustness and recovery time with respect to parameters

In this section the “robustness” of the skin barrier homeostasis model is explored in response to an external stimulus, while varying certain model parameters. Parameter variations can shift the ($t_{\bar{a}, \bar{u}}$)-manifold, therefore increasing or decreasing the region of convergence of the healthy state. We therefore say that the system is more robust
when the region of convergence of the healthy state increases, and less robust for the opposite (Fig. 6.9). Furthermore, parameter variations can either increase or decrease the recovery time, therefore resulting in increased or decreased susceptibility to external stimuli, respectively (Fig. 6.10 and 6.11).

Increasing the delay in the feedback that modulates expression of filaggrin precursors ($\tau_d$) increases robustness to external stimuli (Fig. 6.9a). The ($t_{\tilde{u}}, \tilde{u}$)-region in which the system converges to the healthy state increases. The increased robustness is also associated with decreased recovery times (Fig. 6.10a), although, near the ($t_{\tilde{u}, \tilde{u}}$)-manifold high recovery times are predicted when $\tau_d = 15$ (days) (Fig. 6.10, right), possibly due to the bottleneck effect.

We next consider variations in the de-novo synthesis rate of filaggrin precursors ($k_y$) and basal kallikrein activity ($k_z$). Increasing $k_y$ confers robustness by shifting the ($t_{\tilde{u}, \tilde{u}}$)-
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Figure 6.10: Calculated recovery time ($\Delta t_r$) for convergence to the healthy state for different parameter values: (a) $\tau_d = \{5, 10, 15\}$; (b) $k_y = \{0.09, 0.1, 0.12\}$; (c) $k_z = \{0.15, 0.2, 0.25\}$. White space above the ($t_{\bar{u}}, \bar{u}$)-manifold corresponds to the unhealthy state, while the white space in the lower left corner corresponds to ($t_{\bar{u}}, \bar{u}$) combinations that do not cause sufficient barrier damage.

manifold diagonally upwards (Fig. 6.9b), while the opposite is observed when $k_z$ is increased (Fig. 6.9c). Low values of de-novo synthesis rate ($k_y$), mimic mutations in the filaggrin gene [95] or the effects of chronic inflammation that reduces filaggrin expression as observed in AD patients [98]. Kallikrein activity in the skin is pH-dependent [325], therefore, increased $k_z$ values imitate aberrant KLK activity due to the increased pH level, as for example, in AD patients [317]. Recovery time is linked to the shift in the
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Figure 6.11: Calculated recovery time ($\Delta t_r$) for convergence to the healthy state for different parameter values: (a) $f_y = \{4.5, 5, 6\}$; (b) $f_x = \{0.1, 0.13, 0.15\}$; (c) $f_{zx} = \{2.5, 3.5, 4.5\}$. White space above the $(\bar{t}_u, \bar{u})$-manifold corresponds to the unhealthy state, while the white space in the lower left corner corresponds to $(\bar{t}_u, \bar{u})$ combinations that do not cause sufficient barrier damage.

$(\bar{t}_u, \bar{u})$-manifold and accordingly decreases as $k_y$ increases (Fig. 6.10b), but increases as $k_z$ increases (Fig. 6.10c).

We then explore variations in the feedback rate modulating profilaggrin de-novo synthesis, $f_y$ (Fig. 6.9d), as well as, two feedback rates modulating profilaggrin post-translational modification, namely $f_x$ (Fig. 6.9e) and $f_{zx}$ (Fig. 6.9f).

High barrier-mediated precursor production rates ($f_y$) result in a more robust system
as the healthy state region of convergence increases (Fig. 6.9d). Mechanistically, higher values of $f_y$ compensate for the decreased filaggrin level, after perturbation, by increasing the magnitude of the positive feedback $(1 + f_y x(t - \tau_d))$, hence leading to increased de-novo synthesis rates. A reduction of the barrier-mediated precursor rate can represent decreased expression of calcium sensors [326] or their downstream targets in basal keratinocytes [326, 327], which can interfere with the terminal differentiation of keratinocytes [328]. This can also lead to reduced levels of calcium in the outer epidermis observed in AD patients [307]. The corresponding recovery times are reduced (Fig. 6.11a), hence, illustrating less susceptibility to external stimuli.

Barrier-mediated profilaggrin processing operates via a negative feedback with a strength $f_x$. Increasing the strength of this negative feedback mimics a suppression of protease activity involved in the processing of profilaggrin, such as caspase [329], and may affect the terminal differentiation process of keratinocytes [301]. Accordingly, the $(\bar{t}_0, \bar{u})$-manifold shifts diagonally downwards (Fig. 6.9e), which implies a decrease in robustness, while recovery times increase (Fig. 6.11b).

Kallikrein-mediated post-translation modification of profilaggrin ($f_{zx}$) appears to increase robustness (Fig. 6.9f), which illustrates the importance of kallikrein activity in the processing of profilaggrin and the recovery of the barrier as suggested in [303]. The activity of kallikrein-5 is reduced in the presence of alcohols due to enzyme denaturation [330], which may result in reduced processing of barrier precursors, represented in our model by low $f_{zx}$ values. The corresponding recovery time decreases for increasing values of $f_{zx}$ (Fig. 6.11c).

**Skin barrier homeostasis model summary**

In Section 6.4.1 an expanded mathematical model of filaggrin regulation is described, which includes the regulatory mechanisms of kallikreins, and is fitted to experimental data (Fig. 6.4b). The suggested regulatory structure, composed of one positive feedback and two negative feedbacks, displays recovery dynamics (Fig. 6.4b).

In Section 6.4.2 it was established that the model can exhibit bistable behaviour (Fig. 6.6) and the two stable steady-states are classified as the healthy and unhealthy states. Parameter sweeps for the parameters representing filaggrin degradation as a result of skin desquamation ($\delta_x$) and post-translational modification of profilaggrin ($k_x$) revealed
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the parameter regions of the existence of one unique steady-state and three steady-states, of which two are stable (Fig. 6.5). High desquamation rates \( \delta_x \) and low profilaggrin processing \( k_x \) resulted in low filaggrin levels, corresponding to the unhealthy state, while the healthy state is given for low \( \delta_x \) and high \( k_x \) values (Fig. 6.6c). In the region of bistability the healthy and unhealthy states co-exist and the convergence to either state depends on external stimuli, representing mechanically or chemically-induced barrier perturbation.

The dynamic behaviour of the model with respect to an external stimulus is then explored (Section 6.4.3). Prolonged exposure or strong enough stimuli were associated with increased recovery times and could eventually lead to a pathophysiologic state (Fig. 6.7). For the nominal parameter set (Table 6.1), the \( (t_{\bar{a},\bar{u}}) \)-manifold of the system is characterised, which defines the minimum stimulus strength and duration combinations that push the trajectories of the system into the basin of attraction of the unhealthy state (Fig. 6.8a). The recovery time \( \Delta t_r \) is also characterised with respect to the stimulus parameters \( (t_{\bar{a},\bar{u}}) \), and it was shown to exhibit a dose-dependent relationship with respect to stimulus strength and duration (Fig. 6.8b).

Finally, the robustness of the system and the recovery time are explored for different model parameter variations (Section 6.4.3). The delay in de-novo synthesis modulation of profilaggrin \( \tau_d \) by barrier pertubation increased robustness (Fig. 6.9a) and lowered recovery times \( \Delta t_r \) (Fig. 6.10a). Genetic risk factors such as reduced filaggrin expression \( k_y \) [95,98] and increased activity of KLK \( k_z \) [325], commonly presented in AD patients, resulted in longer recovery times (Fig. 6.10b and c, respectively) and lowered robustness to external perturbations (Fig. 6.9b and c, respectively). Altered calcium concentration in the epidermis modulates terminal differentiation [30], and in our model the calcium dependent feedback strengths \( f_y \) and \( f_x \) mediate its effects. Increasing \( f_y \) reduced the susceptibility (Fig. 6.9d) to external perturbations and decreased recovery time (Fig. 6.11a). Reduced caspase-14 profilaggrin processing (represented as an increase in \( f_x \)) resulted in increased susceptibility (Fig. 6.9e) and higher recovery times (Fig. 6.11b). Exploration of the feedback KLK-induced profilaggrin processing illustrated less susceptibility (Fig. 6.9f) and lower recovery times (Fig. 6.11c), for higher values of \( f_{zx} \).
6.5 Discussion

In this chapter we propose a mathematical model that describes the feedback mechanisms that regulate epidermal homeostasis based on the key epidermal structural component filaggrin and the regulation of proteases, namely kallikreins (KLK). The regulatory network represented by the mathematical model, was constructed by assimilating information from the biological literature (Fig. 6.1a). The model describes a set of DDEs composed of dual feedback mechanisms and includes the delayed effect of altered de-novo synthesis of barrier precursors with respect to barrier damage.

To analyse this network a reductionist approach is followed by first considering a subnet-work with one negative and one positive delayed feedback (self-recovery model, Section 6.3). We showed that this model admits a unique stable steady-state (Section 6.3.2), given the proposed feedback architecture. Therefore, transient skin perturbation or parameter variations do not disrupt the self-recovery property, as a consequence of this unique steady-state.

Subsequently, the complete network is considered, which includes the regulation of kallikreins in addition to the previous regulatory structure, and is composed of two negative feedbacks and one positive delayed feedback (skin barrier homeostasis model, Section 6.4). This model exhibits recovery dynamic behaviour, which results from the topology of the feedbacks and the fitted parameters (Fig. 6.4b). The addition of KLK-mediated feedbacks, presented in the skin barrier homeostasis model, resulted in bistable behaviour (Fig. 6.6), and was thus able to reproduce a pathological state (unhealthy state). Therefore, this model can represent both the characteristic self-recovery of the skin barrier and the loss of homeostasis typical of severe disease.

Both the self-recovery model and skin barrier homeostasis model exhibit a dose-dependent relationship between barrier-induced damage and recovery time (Δt_r), Fig. 6.3 (right) and Fig. 6.8 (right), respectively. Moreover, combinations of sufficiently high stimulus strength and duration in the skin barrier homeostasis model resulted to the system converging to the unhealthy state (Fig. 6.7 and Fig. 6.8, left), suggesting that skin barrier perturbations can lead to a diseased phenotype [331].

We investigated parameter variation effects representing genetic and environmental risk factors of AD on the dynamics of the skin homeostasis model. The risk factors characterise fragility points of the regulatory network that can increase or decrease the
susceptibility to environmental perturbations (Fig. 6.9) and alter the characteristic self-recovery of the skin barrier (Fig. 6.10 and Fig. 6.11). It would not only be interesting to explore synergistic effects of multiple risk factors to determine their effect on the development of diseased phenotypes, as in Fig. 6.6b and Fig. 6.6c, but also to investigate their effects on the recovery time.

Recovery time could be a useful metric to measure disease severity and eventual progression. Slow recovery can lead to the activation of adaptive immune responses (as predicted in Chapter 3), since during the recovery time skin barrier function is at a suboptimal state and there is increased permeability to invading pathogens. The slow characteristic recovery behaviour, as a consequence of the delay in de-novo synthesis of barrier precursors or other model parameters, can be used as a potential early-warning signal [235] to identify virtual patient cohorts with susceptible genotypes. Moreover, this qualitative systems-level investigation could enable the discovery of biomarkers or the development of therapeutic interventions that target the specific fragility points of the network.

Our simple mathematical model represents the skin barrier through the production of its structural component filaggrin. However, other structural components in the epidermis, such as lipids [298], play an important role in its homeostasis. The regulation of lipids in the epidermis displays similar feedback mechanisms, as proposed in [332], with the model we constructed in this chapter. A unified regulatory network, combining lipids and structural proteins, can elucidate the mechanisms with which both of these components are co-regulated and result in the protective functions of the skin barrier. Furthermore, our model did not incorporate the modulation of filaggrin gene expression that occurs due to chronic inflammation [53], although this effect was implicitly explored through the analysis of parametric variations of $k_g$ (Fig. 6.9 and Fig. 6.10b). Therefore, to investigate the effects of acquired filaggrin deficiencies due to chronic inflammation, the model can be extended to include feedback-downregulation profilaggrin de-novo expression. Our model was able to replicate experimental data. Integrating our mathematical model with other experimental data that measure the activity of KLK or the concentration of filaggrin and profilaggrin proteins would identify suitable parameters and provide a validated quantitative framework with predictive power.

In summary, the mechanistic model of skin barrier homeostasis proposed in this chapter provides a plausible representation of the biochemical mechanisms that are responsible for the robust self-recovery of the healthy skin. This model also suggests that strong
perturbations of the skin barrier (eg, by persistent chemical damage) can lead to a long-lasting loss of skin barrier function (convergence to a unhealthy equilibrium point) and with that, contribute to epidermal pathogenesis.
Chapter 7

Conclusion and Future work

7.1 Summary

In this thesis we constructed a mathematical model representing key regulatory interactions involved in the skin disease atopic dermatitis (AD) by assimilating information for those interactions from biological literature. The complex interplay of the regulatory interactions and the multifactorial nature of AD motivated us to use a systems biology approach in order to investigate AD pathogenesis and elucidate its underlying pathogenic mechanisms. Furthermore, the models formulated in this Thesis have established the necessary quantitative framework required to develop a computational framework for the design of treatment protocols.

The mathematical model introduced in Chapter 3, illustrates the mechanisms of regulation between epidermal barrier function, innate and adaptive immune responses, and pathogen infiltration through the epidermal barrier. Deregulation of these mechanisms, due to either genetic risk factors or environmental stressors, reproduced the multistage pathogenesis of AD from onset and then progression into severer forms. The key motif identified, that underlies the onset and progression, consisted of two concatenated bistable switches (“double switch”). The initiation of inflammation, that induces an AD flare, is regulated by innate immune receptors (R-switch), while $T_H2$ sensitisation is established (G-switch) by persistent or oscillatory AD flares with sufficiently short period. Varying two parameters in our model that represent the most common genetic risk factors of AD, revealed virtual cohorts with four distinct phenotypes: (a) recovery,
(b) bistability, (c) oscillations, and (d) chronic damage. With this model we also explored the effects of preventive emollient treatment and showed that emollients decrease the susceptibility to develop $T_H^2$ sensitisation by increasing the threshold of stimulus required to induce it.

Furthermore, using our mathematical model we developed a computational framework to design temporal treatment protocols, based on optimal control theory, for the symptom management of patients suffering from moderate to severe AD (Chapter 4 and 5). With our framework we can designate specific target levels ($\hat{P}_r$ and $\hat{P}_m$) for the pathogen load, which result in different treatment patterns and total treatment amount. These target levels can serve as design criteria to modify the course of treatment depending on the patient’s disease state or preference, in terms of corticosteroid potency, and inform clinicians on the most appropriate course of action for the relief of symptoms. Moreover, effective treatment protocols could be designed depending on the genotype of patients with respect to the most common risk factors of AD. This methodology stratified patients into groups in which treatment protocols were successful or unsuccessful; this categorisation could potentially guide clinical recommendation of treatments by suggesting alternative or additional pharmacological treatments. In addition, those unresponsive to the treatment protocols could represent AD patients with different sub-phenotypes or endotypes, and identifying such classes of patients has been suggested as being “crucial for the success of precision medicine as a new approach to patient management” [333]. Arguably, computationally assisted recommendations coupled with expert advice from clinical practitioners may help reduce the socioeconomic burden of the disease. Poor adherence to topical corticosteroid treatment by patients has been suggested as a cause for the unresponsiveness of such treatments [334] and is considered a major factor limiting treatment outcomes [335]. We therefore simulated different scenarios of non-adherence to investigate its long-term effects on the management of AD. Specifically, non-adherence to the treatment protocols during the induction or maintenance phases suggest a relapse of AD flares, and eventually symptoms, that require higher treatment doses for longer duration. Our computational results could be potentially used as a visual aid to educate patients on the side-effects of non-adherence, which could result in reducing the social and economic burden of patients living with chronic AD.

Our computational framework forms the first systematic design of treatments for AD and serves as a proof-of-concept that optimising corticosteroid dosage and frequency in a patient-specific manner can benefit certain patient cohorts. To tackle the high degree of heterogeneity in clinical phenotypes, we would like to in the future use our approach
to optimise the temporal application of multiple treatments concurrently, so as to move away from the “one size fits all” paradigm currently used [34].

To numerically integrate our hybrid mathematical model we developed a MATLAB-based computational platform using the in-build event location functionality. Our code uses a recursive strategy to switch between the governing subsystems of the hybrid model depending on when the switching manifolds have been reached. Each subsystem is numerically integrated and the final solution, in the predefined time span, is concatenated to give the complete solution of the hybrid model. The user only needs to define the mathematical equations of the ODE and the switching manifolds. This approach deals with hybrid systems that are continuous in the state-variables, but have a discontinuous derivative.

Finally, in Chapter 6, we constructed a mathematical model representing a regulatory network of epidermal homeostasis based on the biochemical interactions of the structural component filaggrin and kallikrein proteases. Our modelling approach utilised DDEs in order to understand the effects of the delay of de-novo filaggrin precursor expression after perturbation of the skin barrier. This model revealed plausible biological control mechanisms that lead to the recovery dynamics of the epidermal barrier. Specifically, our qualitative approach revealed that the regulatory structure, composed of one positive delayed feedback and two negative feedback mechanisms, can explain the recovery dynamics of the epidermal barrier upon perturbation. Strong stimuli with sufficiently long duration can promote the loss of skin barrier function and homeostasis, and can lead to the development of pathophysiologic conditions such as AD. We assessed the recovery dynamics by introducing the metric of recovery time, which is related to systemic sensitisation in the following way: longer recovery times result in prolonged periods where the skin barrier is at a sub-optimal state. Under this condition, individuals are susceptible to the invasion of allergens or pathogens, due to increased permeability, and can therefore lead to systemic sensitisation. Although in our model we did not specifically include the process of systemic sensitisation, we explored how this process can occur by sustained or periodic activation of innate immune receptors in Chapter 3. Furthermore, we explored the effects of genetic risk factors on the recovery dynamics of the model. Genetic risk factors decrease the robustness of the system and increase the susceptibility of the skin barrier by increasing the recovery time. The delayed recovery could be potentially used as an “early warning” signal for the detection of predisposed individuals.
7.2 Future work

With the work presented in this thesis we provide a systems-level theoretical framework for the \textit{in silico} study of the pathogenic mechanisms of AD, the control mechanisms leading to epidermal barrier recovery, and the design of optimised patient-specific treatment protocols.

7.2 Future work

In the hybrid model, we incorporated treatments using simple mathematical terms that phenomenologically describe their effect. Specifically, emollient and coal tar treatment directly affect barrier integrity in an additive and multiplicative way, respectively, while corticosteroids inhibit inflammatory responses induced by innate immune receptors via a term $1/(1 + \beta C(t))$. Although their simplicity enabled the design of dynamic treatment protocols, exact pharmacokinetic processes, such as drug absorption, distribution, metabolism, and elimination [336], are not taken into account. Our results would greatly benefit by the acquisition and integration of dynamic data of AD patients after application of treatments, as well as, pharmacokinetic studies, in order to identify more appropriate and realistic treatment mathematical forms.

Corticosteroid treatment is associated with several documented side effects [337]. In our model we included the corticosteroid side effect associated with increased propensity to skin infections [338], which result from the reduction of inflammation-induced pathogen eradication. However, the most common side effect associated with corticosteroid use is skin atrophy. Our model could be extended to study corticosteroid-induced skin atrophy and how it may limit the potential application of corticosteroids for the treatment of AD.

Further, using our mathematical model we can incorporate other forms of treatment to identify their optimal scheduling, as well as, to explore the effects of multiple concurrent treatments. For example, the use of antibiotics in combination with corticosteroids has been suggested to produce better outcomes in AD patients prone to infection [48]. Monoclonal antibody therapy provides an exciting new pathway for the treatment of moderate to severe AD. Extending our model to specifically include the dynamics of the cytokine IL4 and the effects of dupilumab, integrated with data obtained in Phase III clinical trials [113], will allow us to investigate the use of this biologic in the treatment of AD.
To study the effects of preventive treatments, we are currently conducting a more systematic investigation by considering not only emollient, but also corticosteroid and antibiotic treatments. Our approach is based on bifurcation analysis of the hybrid model by considering the treatments as constant parameters, and we investigate how these treatments modify the regions of distinct phenotypes in the \((\kappa_P, \alpha_I)\)-parameter space (Paper submitted in the *Journal of Theoretical Biology*).

Another possible extension is the design of more advanced optimal control strategies, for example Model Predictive Control (MPC) [248]. MPC establishes a closed-feedback control strategy by measuring the evolution of the state-variables at specific intervals and identifying actuation signals across said intervals, while the optimisation of the objective function is performed over the complete future horizon. After calculating the complete sequence of actuator signals within the horizon, only the first step in the sequence is applied, establishing the receding horizon. Since there are regular measurements of the real system’s states, this approach could potentially deal with problems such as model mismatch and unexpected disturbances (e.g. non-adherence to treatments or increased pathogen loads due to changes in the environment). Moreover, in all natural systems the effects of actuators is limited due to physical constraints and MPC is suitable in dealing with such hard constraints by embedding them in the optimal control problem formulation [339]. We recently submitted a conference paper exploring the design of optimal treatments using a MPC algorithm in the *IEEE-2018 5th International Conference on Control, Decision and Information Technologies*.

Further validation of model predictions is required with experimental and clinical data, especially in response to transient behaviour in the context of treatment strategies. Calibration of our model with *in vitro* and animal model data can provide clinically relevant predictions and effective design of treatment protocols. Non-invasive optimal methods such as Raman spectroscopy and multiphoton microscopy [340] can measure skin barrier hydration [104] and composition [341], which are representative of barrier integrity \((B(t))\). Cytokine levels and immune cell population measurements can be used to assess inflammation [342].

To uncover the mechanisms of acquired deficiencies in filaggrin expression patterns due to excessive inflammation, we can extend the skin barrier homoeostasis model, as suggested in Chapter 6, by including a second negative feedback in the regulatory structure. Furthermore, epidermal barrier lipids are another important structural component and together with filaggrin are responsible for many of the skin barrier’s protective functions.
The skin of AD patients manifests with deficient lipid composition and processing, suggesting a role in its pathogenesis, however, the underlying mechanisms with which this occurs are not readily understood. By proposing mechanistic models of lipid regulation in the epidermis we can investigate their role in the pathogenesis of AD. In the future we can consider substituting the phenomenological representation of barrier recovery in the model introduced in Chapter 3, with the mechanistic model introduced in Chapter 6. This will permit a mechanistic interpretation of the characteristic self-recovery property of the barrier in the model of AD pathogenesis and its effect on the development of systemic sensitisation.
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Appendix A

Supplementary Methods for Chapter 2

A.1 LPS challenges and histological evaluation of epidermis-specific Stat3 knockout mice

We backcrossed the keratinocyte-specific Stat3−ko (Stat3$^{f/f}$) mice with B6X129 mixed background with a B6 background. We applied three intra-dermal injections, with an interval of a week of sterile PBS with 0.1% DMSO, with and without LPS (10 µg), to their ears of asymptomatic keratinocyte-specific Stat3$^{f/f}$ mice with a B6 background (8-9 weeks). Two days after the last injection, ears were fixed with paraformaldehyde (4%) and frozen in OCT compound (Sakura Finetek Japan Co, Tokyo, Japan). 5µm sections were taken using a cryostat (Leica, Wetzlar, Germany) and fixed onto slide glasses. After the retrieval by Target Retrieval Solution (Agilent Technologies, Santa Clara, CA) and permeabilisation (0.1% Trironx-100), the sections were stained with Hematoxylin and Eosin (HE staining).
A.2 Minimum flare time and minimum relaxation time to trigger systemic $T_H^2$ sensitization

The solution of Eq. (3.1c),
\[
\frac{dD(t)}{dt} = \kappa_D R(t) - \delta_D D(t),
\]
is described by
\[
D(t) = e^{-\delta_D (t-t_0)} D(t_0) + \int_{t_0}^{t} e^{-\delta_D (t-\tau)} \kappa_D R(\tau) d\tau,
\]
where the integral is defined over each time segment, on which $R(t)$ is continuously defined, either by $R(t) = R_{\text{on}}$ for the duration of a flare time, $t_{\text{on}}$, or by $R(t) = R_{\text{off}} = 0$ for the duration of a relaxation time, $t_{\text{off}}$. Note that the steady-state value, $D_{\text{ss}}$, of $D(t)$ while $R(t) = R_{\text{on}}$ is obtained by $D_{\text{ss}} = \frac{\kappa_D R_{\text{on}}}{\delta_D}$. The period of the $R$-spike is denoted by $T = t_{\text{on}} + t_{\text{off}}$.

To determine the dynamics of $D(t)$, we derive $D(t_k)$ and $D(T_k)$ ($k = 1, 2, \ldots$), where $t_k$ and $T_k$ denote the time when the $k$-th spike of $R(t) = R_{\text{on}}$ starts and the time when the $k$-th spike ends, respectively. We define $t_1 = 0$ and $D(t_1) = 0$. $D(t)$ decreases during $T_k \leq t \leq t_{k+1}$ when $R(t) = R_{\text{off}} = 0$ and reaches $D(t_{k+1}) = e^{-\delta_D t_{\text{off}}} D(T_k)$, whereas it increases during $t_k \leq t \leq T_k$ with $R(t) = R_{\text{on}}$ and achieves
\[
D(T_k) = e^{-\delta_D t_{\text{on}}} D(t_k) + \kappa_D R_{\text{on}} \int_{t_k}^{T_k} e^{-\delta_D (T_k-\tau)} d\tau
= e^{-\delta_D t_{\text{on}}} D(t_k) + \kappa_D R_{\text{on}} e^{-\delta_D T_k} \int_{t_k}^{T_k} e^{\delta_D \tau} d\tau
= e^{-\delta_D t_{\text{on}}} D(t_k) + D_{\text{ss}} (1 - e^{-\delta_D t_{\text{on}}}). \tag{A.2}
\]
Since $D(t_1) = 0$ for $t_1 = 0$, we have $D(T_1) = D_{\text{ss}} (1 - e^{-\delta_D t_{\text{on}}})$ and
\[
D(T_k) = e^{-\delta_D t_{\text{on}}} e^{-\delta_D t_{\text{off}}} D(T_{k-1}) + D_{\text{ss}} (1 - e^{-\delta_D t_{\text{on}}})
= e^{-\delta_D T_k} D(T_{k-1}) + D_{\text{ss}} (1 - e^{-\delta_D t_{\text{on}}}), \quad k = 2, 3, \ldots \tag{A.3}
\]
A.2. Minimum flare time and minimum relaxation time

Therefore, \( D(T_k) \) is described as

\[
D(T_k) = D_{ss} \left( 1 - e^{-\delta_D t_{on}} \right) \sum_{i=0}^{k-1} e^{-i\delta_D T}, \quad (A.4)
\]

which converges to

\[
D(T_\infty) = \lim_{k \to \infty} D(T_k) = D_{ss} (1 - e^{-\delta_D t_{on}}) \frac{1}{1 - e^{-\delta_D T}}. \quad (A.5)
\]

The minimum flare time, \( t_{on}^* \), for a single-pulse of \( R(t) = R_{on} \) to trigger systemic \( T_H^2 \) sensitization is analytically obtained from the corresponding solution

\[
D(t) = \int_0^t e^{-\delta_D (t-\tau)} \kappa_D R(\tau) d\tau = D_{ss} (1 - e^{-\delta_D t})
\]

of Eq. (A.1). Solving \( D(t_{on}^*) = D^+ \) leads to

\[
t_{on}^* = -\frac{\ln \left( 1 - \frac{D^+}{D_{ss}} \right)}{\delta_D}. \quad (A.6)
\]

The minimum relaxation time, \( t_{off}^* \), for a periodic \( R \)-spike with a fixed \( t_{on} \) to trigger systemic \( T_H^2 \) sensitization is analytically obtained by solving \( D(T_\infty) = D^+ \) as

\[
t_{off}^* = - \left[ t_{on} + \frac{1}{\delta_D} \ln \left\{ 1 - \frac{D_{ss}}{D^+} (1 - e^{-\delta_D t_{on}}) \right\} \right]. \quad (A.7)
\]

Note that the solution in Eq. (A.7) exists if \( 1 - \frac{D_{ss}}{D^+} (1 - e^{-\delta_D t_{on}}) > 0 \) and \( t_{on} + \frac{1}{\delta_D} \ln \left\{ 1 - \frac{D_{ss}}{D^+} (1 - e^{-\delta_D t_{on}}) \right\} < 0 \). These conditions are equivalent to

\[
t_{on} < -\frac{1}{\delta_D} \ln \left( 1 - \frac{D^+}{D_{ss}} \right) = t_{on}^* \quad \text{and} \quad D^+ < D_{ss}.
\]
A.3  OVA patch challenges and measurement of IgE levels in Stat3 knockout mice

We applied an OVA soaked patch (1mg/ml in 100µl) on shaven back skin of the 8-9 weeks old mice (3 WT and 4 epidermis-specific Stat3 knockout mice), 4 times at a week interval between individual applications. We measured the level of OVA-specific IgE titer in the serum by sandwich ELISA, a week after the last OVA challenge. Briefly, the serum was applied on the plastic plate coated with captured antibody for IgE. After washing, the plate was probed with the biotinilated specific OVA antibody for the cytokines and HRP-conjugated streptavidin (Zymed, San Francisco, CA) and developed with 2,2’-azino-bis (3-ethylbenzthiazoline-6-sulfonic acid) (Kirkegard & Perry Laboratories, Gaithersburg, MD). The 405 nm absorbance was measured by spectrophotometer (Bio-Rad Laboratories, Hercules, CA).

\[\text{wt} \quad \text{Stat3-ko}\]

<table>
<thead>
<tr>
<th></th>
<th>Vehicle</th>
<th>LPS</th>
<th></th>
<th>Vehicle</th>
<th>LPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asymptomatic</td>
<td>Asymptomatic</td>
<td>Asymptomatic</td>
<td>AD flare</td>
<td>Asymptomatic</td>
<td>Asymptomatic</td>
</tr>
</tbody>
</table>

**Figure A.1:** Induction of AD symptoms by environmental triggers (LPS) in Stat3 knockout mouse model of AD.
A.3. OVA patch challenges and measurement of IgE levels in Stat3 knockout mice

Figure A.2: Constitutive environmental challenges with OVA result in an increase in IgE levels in Stat3 knockout mice ($n = 3$) but not in WT ($n = 1$) mice.
Appendix B

Supplementary Methods for Chapter 3

We conducted sensitivity analysis to confirm that the optimal strategies calculated for the nominal parameter set (Tables 3.1 and 4.1) are robust to changes in the model parameters and the weighting coefficients for the objective function. The robustness was evaluated by whether,

- the duration of the optimal induction phase ($T_i$) corresponds to the clinically accepted range of less than 4 weeks,
- the optimal treatment duration in each maintenance cycle ($T^{C_i}$) corresponds to 2-3 days (weekend therapy), and
- the potency of corticosteroid required during the maintenance phase is lower than that required during the remission phase ($\bar{C} > \bar{C}^d$).

Sensitivity analysis for the weights of the objective function and the model parameters was performed by varying each weight and parameter by ±50%. An illustration of the method is depicted in Fig. B.1.
B.1 Sensitivity to risk factors \((\kappa_P, \alpha_I)\)

We calculated the optimal treatment strategies with a uniform grid within the ranges \(0.83 \leq \kappa_P \leq 1\) and \(0.03 \leq \alpha_I \leq 0.06\) (Fig. B.2), corresponding to moderate to severe AD patients with chronically damaged phenotype, for \(N = 1600\) combinations of \((\kappa_P, \alpha_I)\). Among the 1600 combinations, 683 combinations successfully achieved the induction of remission (Fig. B.2 (a)), with the optimally calculated potency and duration given in Fig. B.2(b) and Fig. B.2(c), respectively. Their calculated optimal treatment strategies for both the induction and maintenance phases are robust to the changes in the values of \((\kappa_P, \alpha_I)\) (Fig. B.3).

B.2 Sensitivity to weights of objective functions \((k^1_r, k^2_r, k^3_r, k^4_r, k^1_m, k^2_m, k^3_m, k^4_m)\)

To investigate the sensitivity of the optimal treatment strategies to the weights of the objective function terms, we varied (uniformly random) eight weights simultaneously...
B.2. Sensitivity to weights of objective functions ($k_p^1$, $k_p^2$, $k_p^3$, $k_p^4$, $k_m^1$, $k_m^3$, $k_m^4$)

Figure B.2: The calculated optimal treatment strategies for the induction phase for 1600 different combinations of $(\kappa_p, \alpha_I)$. (a) Binary heatmap indicating success (blue) or failure (red) to induce remission, by the calculated optimal treatment strategies; (b) The potency of corticosteroids; (c) The duration of the induction phase. The black circles represent the nominal parameter pair $(\kappa_p, \alpha_I) = (0.85, 0.05)$.

Figure B.3: Sensitivity of the calculated optimal treatment strategies with respect to the changes in $(\kappa_p, \alpha_I)$, weights for the objective function terms ($k_p^i$ and $k_m^i$), and model parameters. The blue dashed line is the result of the optimization for the nominal conditions (Fig. 4.3(a)). The black dashes line is the maximum acceptable induction of remission duration. The values shown are mean ± std.

by ±50% from their nominal values ($N = 400$); four for the induction phase ($k_p^1$, $k_p^2$, $k_p^3$, $k_p^4$) and four for the maintenance phase ($k_m^1$, $k_m^2$, $k_m^3$, $k_m^4$). We assumed $k_p^2 = k_m^2$ since the efficacy of the corticosteroid treatment is the same in both remission and maintenance phases. Our analysis (Fig. B.3) confirmed that the calculated optimal treatment strategies were robust to the changes of the weighting parameters.
B.3 Sensitivity to model parameters ($\gamma_B$, $\delta_P$, $\kappa_B$, $\gamma_R$, $\gamma_G$, $\delta_B$, $\beta_1$, $\beta_2$, $\beta_3$)

To investigate the sensitivity of the optimal treatment strategies to the model parameters, we varied (uniformly random) the parameters simultaneously by $\pm 50\%$ from their nominal values ($N = 529$). Our analysis (Fig. B.3) confirmed that the calculated optimal treatment strategies were robust to the changes in the model parameters.
Appendix C

Differential evolution

C.1 Introduction

Differential Evolution (DE), introduced by Storn and Price [240], is a subclass of Evolutionary Algorithms (EA) reputed to tackle global optimisation problems [241]. Its use has been popularised due to its good convergence properties [240], its simplicity [245] and a plethora of successful examples in diverse domains [345].

C.2 DE description

DE is a population-based stochastic numerical optimisation algorithm, that uses $NP$, $D$-dimensional parameter vectors as a population for each generation $G$. We next consider the stages of DE. The schematic in Fig. C.1 shows the operational flowchart for DE.

(A) Initialisation: In the initialisation stage, $NP$ real-valued target vectors $(x_{i,0} \in \mathbb{R}^D)$ populate uniformly ($\Omega \sim U[0, 1]$) the user-defined parameter space, $x_j^{\text{min}} \leq x_{ji,0} \leq x_j^{\text{max}}$. Each vector, represents a candidate solution for the optimisation problem.

(B) Mutation: Mutation is the process of perturbing the population randomly to find better solutions. The three indices $r_1$, $r_2$ and $r_3$ are random events taken from a discrete uniform distribution ($\Upsilon \sim U\{1, NP\}$) that identify three vectors $x_{r_1}$, $x_{r_2}$ and $x_{r_3}$ from
the population. A mutant vector \((v_{i,G})\) is generated using a specific mutation strategy. There are several frequently used mutation strategies \([346]\), however we will be using DE/rand-to-best/1 \([245]\) or DE/rand/1 \([347]\), where the mutant vector is calculated as:

\[
\begin{align*}
v_{i,G+1} &= x_{i,G} + F_1(x_{r_2,G} - x_{r_3,G}) + F_2(x_{\text{best},G} - x_{i,G}), \quad (C.1) \\
v_{i,G+1} &= x_{r_1,G} + F(x_{r_2,G} - x_{r_3,G}), \quad (C.2)
\end{align*}
\]

respectively, where \(F_1, F_2, \text{ and } F\) are the differential weights \((F_1 = F_2)\).

Perturbation of the vectors can give solutions with parameters that lie outside the user-defined bounds. To prevent this we constrain the perturbation and define the bounds as hard constraints. Any solution outside the bounds will then take the maximum/minimum bound if it was above/below the maximum/minimum.

(C) **Recombination/Crossover:** A crossover operation is employed to increase the diversity of the perturbed vectors. A trial vector \((u_{i,G})\) is generated based on binomial crossover as follows:

\[
\begin{align*}
    u_{j,G+1} &= \begin{cases} 
        v_{j,G+1}, & \text{if } \Phi_{j,i} \leq \text{CR or } j = \Psi \\
        x_{j,G}, & \text{if } \Phi_{j,i} > \text{CR and } j \neq \Psi,
    \end{cases} 
\quad (C.3)
\end{align*}
\]

where \(CR \in [0,1]\) is the crossover rate and is user-defined. The distributions \(\Phi_{j,i}\) and \(\Psi\) define uniform continuous and discrete distributions, respectively. Exponential crossover is an another widely used crossover method in DE \([348]\).

(D) **Selection:** In the selection process the target vector is compared with the trial vector according to a user-defined objective function and the one which admits the lowest cost survives to the next generation.
Target vector $x_{i,G} = (x_{1,i,G}, x_{2,i,G}, x_{3,i,G}, \ldots, x_{D,i,G})$, $i = 1, 2, \ldots, NP$

$x_{j,0} = x_{j}^{\min} + \Omega \times (x_{j}^{\max} - x_{j}^{\min}), \; x_{j}^{\min} \leq x_{j,G} \leq x_{j}^{\max}, \; \Omega \sim U[0,1]$

Randomly select $x_{r_1,G}, x_{r_2,G}, x_{r_3,G}, \; r_1 \neq r_2 \neq r_3 \neq i, \; r_k = Y, \; Y \sim U\{1, NP\}$

Mutant vector $v_{j,G+1} = x_{r_1,G} + F_1(x_{r_2,G} - x_{r_3,G}) + F_2(x_{best,G} - x_{r_1,G})$

Trial vector $u_{j,G+1} = \begin{cases} v_{j,G+1}, & \text{if } \Phi_{j,i} \leq \text{CR or } j = \Psi \\ x_{j,G}, & \text{if } \Phi_{j,i} > \text{CR and } j \neq \Psi \end{cases}$

$\Phi_{j,i} \sim U[0,1], \; \Psi \sim U\{1, D\}$

Next generation target vector $x_{i,G+1} = \begin{cases} u_{i,G+1}, & \text{if } f(u_{i,G+1}) \leq f(x_{i,G}) \\ x_{i,G}, & \text{otherwise} \end{cases}$

**Figure C.1:** Differential Evolution flowchart with mutation strategy DE/rand-to-best and binomial crossover rate.
Appendix D

Delay-Differential Equations

D.1 Introduction

In this section we begin by defining the general representation of the systems of interest; namely Delay Differential Equations (DDE). We then proceed by documenting some standard techniques used in the analysis of DDE, in particular calculation of steady-states and linearisation to obtain local stability information. Finally, some additional information on DDE is discussed with the purpose of presenting a brief literature review.

D.2 System definition

DDE constitute an important class of dynamical systems that arise naturally in many biological and physical systems. DDE are differential equations in which the time evolution of the state-variables can depend not only on the current state of the state-variables, but also on past values at some discrete time. Given this definition it is easy to see how DDE may arise in biological systems: time required for a cell to mature [349]; the delay occurring during the travel of action potentials along the axon [349,350]; and the process of gene expression in protein-gene networks [351,352].

There are different kinds of DDE and here we will focus on DDE with constant discrete
and positive time-delays that admit the following initial value problem (IVP),

\[ \dot{x}(t) = f(x(t), x(t - \tau_1), x(t - \tau_2), \ldots, x(t - \tau_m); \eta), \quad t \geq 0 \]  \hspace{1cm} (D.1)

\[ x(t) = \phi(t), \quad t \in [-\tau_m, 0] \]  \hspace{1cm} (D.2)

where \( x(t) \in \mathbb{R}^n \) is the vector of state-variables, \( f : \mathbb{R}^{n(m+1)} \times \mathbb{R}^p \rightarrow \mathbb{R}^n \) is a non-linear function, and \( \phi(t) \) is an initial history function that corresponds to the shape of \( x(t) \) on the interval \( t \in [-\tau_m, 0] \). The vector \( \eta \in \mathbb{R}^p \) is the vector of parameters and we also define \( \max_{1 \leq i \leq m} \{ \tau_i \} = \tau_m \).

Although DDE are similar to ODEs their solution is much more involved. Due to the dependence of the derivatives on past values of the state-variables, an IVP requires more information. To solve a delay differential system one needs to specify information on the value of \( x(t) \) on the interval \( t \in [t_0 - \tau_m, t_0] \) where \( t_0 \) is the initial time and \( \tau_m \) is the maximal discrete delay in the system. Thus the solution of DDE requires the specification of an initial function or initial history, \( \phi(t) \), and each initial function determines a unique solution under certain regulatory conditions [314,353]. These initial functions are usually defined on the space of continuous functions that map the line segment \( [t_0 - \tau_m, t_0] \) to \( \mathbb{R}^n \), \( \phi \in C([t_0 - \tau_m, t_0], \mathbb{R}^n) \), which defines a function space with an infinite basis set\(^1\) and thus is infinite dimensional [350]. As a consequence the solution space of a delay differential system is infinite dimensional [354]. In other words we need to define a set with an infinite number of initial conditions, that are continuous on \( [t_0 - \tau_m, t_0] \), which leads to the infinite dimensional character [350]. This is a crucial concept that will be revisited later when we study the stability of DDE.

\[ x_i := x^{\ast} \quad \forall \{x \in \mathbb{N} : 1 \leq x \leq m\}, \]  \hspace{1cm} (D.3)

\(^1\)We cannot represent a function using a finite superposition of other functions.
such that Eq. (D.1) satisfies,
\[ \dot{x}(t) = f(x^*, x^*, \ldots, x^*; \eta) = 0, \] (D.4)

Linear stability analysis is more involved in DDE in that we must also consider the delayed dependent state-variables. Below we first present some notational conventions and then show the procedure of linearisation.

The derivative of a vector function is a row vector given by:
\[ \frac{\partial g}{\partial x} := \left[ \frac{\partial g}{\partial x_1}; \frac{\partial g}{\partial x_2}; \cdots; \frac{\partial g}{\partial x_n} \right] \] (D.5)

By considering Eq. (D.1) in vector form we have:
\[ \dot{x}(t) = \begin{bmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \\ \vdots \\ \dot{x}_n(t) \end{bmatrix} = \begin{bmatrix} f_1(x(t), x(t - \tau_1), x(t - \tau_2), \ldots, x(t - \tau_m); \eta) \\ f_2(x(t), x(t - \tau_1), x(t - \tau_2), \ldots, x(t - \tau_m); \eta) \\ \vdots \\ f_n(x(t), x(t - \tau_1), x(t - \tau_2), \ldots, x(t - \tau_m); \eta) \end{bmatrix} \] (D.6)

To check the nature of the stability of an equilibrium point we apply infinitesimal time dependent perturbations, \( \delta x(t) \) or \( \delta x(t - \tau_i) \), around the equilibrium, \( x^* \), that last at least as long as the largest delay, i.e. persisting for an interval \( t \in [t_0 - \tau_m, t_0] \) and have the following form,
\[ x(t) = x^* + \delta x(t) \] (D.7)
\[ x(t - \tau_i) = x^* + \delta x(t - \tau_i), \] (D.8)

Hence, by differentiating Eq. (D.7) wrt to time and substituting in Eq. (D.1) we have:
\[ \dot{x} = \delta \dot{x} = f(x^* + \delta x(t), x^* + \delta x(t - \tau_1), x^* + \delta x(t - \tau_2), \ldots, x^* + \delta x(t - \tau_m); \eta) \] (D.9)

If the perturbations are small we can linearise the differential equations around the equilibrium point using the Taylor expansion. For the \( k^{th} \) element, the scalar Taylor
expansion up to first order terms is given by:

\[
f_k(x^* + \delta x(t), x^* + \delta x(t - \tau_1), x^* + \delta x(t - \tau_2), \ldots, x^* + \delta x(t - \tau_m); \eta) \approx \frac{\partial f_k}{\partial x(t)}(x^*, x^*, \ldots, x^*; \eta) \delta x(t) + \frac{\partial f_k}{\partial x(t - \tau_1)}(x^*, x^*, \ldots, x^*; \eta) \delta x(t - \tau_1) + \ldots + \frac{\partial f_k}{\partial x(t - \tau_m)}(x^*, x^*, \ldots, x^*; \eta) \delta x(t - \tau_m).
\]

(D.10)

Note that the first term on the right hand side is by definition equal to zero. By writing the expressions for all elements in matrix form and collecting the appropriate terms we have:

\[
\begin{bmatrix}
\delta \dot{x}_1(t) \\
\vdots \\
\delta \dot{x}_n(t)
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial f_1}{\partial x_1(t)} & \cdots & \frac{\partial f_1}{\partial x_n(t)} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1(t)} & \cdots & \frac{\partial f_n}{\partial x_n(t)}
\end{bmatrix} \begin{bmatrix}
\delta x_1(t) \\
\vdots \\
\delta x_n(t)
\end{bmatrix} + \sum_{i=1}^{m} \begin{bmatrix}
\frac{\partial f_1}{\partial x_{1i}(t - \tau_i)} & \cdots & \frac{\partial f_1}{\partial x_{ni}(t - \tau_i)} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_{1i}(t - \tau_i)} & \cdots & \frac{\partial f_n}{\partial x_{ni}(t - \tau_i)}
\end{bmatrix} \begin{bmatrix}
\delta x_{1i}(t - \tau_i) \\
\vdots \\
\delta x_{ni}(t - \tau_i)
\end{bmatrix}
\]

\[
\delta \dot{x}(t) = J_0 \delta x(t) + \sum_{i=1}^{m} J_{\tau_i} \delta x_{\tau_i},
\]

(D.11)

where \(\delta x_{\tau_i} := \delta x(t - \tau_i)\), \(J_0\) is the Jacobian with respect to \(\delta x(t)\) evaluated at the equilibrium point, \(x^*\), and the matrices \(J_{\tau_i}\) correspond to Jacobian matrices with respect to \(\delta x(t - \tau_i)\), respectively, evaluated at the equilibrium point.

It is known (and can also be shown) that the general solutions to a set of linear ODEs are exponential functions which have either real or complex exponent values that correspond to the eigenvalues of the Jacobian matrix. Similarly, lets assume that the solutions to the linear DDE (Eq. (D.11)) are exponential functions of time. By substituting the ansatz \(\delta x(t) = x(0)e^{\lambda t}\), where \(x(0) \in \mathbb{R}^n\) in Eq. (D.11) we obtain,

\[
\lambda x(0)e^{\lambda t} = J_0 x(0)e^{\lambda t} + \sum_{i=1}^{m} J_{\tau_i} x(0)e^{\lambda (t - \tau_i)}
\]

\[
\Rightarrow x(0)e^{\lambda t}(\lambda I - J_0 - \sum_{i=1}^{m} J_{\tau_i} e^{-\lambda \tau_i}) = 0.
\]

(D.12)

Linear systems theory tells us that Eq. (D.12) has a unique solution if and only if the
D.3. Stability considerations

The determinant is equal to zero i.e.,

\[ \text{det}(\lambda I - J_0 - \sum_{i=1}^{m} J_{\tau_i} e^{-\lambda \tau_i}) = 0. \]  

(D.13)

Eq. (D.13) is known as the characteristic equation of the equilibrium point and the set of \( \lambda \in \mathbb{C}, \lambda = \alpha + \beta i \), are called the characteristic roots. The steady-state solution is locally asymptotically stable provided all characteristic roots have negative real part and is unstable if at least a root has a positive real part [314,316]. Here the difference between ODEs and DDE becomes more apparent. Expanding the left-hand side of Eq. (D.13) we get a polynomial that includes the exponential terms \( e^{-\lambda \tau_i} \), whereas in ODEs we do not. Such polynomials are called quasi-polynomials and are transcendental, i.e., they cannot be solved for the unknown term explicitly and they usually possess an infinite number of solutions [354,355]. This comes back to the discussion in Section D.2 where the infinite-dimensionality of DDE was mentioned. The transcendental nature of the characteristic equation presents the main difficulty in studying DDE [356] and there is no universal strategy to tackle the calculation of the characteristic roots (although some special forms do admit exact solutions [357–359]), as such numerical methods, perturbation methods to find asymptotic solutions, and graphical tools (geometric approaches) are employed [356].

Another important result is a theorem which states that there are at most finitely many eigenvalues with positive real part [314]. This ensures that stability is governed by a finite number of dominant eigenvalues.

The linearised form given by Eq. (D.11) can also be examined using the Laplace transform as has been done in [358]. By applying the transform on Eq. (D.11), solving for the transformed state-variables and setting to zero the denominator of the final equation will give us Eq. (D.13) thus showing the equivalence of these two methods. The Laplace transform of a function \( f(t) \) is defined as,

\[ F(s) = \mathcal{L}[f(t)]|_{s} := \int_{t=0}^{t=+\infty} e^{-st} f(t) dt. \]  

(D.14)
Using Eq. (D.14) on Eq. (D.11) we have,

\[ sX(s) - x(0) = J_0 X(s) + \sum_{j=1}^{m} J_{\tau} e^{-s\tau_i} X(s) \]

\[ \Rightarrow X(s) = \frac{x(0)}{(sI - J_0 - \sum_{j=1}^{m} J_{\tau} e^{-s\tau_i})}. \] (D.15)

The denominator of Eq. (D.15) is equal to the vector zero if and only if the determinant is zero. Noting that \( s = \sigma + \omega i \) we obtain Eq. (D.13).

Another standard technique to find solutions of the transcendental equation given by Eq. (D.13) is the use of the Lambert W function [355, 358] which is defined as every function \( W(z) \) such that,

\[ W(z)e^{W(z)} = z, \] (D.16)

where \( z \in \mathbb{C} \) and \( W: \mathbb{C} \to \mathbb{C} \) and has infinite branches \( W_k(z), k = -\infty, \ldots, -1, 0, 1, \ldots, +\infty. \) Specifically, the Lambert W function has been used to find solutions to the DDE \( \dot{x}(t) = ax(t - 1) \) which are given by [357],

\[ x(t) = \sum_{k=-\infty}^{+\infty} c_k e^{(W_k(a)t)}. \] (D.17)

In general the Lambert W function can be used to find solutions to the class of scalar DDE \( \dot{x}(t) = ax(t - 1) + bx(t) \) [357]. In [358] there is an extensive reference list dedicated to the historical development and use of DDE as well as important results on stability, analytical results, and uniqueness and existence of solutions.

Finally, to assess global stability behaviour of the equilibrium points of the system, one can use an extension of the Lyapunov stability theory, where the Lyapunov function depends on the delayed variable [360]. The main theorem is known as the Lyapunov-Krasovskii stability theorem which proves asymptotic stability for the system [350,360]. This material is beyond the scope of this Thesis but is mentioned here for completion.
Appendix E

Linear stability analysis of the self-recovery model

E.1 Positivity of solutions

Since the state-variables in Eq. (6.1a) and Eq. (6.1b) represent concentration of molecular species, we need to show that their solutions are positive. To show that the solutions, \((x(t), y(t))\), are positive for all positive time, \(t > a \in \mathbb{R}^+\), we first impose the assumption that the initial history function, \(\phi(t)\), is positive on the interval \(t \in [a - \tau_d, a]\), i.e both \(x(t), y(t) > 0\) for \(t \in [a - \tau_d, a]\). From Eq. (6.1a) it is trivial that on \(t \in [a, a + \tau_d]\),

\[
\dot{x}(t) = k_x \frac{y(t)}{1 + f_x x(t)} - \delta_x x(t)
\]

\[
\Rightarrow \dot{x}(t) > -\delta_x x(t).
\]

Given this, it can be shown that \(x(t)\) on the arbitrary interval \(t \in [a, a + \tau_d]\) remains positive. To see this suppose \(x(t) < 0\) on \(t \in [a, a + \tau_d]\). Since \(\delta_x > 0\), then the inequality is not true for every \(\delta_x\) and therefore we have a contradiction. Another way of thinking about it is that \(\dot{x}(t)\) is “more positive” than the function \(\dot{x}(t) = -\delta_x x(t)\), which has general solution a negative exponential function, and is therefore always positive for positive initial conditions\(^1\). Since the solution of \(\dot{x}(t)\) is bounded by the solution of \(\dot{x}(t)\),

\(^1\)Note that in this case we discuss about initial conditions since the equation is a linear, single-variable, first-order ODE.
E.2. Linear stability analysis

$x(t)$ will remain positive. This is in fact an example of a comparison principle with a differential inequality and a formal proof is given by Theorem 3.6 in [314].

Moreover, we can show that the solution on that interval is finite. Re-arranging Eq. (6.1a) and multiplying by $e^{\delta x t}$ we have,

\[ e^{\delta x t} x(t) + e^{\delta x t} \delta_x x(t) = e^{\delta x t} k_x \frac{y(t)}{1 + f_x x(t)} \]

\[ \Rightarrow \int_{v=a}^{v=a+\tau_d} \frac{d}{dv} (e^{\delta x v} x(v)) dv = \int_{v=a}^{v=a+\tau_d} e^{\delta x v} k_x \frac{y(v)}{1 + f_x x(v)} dv \]

\[ \Rightarrow e^{\delta x (a+\tau_d)} x(a + \tau_d) - e^{\delta x a} x(a) = \int_{v=a}^{v=a+\tau_d} e^{\delta x v} k_x \frac{y(v)}{1 + f_x x(v)} dv \]

\[ \Rightarrow x(a + \tau_d) = e^{-\delta x \tau_d} x(a) + \int_{v=a}^{v=a+\tau_d} e^{\delta x (s-a-\tau_d)} k_x \frac{y(v)}{1 + f_x x(v)} dv. \]

In the last expression, the first term on the right-hand side is a negative exponential, which is bounded above for positive delay values. The second term, involving the integral is also bounded, since it is multiplied by an exponential function having a negative exponent on the interval $[a, a+\tau_d]$. Therefore $x(t)$ is finite on the said interval.

Similar arguments can be made for Eq. (6.1b), considering that,

\[ \dot{y}(t) > -k_x \frac{y(t)}{1 + f_x x(t)} - \delta_x y(t), \]

and that $x(t)$ is bounded and positive on $t \in [a, a + \tau_d]$. Hence, both state-variables are positive on the specified interval. Finally, the argument can be iterated for any interval $t \in [a, a + \tau_d]$ since it was arbitrarily chosen thus proving positivity of solutions $(x(t), y(t))$ for any $t > a \in \mathbb{R}^+$. 

E.2 Linear stability analysis

Although, linear stability analysis for 2-dimensional ODE systems might be trivial, in the case of DDE systems it is necessary to establish stability with respect to the delay as a parameter. Here, local linear stability analysis is conducted on both the non-delayed ($\tau_d = 0$) and delayed ($\tau_d \neq 0$) system of equations. Analytical conditions proving that
the equilibrium points of both systems are locally asymptotically stable are derived.

### E.2.1 Non-delayed system

Studying the stability with $\tau_d = 0$ reduces the system of differential equations to a set of non-linear ODEs.

With $\tau_d = 0$, Eq. (6.1a) and (6.1b) become:

\[
\begin{align*}
\dot{x}(t) &= k_x \frac{y(t)}{1 + f_x x(t)} - \delta_x x(t) \\
\dot{y}(t) &= k_y (1 + f_y y(t)) - k_x \frac{y(t)}{1 + f_x x(t)} - \delta_y y(t).
\end{align*}
\]

The Jacobian matrix of this system is given by:

\[
J \bigg|_{(x^*, y^*)} = \begin{bmatrix}
\frac{d\dot{x}}{dx} & \frac{d\dot{x}}{dy} \\
\frac{d\dot{y}}{dx} & \frac{d\dot{y}}{dy}
\end{bmatrix} = \begin{bmatrix}
-k_x f_x \frac{y^*}{(1 + f_x x^*)^2} - \delta_x & k_x \\
k_y f_y + k_x f_x \frac{y^*}{(1 + f_x x^*)^2} & -k_x \frac{y^*}{1 + f_x x^*} - \delta_y
\end{bmatrix},
\]

with characteristic equation

\[
\det(\lambda I - J \bigg|_{(x^*, y^*)}) = 0.
\]

This leads to the polynomial expression

\[
\lambda^2 + (a + d)\lambda + (ad - bc) = 0,
\]

where

\[
\begin{align*}
a &= k_x f_x \frac{y^*}{(1 + f_x x^*)^2} + \delta_x, \\
b &= \frac{k_x}{1 + f_x x^*}, \\
c &= k_y f_y + k_x f_x \frac{y^*}{(1 + f_x x^*)^2}, \\
d &= \frac{k_x}{1 + f_x x^*} + \delta_y.
\end{align*}
\]
The parameters and the steady-states are positive real numbers, therefore, by inspection \(a + d > 0\). With some basic algebra it can be shown that \(ad - bc > 0\) for any set of parameters. Using Descartes’ Rule of Signs [361] it is then obvious that there are no positive real roots to Eq. (E.4) since there are no sign changes. Looking at \(f(-\lambda) = (-\lambda)^2(a + d)(-\lambda) + (ad - bc) = \lambda^2 - (a + d)\lambda + (ad - bc)\) we can determine that there are either two negative real roots (two sign changes) or a pair of complex conjugate roots.

By applying the Routh-Hurwitz criterion [313, 362] we can find necessary and sufficient conditions under which the roots of Eq. (E.4) are located in the left-half of the complex plane, i.e to have negative real part. These conditions are \(a + d > 0\) and \(ad - bc > 0\), which hold for any selection of parameters, thus showing that the equilibrium point is locally asymptotically stable. Moreover, inspection of the discriminant of Eq. (E.4) we can establish whether the equilibrium point is a locally asymptotically stable node or a locally asymptotically stable spiral. Since \(b > 0\) and \(c > 0\), then \((a + d)^2 - 4(ad - bc) > 0\), thus the eigenvalues are purely real which establishes the fact that the equilibrium point \((x^*, y^*)\) is a locally asymptotically stable node.

### \[E.2.2\] Delayed system

To proceed with the results of linear stability analysis in the case of non-zero delay, the system of equations (Eq. (E.1) and Eq. (E.2)) are non-dimensionalised, which makes the analysis simpler because of fewer parameters. The following change of variables are made: \(y = y_c \psi, x = x_c \chi, t = t_c \tau\) and \(\tau_d = t_c \xi\) where \(y_c, x_c\) are the characteristic units of measure of the state-variables, and \(t_c\) the characteristic unit for time. The variables \(\chi, \psi, \tau, \) and \(\xi\) represent the dimensionless state-variables \((x, y)\), time, and delay, respectively. Setting \(x_c = \frac{1}{t_c}, t_c = \frac{1}{k_x}\) and \(\frac{k_y k_x}{y_c} = 1\), Eq. (6.1) and Eq. (6.2) can be put in the dimensionless form,

\[
\frac{d\chi(\tau)}{d\tau} = \frac{\psi(\tau)}{1 + \chi(\tau)} - \delta_\chi \chi(\tau), \tag{E.5}
\]

\[
\frac{d\psi(\tau)}{d\tau} = \kappa_\psi (1 + r_f \chi(\tau - \xi)) - \frac{\psi(\tau)}{1 + \chi(\tau)} - \delta_\psi \psi(\tau), \tag{E.6}
\]

with lumped parameters \(\kappa_\psi = \frac{k_y k_x}{y_c}, r_f = \frac{t_c}{k_x}, \delta_\chi = \frac{\delta_x}{k_x}\) and \(\delta_\psi = \frac{\delta_y}{k_x}\). Parameter \(\kappa_\psi\) is the effective production of \(\psi, r_f\) is the ratio feedback strength, and the parameters \(\delta_\chi\) and \(\delta_\psi\) are the normalised degradations of each species. Re-working the steady-state
solution with these substitutions we have,

$$\chi^* = (\chi^*, \psi^*) = \left( \frac{(\kappa_\psi r_f - \delta_x - \delta_\psi \delta_x) + \sqrt{(\kappa_\psi r_f - \delta_x - \delta_\psi \delta_x)^2 + 4\delta_x \delta_\psi \kappa_\psi}}{2\delta_\psi \delta_x}, \delta_\chi \chi^*(1+\chi^*) \right).$$

(E.7)

Linearising the system of equations given by Eq. (E.5) and Eq. (E.6) we have the following linear system of DDEs,

$$\begin{bmatrix} \delta \chi(\tau) \\ \delta \psi(\tau) \end{bmatrix} = \begin{bmatrix} J_0 & \frac{1}{1+\chi^*} \\ \frac{\psi^*}{(1+\chi^*)^2} & -\delta_\psi \end{bmatrix} \begin{bmatrix} \delta \chi(\tau) \\ \delta \psi(\tau) \end{bmatrix} + \begin{bmatrix} J_\xi \\ \kappa_\psi r_f \end{bmatrix}. $$

(E.8)

The system of Eq. (E.8) admits the following characteristic equation,

$$\det(\lambda I - J_0 - J_\xi e^{-\lambda \xi}) = 0$$

(E.9)

$$\Rightarrow \det \begin{bmatrix} \lambda + \frac{\psi^*}{(1+\chi^*)^2} + \delta_\chi & -\frac{1}{1+\chi^*} \\ -\frac{\psi^*}{(1+\chi^*)^2} - \kappa_\psi r_f e^{-\lambda \xi} & \lambda + \frac{1}{1+\chi^*} + \delta_\psi \end{bmatrix} = 0.$$ 

(E.10)

Expanding the characteristic equation we get the following polynomial expression,

$$\lambda^2 + (a + d)\lambda + ad - bc - b\kappa_\psi r_f e^{-\lambda \xi} = 0,$$

(E.11)

where

$$a = \frac{\psi^*}{(1+\chi^*)^2} + \delta_\chi,$$

$$b = \frac{1}{1+\chi^*},$$

$$c = \frac{\psi^*}{(1+\chi^*)^2},$$

$$d = \frac{1}{1+\chi^*} + \delta_\psi.$$
In the simplest of cases what one can do is substitute \( \lambda = \alpha + \beta i \) in the characteristic equation, equate the real and imaginary parts and try to find an argument contradicting the fact that \( \alpha > 0 \) by finding bounds on \( \beta \). In the case of coupled, two-dimensional systems most of the times there is no straight forward argument to show this.

The analysis that follows is considered a general approach to determine linear stability of the equilibrium points of a system of DDEs and examples can be found in [350,363]. Let \( \lambda = \alpha + \beta i \) be the eigenvalue associated with the equilibrium point \((\chi^*, \psi^*)\). The critical stability curve is the curve/surface defined by the dimensionless time-delay parameter, \( \xi \), which is a function of the equilibrium point and the system’s parameters, and has the form,

\[
\xi = f(\chi^*, \hat{\eta}),
\]

(E.12)
on which \( \alpha = 0 \) and where \( \hat{\eta} = [\kappa_\psi, r_f, \delta_\chi, \delta_\psi]^T \) is the vector of parameters for the dimensionless system. Since on this curve \( \alpha = 0 \), the eigenvalues are purely imaginary, while away from this curve, \( \alpha \) is either positive or negative, which is determined by the gradient with respect to the delay, i.e \( \frac{d\alpha}{d\xi} \). With this information we can identify stable and unstable regions, called stability islands, in the parameter space \((\xi, \hat{\eta})\). The stability of the equilibrium changes as \( \alpha \) crosses the imaginary axis, at \( \lambda = \beta i \), with \( \alpha > 0 \) rendering the equilibrium point unstable and \( \alpha < 0 \) admitting a locally asymptotically stable equilibrium.

Substituting \( \lambda = \alpha + \beta i \) in Eq. (E.11) and equating the real and imaginary parts we have,

\[
\alpha^2 - \beta^2 + \alpha A + B = b\kappa_\psi r_f e^{-\alpha \xi} \cos(\beta \xi) \tag{E.13}
\]

\[
2\alpha \beta + \beta A = -b\kappa_\psi r_f e^{-\alpha \xi} \sin(\beta \xi), \tag{E.14}
\]

where \( A = a + d \) and \( B = ad - bc \). By inspection it can be seen that both \( A > 0 \) and \( B > 0 \) for any set of parameters.

Setting \( \alpha = 0 \), squaring and adding together Eq. (E.13) and Eq. (E.14), we get a 4\textsuperscript{th} degree polynomial with respect to \( \beta \), given by,

\[
\beta^4 + (A^2 - 2B)\beta^2 + B^2 - b^2\kappa_\psi^2 r_f^2 = 0. \tag{E.15}
\]

Before proceeding with the analysis we should confirm whether \( \beta \) is real or imaginary. Suppose \( \beta = \omega i \) then \( \lambda = \beta i = (\omega i)i = -\omega \) which implies that the real part of \( \lambda \) is neg-
ative and hence the equilibrium point is locally asymptotically stable. More explicitly, by setting $\alpha = 0$ in Eq. (E.13) and Eq. (E.14) we have,

$$-\beta^2 + B = b\kappa_\psi r_f \cos(\beta \xi) \quad (E.16)$$

$$\beta A = -b\kappa_\psi r_f \sin(\beta \xi) \quad (E.17)$$

and if $\beta$ is imaginary then there is no $\beta$ that simultaneously solves Eq. (E.16) and Eq. (E.17).

Let $\mu = \beta^2$ which turns Eq. (E.15) into,

$$\mu^2 + (A^2 - 2B)\mu + B^2 - b^2\kappa_\psi^2 r_f^2 = 0 \quad (E.18)$$

The roots of Eq. (E.18) are given by the quadratic formula:

$$\mu_{1,2} = \frac{-(A^2 - 2B) \pm \sqrt{(A^2 - 2B)^2 - 4(B^2 - b^2\kappa_\psi^2 r_f^2)}}{2} \quad (E.19)$$

With some algebra the coefficients of Eq. (E.18) can be shown to be positive. For the case of $A^2 - 2B$, one needs to expand the square and after a few manipulations it is clear that $A^2 - 2B > 0$. For the second coefficient, we can express $B^2 - b^2\kappa_\psi^2 r_f^2$ as a difference of squares i.e. $(B - b\kappa_\psi r_f)(B + b\kappa_\psi r_f)$, thus requiring to show $B > b\kappa_\psi r_f$. The positivity of this term in fact holds. Using Descartes’ Rule of Sings it is clear that Eq. (E.18) has no positive roots and it either has exactly two negative roots or one complex conjugate pair. To ensure that the roots are real we must show that $(A^2 - 2B)^2 - 4(B^2 - b^2\kappa_\psi^2 r_f^2) > 0$. Expanding the square again, the problem reduces to showing that $A^2 - 4B > 0$, which holds true, thus the roots are not complex and are both negative. Since the roots $\mu_{1,2}$ are negative then $\beta$ is imaginary and this result indicates that the real part of the eigenvalues on the critical stability curves is negative thus ensuring, by the discussion in the previous paragraph, that the equilibrium point is locally asymptotically stable for all $\xi > 0$. It should be highlighted that the conditions for stability of the equilibrium, $A^2 - 2B > 0$ and $B^2 - b\kappa_\psi r_f > 0$, coincide with general conditions given in Proposition 2.3 in [354].

Based on the aforementioned analysis there was no need to derive the critical stability curves and then check the sign of $\frac{d\alpha}{d\xi}$ since $\beta$ was shown to be imaginary. With the result proved for the non-delayed and delayed systems, we deduced that the system given by Eq. (6.1a) and Eq. (6.1b) admits a locally asymptotically stable equilibrium point for
any value of delay, $\xi \geq 0$. 
Appendix F

Computational investigation of the stability of the self-recovery and skin barrier homeostasis models

F.1 Introduction

We complement our analysis of Appendix E by exploring model stability using a MATLAB compatible DDE continuation software (DDE-BIFTOOL). This performs branch continuation of steady-states and corresponding stability analyses [316]. It is worth mentioning that the software DDE-BIFTOOL uses Linear Multi-Step (LMS) methods to approximate the roots of Eq. (D.11) at the steady-state solution, while corrections to the roots are obtained using the typical Newton-Raphson method[316]. Periodic solutions can also be computed using orthogonal collocation methods. For more details see the manual [315] or the reference list in [316].
F.2 Stability considerations

F.2.1 Self-recovery model

To perform stability analysis with DDE-BIFTOOL we use the arbitrary parameters presented in Table 6.1 to plot the eigenvalues of the steady-state in the complex plane (Fig. F.1). For the specific set of parameters all the eigenvalues, $\lambda = \alpha + \beta i$, are plotted with a minimal real part of $\alpha = -5$.

![Eigenvalues](image)

**Figure F.1:** Eigenvalues with minimal real part $\alpha = -5$ in the complex plane for the system of Eq. (6.1a) and (6.1b). Simulation parameters are shown in Table 6.1.

There is an infinite number of eigenvalues because the characteristic equation is transcendental. As stated in Section D.1, the stability of DDE systems is governed by a finite number of eigenvalues, therefore setting a lower bound on $\alpha$ does not affect the overall stability discussion, as long as, there is no upper bound on the real part and the dominant eigenvalues are plotted. Notice that none of the eigenvalues are on the right-half of the complex plane signifying that the equilibrium is locally asymptotically stable (Fig. F.1).

To assess the stability of the equilibrium point, a parameter of the model is varied and the real part of the eigenvalues is plotted against that parameter; we define such figures as stability diagrams. Fig. F.2 depicts such a diagram with respect to the parameter $\delta_x$. 
with Fig. F.2a and Fig. F.2b plotted for the range $\delta_x \in [0.1, 100]$ and $\delta_x \in [0.001, 1]$, respectively. Each blue line in the figures corresponds to the trajectory of the real part of the eigenvalue as the parameter is varied and the cyan line corresponds to the dominant eigenvalue i.e the eigenvalue that is closest to the imaginary axis. The results of Fig. F.2 indicate that in the range $\delta_x \in [0.001, 100]$ the real part of the eigenvalues does not cross the imaginary axis, hence showing that no change in stability occurs and that the equilibrium is locally asymptotically stable, as predicted by theoretical results.

![Stability along branch](image1.png)  
(a) $\delta_x \in [0.1, 100]$  

![Stability along branch](image2.png)  
(b) $\delta_x \in [0.001, 1]$

Figure F.2: Stability diagram: Trajectory of the real part of the eigenvalues as the parameter $\delta_x$ is varied (blue lines). Cyan line is the trajectory of the dominant eigenvalue. Dashed line is the imaginary axis.

This analysis was also carried out for the other parameters of the model ($k_x$ and $f_y$) and the results (Fig. F.3 and Fig. F.4) show that for the specific range of parameter variation $[0.001, 100]$, the equilibrium point remains locally asymptotically stable. Simulations for the rest of the parameters ($f_x$, $k_y$ and $\delta_y$) were also carried out but are not shown in this document due to the redundancy in the results. Similarly, for those parameters the equilibrium point was shown to be locally asymptotically stable. This is in agreement with the analytical results of Section E.2.2.
F.2. Stability considerations

Of particular interest in delay differential systems is to examine the nature of the stability with respect to changes in the delay parameter. Fig. F.5 represent stability diagrams with respect to the delay. From the figures it can be seen that the real parts of the eigenvalues remain positive for the given range of delay, between $\tau_d \in [0.001, 2]$ (Fig. F.5).
F.2. Stability considerations

F.5a) and \( \tau_d \in [0.1, 100] \) (Fig. F.5b), and therefore the computational results confirm that the equilibrium point is locally asymptotically stable. We performed the same computational experiments for longer delay values \( (100 < \tau_d < 1000) \), which revealed that the eigenvalues do not cross the imaginary axis.

Figure F.5: Stability diagram: Trajectory of the real part of the eigenvalues as the parameter \( \tau_d \) is varied (blue lines). Cyan line is the trajectory of the dominant eigenvalue. Dashed line is the imaginary axis.

The computational results presented in this section are not rigorous, due to the simulations being prone to round-up errors of the numerical algorithms, nor extensive, since not all parameter combinations are checked. Nevertheless, these kind of analyses could drive better selection of nominal parameters.

F.2.2 Skin barrier homeostasis model

To explore the stability of the equilibria admitted by the skin barrier homeostasis model we plot the trajectory of the eigenvalues as we vary one parameter. We vary the parameter \( f_x \) across five orders of magnitude \([0.001, 1000]\). In the range \( f_x \in [1, 1000] \) the system admits only one equilibrium point, while in the range \( f_x \in [0.001, 1] \) the system admits three equilibrium points.

Fig. F.6 is the stability diagram in terms of \( f_x \) in the range \([1, 1000]\). In this range of \( f_x \) their is only one equilibrium point, given the fixed parameters in Table 6.1, and since the
real part of the dominant eigenvalue does not cross the imaginary axis, the equilibrium point is locally stable. On the other hand, Figs. F.7a-F.7d are the stability diagrams in terms of $f_x$ in the range $[0.001, 1]$ where the system admits three equilibrium points. It is clearly seen here that the equilibrium points 1 and 2 are unstable, while equilibrium point 3 is locally stable for the range of $f_x$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{stability_diagram.png}
\caption{Stability diagram: Trajectory of the real part of the eigenvalues as the parameter $f_x$ is varied in $[1, 1000]$ (blue lines). Cyan line is the trajectory of the dominant eigenvalue. Dashed line is the imaginary axis.}
\end{figure}
F.2. Stability considerations

(a) Equilibrium point 1, \( f_x \in [0.001, 1] \)

(b) Equilibrium point 1, zoom-in where the dominant eigenvalue crosses the imaginary axis.

(c) Equilibrium point 2, \( f_x \in [0.001, 1] \)

(d) Equilibrium point 3, \( f_x \in [0.001, 1] \)

Figure F.7: Stability diagram: Trajectory of the real part of the eigenvalues for all equilibria as the parameter \( f_x \) is varied in [0.001, 1] (blue lines). Cyan line is the trajectory of the dominant eigenvalue. Dashes lines are the imaginary axes.