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Abstract

Numerous studies have identified tuberculosis patients in whom more than one distinct strain of *Mycobacterium tuberculosis* (*M. tuberculosis*) is present. The diversity of *M. tuberculosis* can have dramatic effects on disease dynamics. This thesis focuses on the study of diversity of *M. tuberculosis* and competition between its strains by analysing mathematical models and applying statistical techniques to clinical, genetic and epidemiological data.

Mathematical models of *M. tuberculosis*, both in-vitro and within host are developed and analysed. Single strain models are analysed and then extended to incorporate the interaction of two or more *M. tuberculosis* strains. We find that during active disease, competition between strains is not as severe as during latency. Analysis of the within host models using approaches from data science identify key model parameters that affect the outcome of infection. These models are further explored using virtual experiments to answer questions such as how does re-infection affect disease progression?

Evolutionary tools, especially phylogenetic trees, are increasingly being used to study short-term variation in *M. tuberculosis*. Some regions of a genome sequence may be disruptive in a phylogenetic framework. We propose a phylogeny-based method to detect phylogenetically disruptive sites along a multiple sequence alignment and illustrate the effect excluding these sites has on onward inference of the phylogeny.

In many Western countries tuberculosis (TB) incidence is low and largely shaped by immigrant populations originating from high-burden countries. We combine whole genome sequence data, times of arrival in Norway and case presentation times to estimate the time of transmission for individual patients. We focus on genomic clusters of patients originally from the horn of Africa. We find that there is strong evidence of ongoing TB transmission in Norway within these populations. These results show how genomic and epidemiological data can be combined to provide useful information for public health.
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REFERENCES
Tuberculosis (TB) is a global health problem and the battle to eradicate this deadly disease has been ongoing for more than half a century. This is despite the availability of effective chemotherapy and allocation of massive resources to develop better intervention strategies ([186],[203]). Mycobacterium tuberculosis (M.tuberculosis), the causative agent of this disease has persisted in the human population for tens of thousands of years and continues to evolve in order to successfully infect and transmit between humans. Tuberculosis most commonly affects the lungs (pulmonary TB), but it can also cause disease in other organs [64]. The symptoms of pulmonary TB include coughing, often with sputum or blood, chest pain, fatigue, unintentional weight loss, fever and night sweats and chills.

The World Health Organization (WHO) has defined a new strategy for tuberculosis prevention, care and control: the End TB Strategy, with the goal of reducing incidence of the disease by 90% by 2035 [74, 63]. Although progress has been made in global TB control, it is not fast enough to reach this target [58]. There is thus increased urgency in the need for improved TB control especially in developing countries where control is becoming difficult due to increasing drug resistance and in some populations HIV co-infection [150]. In the 2017 global tuberculosis report, it was estimated that there were a total of 10.4 million new cases and 1.3 million deaths in 2016 [1] with
much of the burden concentrated in high-burden settings in Asia and Africa [147].

*M. tuberculosis* is carried in airborne particles called, droplet nuclei, which are generated when an infectious person coughs or sneezes. Flynn and Chan [64] state that once an individual has been exposed to M. tuberculosis, there are four possible outcomes:

- The immune response can be very effective and clear the bacilli such that the individual has no chance of developing tuberculosis.
- The host may be unable to control the growth of bacilli immediately after infection leading to clinical disease known as primary tuberculosis.
- The immune response may be able to contain, but not clear the bacilli such that the host has latent tuberculosis.
- Changes in the immune response following the establishment of latent infection may result in clinical disease, known as reactivation tuberculosis.

The outcome of infection depends on very complex host-pathogen interactions. During latency, genes hypothesized to be involved in host-pathogen interactions are expected to be under more selection pressure and therefore are more likely to undergo genetic changes [193]. As such one can expect several nucleotide changes to accrue within a single host, with different individual lineages being transmitted onward to secondary cases. Also the long- and variable latent period makes it challenging to control tuberculosis because it is hard to identify when people were originally infected, and individuals with latent TB form a large reservoir of potential cases.

The genetic diversity of a pathogen can have dramatic effects on the dynamics of human diseases. Firstly, poorly understood diversity of a pathogen can lead to diagnostics that cannot detect the entire set of pathogens causing a particular disease [183]. Another issue is the emergence of antibiotic resistance and the difficulties associated with the development of vaccines against antigenically diverse pathogens [81]. Pathogen diversity poses as a huge barrier to disease control and surveillance and in principle can either increase or decrease pathogen transmission and disease risk [144]. This genotypic
variation can be exploited as a rich source for inference on how pathogens are spreading, evolving and adapting to the introduction of vaccination and antibiotics [50].

*M. tuberculosis* is a member of a group of closely related bacteria known as *Mycobacterium tuberculosis* complex (MBTC) which comprises seven distinct strongly geographically associated lineages ([150],[10],[195]). In the 1900’s, there was a general belief that genetic diversity within MTBC was too limited to account for the differences in outcomes following exposure [37]. However recent availability of next generation sequencing techniques have led to the refuting of this belief. Subsequent studies [125, 178] have provided evidence of heterogeneity in virulence and transmissibility.

In recent years, numerous studies have identified tuberculosis patients in whom there are more than one distinct strain of *M. tuberculosis*. This may be as a result of re-infection with a new strain especially in settings where the incidence of TB is high [29]. Such mixed infections can have a dramatic effect on the relative frequency of these strains at the population level as shown by [163]. The fact that an individual can simultaneously harbour more than one strain of *M. tuberculosis* can have adverse effects on disease dynamics. For instance, it could lead to poor treatment outcomes i.e. development of multidrug resistant tuberculosis especially in cases where one strain is sensitive and the other is not [141].

The presence of more than one type of organism in an environment generally leads to competition for resources in a bid to survive. When multiple pathogen strains are maintained in a population, they interact at various levels for the exploitation of susceptible hosts or nutrients all in the struggle for survival. Competition can also occur within a host, when the host is infected simultaneously by different pathogen sub-populations. The emergence and spread of novel pathogen strains depend on whether they are able to out-compete pre-existing strains. When a new, more competitive pathogen strain or population emerges, it can rapidly displace the pre-existing strain or population and thus affect disease dynamics. Also when strains are in strict competition with one another on a population level, i.e. a host can be infected with only one strain at a time, then the strain with the highest reproduction number persists. When competition is not fierce, then strains are allowed to co-exist for longer periods of time.
Understanding the diversity of *M. tuberculosis* will help elucidate how it will evolve in response to interventions. Also short-term genetic diversity accruing on the time scale of an outbreak can inform us of who infected whom, hopefully allowing better outbreak control. No single approach or class of models is likely to explain completely a phenomenon as complex as pathogen diversity and competition. In this study, two major approaches have been utilized: analysis of mathematical models of *M. tuberculosis* populations and genomic analysis of *M. tuberculosis* genome sequences.

Mathematical modelling can be used to investigate the behaviour of biological systems, test hypothesis where carrying out a study may not be feasible, and make predictions that would inform health policies. Modelling may provide us with a better understanding of the underlying principles that govern biological systems, offering explanations and insights. Mathematical models have previously been used to study diversity and competition in *M. tuberculosis*. These models are mostly the susceptible-infected (SI) type models that study the effects of diversity and competition on a population level. Cohen et al [29] developed a model which incorporates a latent phase in which co-infection is possible, to study the effect of strain diversity and competition on vaccine effectiveness. Colijn et al [34] proposed a similar model to study the effect of latent infection on strain diversity. Sergeev et al [163] proposed a model similar to [34] to study the population-level impact of mixed infections, where one strain is resistant and the other is not.

Two chapters in this work focus on mathematical models of mycobacterium tuberculosis. In chapter 2, we present a mathematical model of diverse sub-populations of mycobacterium tuberculosis growing in a chemostat under the action of isoniazid, an antibiotic used during tuberculosis chemotherapy. This was published in [8]. Chapter 3 presents within host models with the incorporation of competition between two strains to study the immune response to tuberculosis infection.

Analysing pathogen sequences offer a way to measure diversity and using such information can help to understand resistance and improve TB control. *Nature* defines genomic analysis as the identification, measurement or comparison of genomic features such as DNA sequence, structural variation and gene expression. As sequencing technology has become more accessible and affordable, genetic analysis has played an increasingly important role in infec-
tious disease research [116]. Pathogen genome sequences can help to confirm suspected cases of an infectious disease and also discriminate between different strains [190]. Multiple pathogen sequences can be analysed together using phylogenetic methods to elucidate genetic diversity and evolutionary history.

Phylogenetic trees can be seen as graphical representation of the evolutionary history of a set of taxa. The phylogenetic tree can thus reveal aspects of the epidemiology of a disease outbreak. These trees are not directly observed but are inferred from data and have been used repeatedly in tuberculosis research. Sheen et al [165] applied phylogenetic trees to delineate the strain diversity of mycobacterium tuberculosis in Peru and its association with drug resistance, Muller et al [139] used phylogenetic analysis to decipher the genetic diversity of ancient tuberculosis strains, Benavente et al [13] developed a web based tool, PhyTB, which contextualises mycobacterium tuberculosis genomic variation within epidemiological and phylogenetic settings. Given the rising computational challenges in tree reconstruction, our research does not focus on inference methods. Rather in chapter 4, we discuss and present a method to detect sites along the genome of M. tuberculosis that are phylogenetically disruptive. Parts of this work was published in [75].

Pathogen sequences have also been used to make inference about who infected whom, alongside traditional contact tracing methods [96, 48, 98]. Since sequence and surveillance data contain information regarding the transmission process, analysing both datasets at the same time would give more accurate estimates of epidemiological parameters than when they are analysed separately [153]. In Chapter 5, a Bayesian method of inferring who infected whom, TransPhylo, proposed by [48] is applied to a tuberculosis dataset from Norway to infer infection times of migrants. Combining the results of this analysis with epidemiological data elucidates the time of infection. Parts of this work was published in [100].
Chemostat models of *Mycobacterium tuberculosis* under the action of isoniazid

**INTRODUCTION**

Drug resistance to tuberculosis (TB) has become more widespread in the last decade. As such understanding the emergence and fitness of antibiotic-resistant strains is crucial for the development of new interventions. The management of human TB relies heavily on vaccination, case finding, and antibiotic treatment. Current treatments for tuberculosis are complex and lengthy leading to incomplete treatment, non-compliance, and the development of multi-drug resistance. Isoniazid (INH) and rifampicin (RIF) form the core of standard treatment regimens, and resistance to them is a keystone of multi-drug resistant (MDR) tuberculosis. Given the impact of tuberculosis on global health and the seemingly rapid decline of effectiveness of anti-tuberculosis agents, understanding the growth response of *Mycobacterium tuberculosis* cells to anti-tuberculosis drugs is critical.

It has been demonstrated [93] that the reduction in the number of viable *M. tuberculosis* cells in the sputum in response to antibiotic treatment is biphasic. The first phase, which is mediated by INH, is characterised by a rapid reduction in the bacterial population, while the second phase involves...
a slower reduction in the bacterial population. It was generally believed that
this rapid reduction is as a result of a depletion of bacilli in the exponential
phase of growth. However Ahmad et al [3] suggest that the reduction in the
bactericidal activity of INH is as a result of the selection of phenotypically
tolerant ‘persisters’, while Gumbo et al [80] suggest that it is as a result of
the development of antibiotic resistance. Antibiotic resistance in \textit{M. tuberculosis}
may be as a result of development of tolerance to hostile environments
other than exposure to antibiotics [92] or as a result of the presence of slow
growing non replicating subpopulations that are protected from antibiotic
action [202].

Bacilli in pulmonary cavities are thought to be growing in an aerobic
environment and therefore behave in a way that can be imitated by in-vitro
systems like the chemostat [72]. The chemostat has been used to study and
capture the response of \textit{M. tuberculosis} cells to specific challenges such as car-
bon limitation ([85] [16]), oxygen limitation [9], and nutrient limitation [17].
Chemostat models of \textit{M. tuberculosis} growing under fast and slow dilution
are thought to be good models for the different phases of tuberculosis: an
acute phase and an asymptomatic/persistent phase respectively [16]. In the
acute phase, bacterial populations are growing at their maximum rate while
during the persistent phase, bacterial populations are either slow growing
or non-replicating.

Jeeves et al [91] in a recent study interrogated populations of \textit{M. tuberculosis}
cells cultured under fast (0.03\text{h}^{-1}) and slow (0.01\text{h}^{-1}) dilution rates in a
chemostat in order to understand how the slow growth of \textit{M. tuberculosis}
contributes to INH tolerance. \textit{M. tuberculosis} cells were grown to steady
state and INH was introduced to the system and maintained at minimum
inhibitory concentration (MIC). Three replicate cultures were performed at
the different dilution rates to steady state. They found that bacterial num-
bers recover at both dilution rates after an initial rapid decline in population
size. However, the cells under slow dilution rate do not only recover but are
able to bounce back and regain their original population size (Figure 2.1).
The mechanisms permitting this complete recovery under the slow dilution
rate but not under the fast dilution rate are not known but raise interesting
questions which may be answered by mathematical modeling.

In this chapter, a series of mathematical models of chemostat systems are
developed to explain the differences in the response to INH of *M. tuberculosis* cells cultured under two growth rates in a chemostat. The first model consists of two state variables: a population of bacteria and the resource concentration in the chemostat. Two different parameters are used to model the action of INH: a bactericidal and bacteriostatic term. This model is then modified to incorporate a resistant bacterial sub-population. We obtain posterior distributions of the modified model parameters consistent with data (all three cultures pooled together) using a Markov chain Monte Carlo (MCMC) method. We also analyse replicate cultures separately. Using the posterior distribution of the model parameters, we explore the dynamics of diverse INH-resistant sub-populations in a multi-population model.

2.1 The Chemostat

The chemostat is a well stirred apparatus used in the study of microbial physiology. The chemostat consists of three compartments: a nutrient reservoir, a vessel containing bacterial culture (growth chamber), and a tank to collect waste. Via an inflow from the nutrient reservoir fresh nutrition is added and from an outflow to the tank, bacteria are harvested. The nutrient reservoir contains all the necessary nutrients required for growth of the bacteria, all in excess except one which is called the limiting nutrient.
2.2 Chemostat model of a single bacterial population

Modeling of the chemostat is based on compartmental analysis, laws of mass action, and mass balance [26]. Bacteria $B$ grow in a chemostat feeding on a limiting nutrient $R$. The growth rate of the bacteria is controlled by a constant dilution rate $D$. This is the rate of inflow and outflow from the chemostat. It represents the fraction of the volume in the chemostat being replaced per unit time. The rate of change of bacterial density in chemostat is given by the difference between growth and washout. Also the rate of change of nutrient concentration in the growth chamber is given by the difference between the input and the sum of consumption and washout.

The growth rate of the bacteria in the medium depends on the limiting resource. Jacques Monod carried out a series of experiments in the 1940s to determine the resource-dependent growth rate of bacteria feeding on a limiting nutrient $R$. He obtained the following relation

$$ \phi(R) = \lambda_{max} \frac{R}{K + R} $$

where $\lambda_{max}$ is the maximum resource independent growth rate and $K$ is the
half saturation constant i.e. the concentration of the resource at which the bacterial population is growing at half of its maximum rate. Models of continuous culture are well-established and typically follow this pattern ([53], [182], [87]). The consumption of the limiting nutrient in the medium is proportional to the resource dependent growth rate and a conversion efficiency parameter $\epsilon$, which is the resource required to produce a single new bacterial cell [6]. Thus the consumption rate is given as $\epsilon \phi(R)$. We represent the concentration of the limiting resource entering the growth chamber as $C$, therefore the system of equations governing bacterial growth in a chemostat is

$$
\begin{align*}
\frac{dB}{dt} &= \phi(R)B - DB. \\
\frac{dR}{dt} &= DC - \epsilon \phi(R)B - DR.
\end{align*}
$$

(2.1)

The models discussed in this chapter are all nonlinear and cannot be solved analytically for $B(t)$ and $R(t)$, however, we can gain insights by investigating the steady state behaviour. Let $f(B, R) = \frac{dB}{dt}$ and $g(B, R) = \frac{dR}{dt}$ and let $B^*$ and $R^*$ be the fixed points of the system. The equilibrium values of system 2.1 are found by solving the equations

$$
\begin{align*}
B^*(\phi(R^*) - D) &= 0 \\
D(C - R^*) - \epsilon \phi(R^*)B^* &= 0
\end{align*}
$$

The trivial steady state $(0, C)$ also called the wash out equilibrium, always exists, however this is of no biological importance. The other fixed point of the system $\left(\frac{C - R^*}{\epsilon}, \frac{KD}{\lambda_{max} - D}\right)$ is called the survival equilibrium. If $C > R^*$, and $\lambda_{max} > D$, then the ‘survival equilibrium’ exists i.e. $B^* > 0$.

In chemostat cultures, bacteria cannot survive unless the dilution rate is less than the maximum resource independent growth rate and for this reason, the steady value of the resource concentration, $R^*$, is known as the population’s
‘break-even’ concentration. This is because it is the resource concentration the population requires to support growth that balances death and dilution.

Linear stability analysis approximates a nonlinear system as linear in the neighbourhood of a fixed point. Linearization about the fixed points allows us to determine the stability of the steady states. If we define new variables $x_1 = B - B^*$ and $x_2 = R - R^*$ and let $f = \frac{dB}{dt}$, $g = \frac{dR}{dt}$, then the linear system that approximates the chemostat model near a fixed point is

$$\dot{x} = Jx$$  \hspace{1cm} (2.2)

where $x = (x_1 \ x_2)$ and $J = \begin{pmatrix} f_B & f_R \\ g_B & g_R \end{pmatrix} \bigg|_{B^*,R^*}$ is the Jacobian matrix evaluated at the fixed point $(B^*, R^*)$.

For system 2.1 the Jacobian matrix is

$$J = \begin{pmatrix} \frac{\lambda_{max} R}{K+R} - D & \frac{K\lambda_{max} B}{(K+R)^2} \\ -\frac{\epsilon\lambda_{max} R}{K+R} & -\left(\frac{e\lambda_{max} B}{(K+R)^2} + D\right) \end{pmatrix} \bigg|_{B^*,R^*}$$

For the fixed point $\left(\frac{C-R^*}{\epsilon}, \frac{KD}{\lambda_{max} - D}\right)$,

$$J = \begin{pmatrix} 0 & (\lambda_{max} - D)\frac{C(\lambda_{max} - D) - KD}{eKD} \\ -\epsilon D & -\left((\lambda_{max} - D)\frac{C(\lambda_{max} - D) - KD}{e\lambda_{max} D} + D\right) \end{pmatrix}$$

To analyse the stability of the fixed points we need to calculate the eigenvalues of the matrix $J$. To do this we use the characteristic equation $|J - wI| = 0$.

$$\begin{vmatrix} j_{11} - w & j_{12} \\ j_{21} & j_{22} - w \end{vmatrix} = 0.$$
\[ w^2 - w(j_{11} + j_{22}) + (j_{11}j_{22} - j_{21}j_{12}) = 0. \]

Therefore,
\[ w_i = \frac{(j_{11} + j_{22}) \pm \sqrt{(j_{11} + j_{22})^2 - 4(j_{11}j_{22} - j_{21}j_{12})}}{2}, \]

where \( i = 1, 2 \).

\( w_1 \) and \( w_2 \) could either be real numbers or complex conjugates. For a fixed point to be stable, the eigenvalues have to be negative if they are real numbers or the real parts of the eigenvalues have to be negative if they are complex conjugates. When \( j_{11} + j_{22} < 0 \), then if \( w_1 \) and \( w_2 \) are complex numbers then they are negative and the fixed points are stable. If \( w_1 \) and \( w_2 \) are real numbers, \( j_{11} + j_{22} < 0 \) is not sufficient to guarantee that \( w_1, w_2 < 0 \). The eigenvalues will only be negative when \( j_{11} + j_{22} < 0 \) and \( |j_{11} + j_{22}| > \sqrt{(j_{11} + j_{22})^2 - 4(j_{11}j_{22} - j_{21}j_{12})} \), which means \( (j_{11}j_{22} - j_{21}j_{12}) > 0 \). Thus the necessary and sufficient conditions for the eigenvalues to be negative is for

1. \( j_{11} + j_{22} = \text{Trace}(J) < 0 \)
2. \( j_{11}j_{22} - j_{21}j_{12} = |J| > 0 \)

For system 2.1, \( |J| = \frac{(D(\lambda_{\text{max}} - D)(C(\lambda_{\text{max}} - D) - KD)}{K\lambda_{\text{max}}} \) and the trace, \( \text{Trace}(J) = -((\lambda_{\text{max}} - D)\frac{C(\lambda_{\text{max}} - D) - KD}{K\lambda_{\text{max}}} + D) \). For conditions 1 and 2 to be satisfied, \( \lambda_{\text{max}} \) must be greater than \( D \) and \( C \) must be greater than \( R^* \), which are the same conditions for the existence of the fixed point. Therefore whenever the fixed point exists, it is locally asymptotically stable.
2.3 Chemostat model of a single bacterial population under action of isoniazid

We now consider a situation where bacterial cells growing in the presence of an antibiotic \( A \), which is added to the chemostat at minimum inhibitory concentration (MIC). We quantify the effect of the antibiotic with the use of two parameters: \( \hat{A} \) and \( P \) to represent reduction in growth by a factor \((1 - \hat{A})\) and bactericidal effect respectively. The concentration of the antibiotic is assumed to be kept constant.

We have the following system of equations.

\[
\frac{dB}{dt} = B(\phi(R) - \phi(R) \hat{A} - P - D)
\]
\[
\frac{dR}{dt} = D(C - R) - \epsilon \phi(R) B
\]

(2.3)

When \( \hat{A} = P = 0 \), this model reduces to system 2.1. Let \( x = 1 - \hat{A} \) and \( y = P + D \). The equilibrium values of system 2.3 are found by solving the equations

\[
B^*(\phi(R^*)x - y) = 0
\]
\[
D(C - R^*) - \epsilon \phi(R^*) B^* = 0.
\]

The washout equilibrium is the same as obtained in system 2.1. The survival equilibrium of the system is \( \left( \frac{D(C-R^*)}{\epsilon \phi(R^*)}, \frac{Ky}{\lambda_{max}x-y} \right) \). As in system 2.1, we see that \( B^* > 0 \), only if \( C > R^* \) and \( \lambda_{max} \) must be bigger than \( \frac{y}{x} \). \( \frac{y}{x} \) represents the depletion of cells in this system. For this fixed point, we have

\[
J = \begin{pmatrix}
0 & \frac{D(\lambda_{max}x-y)(C(\lambda_{max}x-y)-yK)}{\epsilon y Kx \lambda_{max}y} \\
\frac{Ky}{x} & -(D + \frac{D(\lambda_{max}x-y)(C(\lambda_{max}x-y)-yK)}{Kx \lambda_{max}y})
\end{pmatrix}.
\]
\[ |J| = \left( \frac{D(\lambda_{\text{max}}x-y)(C(\lambda_{\text{max}}x-y)-yK)}{D(\lambda_{\text{max}}x-y)(C(\lambda_{\text{max}}x-y)-yK)} \right) \] and \[ \text{Trace}(J) = -(D + \frac{\delta_{\lambda_{\text{max}}}x\lambda_{\text{max}}}{K+\lambda_{\text{max}}y}). \] Like in system 2.1, whenever the fixed point exists, it is stable because if the conditions for existence are satisfied, then conditions 1 and 2 are met.

Figure 2.3 shows the time course for the system 2.3. The model is able to show the qualitative behaviour of the fast growing bacteria i.e. rapid death and recovery to a lower population size. The model however does not capture the behaviour observed in the slow-growing bacteria.

![Figure 2.3: Model simulations for system 2.3, for both dilution rates.](image)

2.4 Two populations under the action of isoniazid

The reason for recovery under both fast and slow dilution rates may be as a result of the presence of a resistant sub-population on which isoniazid has little or no bactericidal effect. In vitro models of *M. tuberculosis* have shown that drug resistance is often associated with a fitness cost [66]. The presence of antibiotics in the chemostat constitutes a strong and persistent selective pressure favouring the evolution of antibiotic-resistant sub-populations. Re-
sistance mutations may be expected to impart a fitness cost because they target important biological functions in the cell. For example, Fitness cost can also be seen as a reduction of the rate of replication under prevailing environmental conditions. For this chapter, we consider fitness costs in terms of the parameters that affect the growth of the bacterial cell i.e. $\lambda_{\text{max}}$, $\epsilon$, and $K$

We now include two bacterial populations: $B_1$, sensitive to INH, and $B_2$, resistant to INH. We assume that the resistant subpopulation arise from the sensitive population by mutation at rate $\mu$ (we do not consider reverse mutation). Both subpopulations grow by consumption of the resources and are washed out at the (constant) dilution rate. Like in systems 2.1 and 2.3, the resources are consumed by the bacteria at a rate proportional to their resource-dependent growth rate and conversion efficiency parameter $\epsilon$.

The sensitive and resistant strains have different maximum growth rates ($\lambda_i$), different yield constants ($\epsilon_i$) and different half saturation constants ($k_i$; the concentration of resource at which the strain reaches half its maximum growth rate), so resistance can confer a fitness cost. The resource-dependent growth rate, $\phi_i(R)$ is thus different for the two strains.

The model equations are:

\[
\begin{align*}
\frac{dB_1}{dt} &= B_1((1 - \hat{A})\phi_1(R) - \mu - P - D), \\
\frac{dB_2}{dt} &= B_2(\phi_2(R) - D) + \mu B_1, \\
\frac{dR}{dt} &= D(C - R) - \epsilon_1\phi_1(R)B_1 - \epsilon_2\phi_2(R)B_2.
\end{align*}
\]

(2.4)

The system is set up in such a way that the sensitive population dies off and is being replaced by a population that is resistant to isoniazid. When the sensitive population dies off, the system is reduced to system 2.1 and thus has the same steady state analysis.
2.5 Parameter estimation

We fit the parameters related to antibiotic activity ($\hat{A}$, $P$), half saturation constant ($k$), conversion efficiency parameter ($\epsilon$), maximum growth rate $\lambda_{max}$ and mutation rate ($\mu$) of system 2.4 to experimental data. *M. tuberculosis* cells are generally characterized as being slow growers with a maximum growth rate not exceeding $1/16$ days$^{-1}$ in optimum conditions [15]. We choose values of $\lambda_m$ within the range $(1/23 - 1/20)$ [65]. For the fitting procedure, the smallest mutation rate of *M. tuberculosis* cells during exposure to INH is chosen to $2.56 \times 10^{-8}$ per cell per generation [43]. We do not include the dilution rate $D$ and nutrient concentration $C$ in the MCMC procedure as these are known and fixed.

2.5.1 Bayesian parameter estimation

Bayesian inference grows out of the simple formula known as Bayes rule. It involves inferring the posterior probability density function over model parameters ($\theta$) given the data ($d$), for some model ($M$). The problem is formulated as

$$P(\theta \mid d) \propto P(d \mid \theta)P(\theta)$$

where $P(\theta \mid d)$ is the posterior probability distribution of the parameters, $P(d \mid \theta)$ is referred to as the likelihood and $P(\theta)$ is the prior probability of the parameters. The prior probability represents our subjective uncertainty or subjective belief about the parameters.

In most cases, it usually difficult to estimate the posterior distribution in a closed form. The Markov Chain Monte (MCMC) algorithm provides an efficient way to explore the parameter space. It generates samples from the posterior distribution by constructing a reversible Markov chain that has as its equilibrium distribution the target posterior distribution [167].

We applied a Bayesian MCMC approach to find posterior sets of parameters of system 2.4 using the MATLAB MCMC package by Haario et al [83]. We use a uniform prior for all parameters within reasonable ranges as found in literature; Table 1 shows the prior parameter choices. We based our
likelihood on the weighted squared error function $\chi^2(\theta)$ in the usual way, with

$$\chi^2(\theta) = \sum_{i=1}^{m} \sum_{j=1}^{n} \left( \frac{B^d_{ij} - B_i(\theta, t_j)}{\sigma_{ij}^d} \right)^2,$$

where $B^d_{ij}$ are the $n$ data points for each observable $m$, $B(\theta, t_i)$ is the solution of the $m$-dimensional dynamical system at time point $i$, and $\sigma_{ij}^d$ are the corresponding measurement errors [179]. This is equivalent to using the likelihood $L(\theta)$ [154], where

$$\chi^2(\theta) = -2 \log(L(\theta)) \quad (2.5)$$

under the assumption of Gaussian noise. The MCMC procedure produces a posterior collection of parameter sets corresponding to model trajectories that fit the data.

2.5.2 Initial concentration of resistant strains

Prior to the addition of INH to the chemostat cultures, the *M. tuberculosis* cells are grown to steady state. During this period of growth, mutation can occur, and it can be expected that small numbers of different sub-populations will arise from these large populations undergoing continuous turnover [33]. Accordingly, it is very unlikely that there would be absolutely no cells of minority sub-populations in a system with $10^8$ CFU/mL. Despite this, we avoid directly introducing resistant sub-populations, and instead initialize the model with sensitive cells only, at their steady-state values prior to addition of INH. We allow the resistant sub-population to arise through mutation and persist (or not, depending on its fitness in the system without INH) to reach its steady state before we add INH. We also use the initial the value of $R$ to be the pre-drug steady-state value. This can be calculated by setting $\hat{A} = P = 0$ in the system 2.4 and calculating the steady state value of $B_2$ as shown below:
\[
B_1(\phi_1(R) - \mu - D) = 0,
\]
\[
B_2(\phi_2(R) - D) + \mu B_1 = 0,
\]
\[
D(C - R) - \epsilon_1\phi_1(R)B_1 - \epsilon_2\phi_2(R)B_2 = 0.
\] 

(2.6)

We solve to obtain
\[
R^* = \frac{k_1(\mu + D)}{\lambda_1 - (\mu + D)}
\]
and
\[
R^* = \frac{k_2(D - \mu B_1/B_2)}{\lambda_2 -(D - \mu B_1/B_2)}
\]
which are the break even concentration of \(B_1\) and \(B_2\) respectively. The parameters are set up in such a way that \(\lambda_1 > \lambda_2\) and \(k_2 > k_1\), as \(B_1\)'s are fitter than the \(B_2\)'s and as such have a lower break-even concentration. We therefore note that in the absence of mutation, \(B_2\) die off and \(B_1\) win eventually. However the fact that the \(B_1\)'s are mutating continuously ensures a steady supply of \(B_2\)'s in the chemostat. Using the break even concentration of the \(B_1\)'s, we obtain an expression for \(B_2^*\) to be :

\[
B_2^* = \frac{\mu}{D - \phi_2(R^*)}\left[\frac{D(C - R^*)}{\epsilon_1\phi_1(R^*) + \epsilon_2\phi_2(R^*)\frac{\mu}{D - \phi_2(R^*)}}\right]
\]

where \(\phi_1(R^*) = \mu + D\) and \(\phi_2(R^*) = \frac{\lambda_2 k_2 (\mu + D)}{k_2(\lambda_1 - (\mu + D)) + k_1(\mu + D)}\).

2.6 Results

2.6.1 Fits to pooled data

Figure 2.4A shows the system 2.4 growth curves alongside observed data (all three cultures pooled together). The sensitive population \(B_1\) dies off rapidly upon addition of INH, leading to a temporary excess of glycerol. Figure 2.4B shows that the resistant sub-population begins to grow immediately. The initial decline in the population size of the total population size causes an apparent lag phase in the rise of the resistant population count because the majority of bacteria are sensitive to INH when the antibiotic is first added. The population size begins to increase again in both the fast and slow dilution rates, however under slow dilution, the bacteria are washed out.
at a slower rate and thus have time to maximize the excess nutrient with an apparent increase in growth rate. This in turn enables the population to re-establish the original population size. In contrast, a lower but fairly constant population size of resistant bacteria is eventually maintained under the fast dilution rate (as observed by Jeeves et al [91]). Beste et al [16] previously determined that under fast dilution, mycobacterial cells grow at a rate that is very close to the maximum physiologically achievable growth rate for \textit{M. tuberculosis} i.e. increasing the dilution rate to higher than 0.03\textit{h}^{-1} resulted in wash-out of the cultures. Also from the steady state analysis of system 2.3, we recall that for the non-trivial fixed point to exist $\lambda_{max} > D$. We believe that when INH was added to the cultures, the cells were already dividing at their maximum rate. If this were the case then an increase in the growth rate (and therefore an increase in biomass) would not be possible, even in the presence of excess glycerol. However, we note that if left to run for a longer time period, the cultures under fast dilution may eventually increase, possibly up to similar levels to those attained by the cultures under slow dilution.

### 2.6.2 Growth rates

Under steady-state conditions, the imposed slow and fast dilution rates (0.01\textit{h}^{-1} and 0.03\textit{h}^{-1} respectively) in the chemostat correspond to slow and fast bacterial growth, and this is a motivation for the use of continuous cultures as models for chronic disease (slow dilution rates) and acute disease (fast dilution rates) of \textit{M. tuberculosis} infection ([14], [131]). The comparison of two distinctly different growth rates in a controlled and defined system enabled us to measure the direct effect of growth rate on the response of \textit{M. tuberculosis} to INH exposure. However, once the system departs from steady-state (in this case when INH was added), growth rates and dilution rates can become uncoupled. At times the growth rate under slow dilution reached the growth rates imposed by fast dilution rates (Figure 2.5).

### 2.6.3 Posterior parameter values

There are wide ranges of posterior parameters that allow the model match the data, and most posterior parameters are similar under fast and slow
Figure 2.4: Grey lines (A) show the fits from 500 parameter sets randomly drawn from the posterior distribution of viable bacterial numbers for slow and fast dilution rates, the red lines (B) are the $B_1$ population (INH sensitive), the blue lines are the $B_2$ population (INH resistant), and the cyan (C) lines are plots of the resource concentration.

dilution (Figure 2.6). A few show marked differences: $\lambda_2$, $k_1$, $P$, $\mu$ and $\epsilon_2$ are higher under fast dilution and there are some correlations. The kill rate $P$ and mutation rate $\mu$ have a difference of about an order of magnitude between the two dilution rates, consistent with Jeeves et al.’s measurement of mutation rates of $10^{-7}$ and $10^{-6}$ per cell per generation in slow dilution and fast dilution respectively. Tables 2.2 and 2.3 show the baseline values of parameter fits for slow and fast dilution rates.

2.6.4 Fitness costs of INH resistance and ‘bounceback’ of cultures

The posterior parameters defining the resistant sub-population allow us to explore the estimated fitness cost of isoniazid resistance. We define the rela-
Figure 2.5: Plots of the resource-dependent growth rate $\phi_i(R)$ for fast and slow dilution rates over time. Note that growth is frequently greater than the dilution rate due to the departure from steady-state conditions.

relative fitness ($f$) in this context as the ratio of growth rates between resistant and sensitive sub-populations: $f = \frac{\phi_2(R)}{\phi_1(r)} = \frac{\lambda_2/(k_2+R)}{\lambda_1/(k_1+R)}$. This depends on the level of resource $R$, this is intuitive as relative fitness is specific to an environment. When $R >> k_i$, $f \approx \frac{\lambda_2}{\lambda_1}$, and when $R << k_i$, $f \approx \frac{\lambda_2/k_2}{\lambda_1/k_1}$. Figure 2.7 shows how the recovery is affected by $\lambda_2$ and $k_2$, under slow and fast dilution rates. Under fast dilution, the recovery depends very sensitively on the fitness costs whereas under slow dilution, recovery is much more robust to small changes in the growth parameters. The lower panels of Figure 2.7 show the posterior relative fitness values $f \approx \frac{\lambda_2/k_2}{\lambda_1/k_1}$ for the two dilution rates. While slow dilution allowed more rapid recovery of the bacterial population, the relative fitness values of the minority sub-population that are performing this recovery are notably lower than the corresponding fast-dilution sub-population. This is because under slow dilution, sub-populations can stay in the system long enough to consume the resource; competition for this now-depleted resource means that the most fit quickly dominates. Under fast dilution, all remaining sub-populations can grow quickly enough to out-pace the rapid dilution, but they cannot consume all of the resource before being washed out (they do eventually, but not until quite a bit later than their slow-dilution counterparts).
Figure 2.6: Histograms of 1000 random samples of posterior parameter distributions for slow and fast dilution rates.

Figure 2.7: Heatmaps (A) showing how culture recovery depends on fitness costs and histograms (B) of relative fitness $f \sim \frac{\lambda_2/k_2}{\lambda_1/k_1}$ of 1000 posterior parameter sets. Recovery strength ranges from dark blue (weakest recovery) to bright yellow (strongest recovery).

2.6.5 Fits to Individual Cultures

Figure 2.9 shows that most of the posterior parameter values are similar across the individual cultures for each dilution rate. As was observed in the fits to combined replicates, the values of $P$ are higher under slow dilution rates. However, some of the patterns observed in the combined fits (i.e. $\epsilon$ and $\mu$ greater under fast than slow dilution) are not observed in the individual
fits. This may be as a result of the fact that the numbers of data points for individual cultures are not sufficient to capture these trends.

![Figure 2.8: Grey lines show the fits from 500 parameter sets randomly drawn from the posterior distribution resulting from running the MCMC separately on the individual replicated cultures](image)

### 2.7 Parameter Identifiability

When a model is fitted to experimental data, the question of how reliable parameter estimates are arises. Strong correlations and functional relationships between parameters and may prevent them from being uniquely identified. There may exist parameters which can vary several orders of magnitude without affecting the quality of fit. Our aim in this work is not to use the model to identify values of the parameters, but to find the origins of the recovery dynamics and diversity patterns observed in slow and fast dilution. For these purposes, a model whose fits to observation are not highly sensitive to individual values of unknown parameters is an advantage, as the model’s structure robustly captures the observed dynamics. In contrast, for parameter estimation, such sensitivity would be desirable. Despite this difference in aims, in this section we explore parameter identifiability.

Figure 2.10 shows correlation plots of the parameters under slow and fast dilution rates; several parameter pairs are significantly correlated. Under both dilution rates, there is a negative correlation between $\hat{A}$ and $P$. This
Figure 2.9: Boxplots of 5000 random samples of posterior parameter distributions for slow and fast dilution rates (for individual cultures).

means that they are not independent, and indeed their effects are related (they model INH reducing bacterial numbers through growth inhibition and bactericidal action). The dependence of the parameters $\lambda$ and $k$ has been noted previously [106, 120]; both affect the growth rate.

Bayesian inference provides distributions of parameter values that are consistent with data. The Bayesian approach to fitting is well-suited to the situation where parameters are not identifiable; many combinations of parameters may suffice for the model to have a specified behaviour. Hines et al [86] provide a framework which uses the MCMC traces of Bayesian fits to check for identifiability. The structure of the posterior distribution reveals whether regions of very high posterior distribution are localized to specific regions in the parameter space. They propose that if the posterior parameter values in best agreement with the data are confined to a small region of the parameter space, then the model parameters are identifiable. Figures 2.11 and 2.12 show this for the parameters that are significantly correlated, under
both dilution rates, the high likelihood are localized to specific regions (in yellow).

2.8 Multipopulation model

We extend the two-strain model to a multi-strain model using the posterior parameter values of the MCMC chain to define a posterior collection of resistant strains, each of which is consistent with the observed growth curves. We model $m$ distinct mutations that could cause an $M. tuberculosis$ bacillus to evade the action of INH. The susceptible strain $B_1$ mutates to $m$ strains at the different rates. Each mutant subpopulation exhibits different maximum growth rates $\lambda_i$, different yield constants $\epsilon_i$, and different half saturation constants, $k_i$, as we assume that some mutations are more expensive than others.
Figure 2.11: Heat maps of the joint posterior distributions of parameters that are significantly correlated (with a correlation coefficient $|r| \geq 0.5$). Lighter, brighter areas correspond to areas of higher posterior density.

The differential equations are:

$$\frac{dB_1}{dt} = B_1((1 - \hat{A})\phi_1(R) - \mu - P - D)$$

$$\frac{dB_i}{dt} = B_i(\phi_i(R) - D) + \mu_i B_1, \quad i = 2, \ldots, m$$

$$(2.7)$$

where

$$\mu = \sum_{i=2}^{n} \mu_i.$$  

Drug resistance in $M. tuberculosis$ occurs through chromosomal mutations as is common with other bacterial populations. Several genes such as $KatG$, $inhA$, $oxyR-aphC$, $kasA$ and $ndh$ have been associated with resistance to INH and mutations found in association with drug-resistant $M. tuberculosis$ cells may result in resistance to different levels of antibiotic [135]. Also the mutation rate for individual genes varies significantly between and within genes [72]. In order to capture this, we use different values of $\mu_i$ here. If the strains with the least fitness costs are assumed to appear faster than other strains, then this gives them an advantage. Therefore in our model simulation, we
assume that mutations that confer higher net growth occur at a lower rate than mutations with lower net growth. Removing this assumption does not change the population dynamics, likely because the ultimate fate of each strain depends more on its fitness cost than on the rate at which it appears in the system.

We explored system 2.7 using the posterior parameter fits of system 2.4 to obtain diverse resistant sub-populations. The diversity patterns differ markedly under fast and slow dilution rates (Figure 2.13), with fast dilution allowing a wider diversity of sub-populations for a much longer period than slow dilution. This correlates with experimental findings where it was observed that greater diversity in the katG gene was observed under a fast dilution than slow [91]. This may be surprising given that fast dilution provides very strong selective pressure for rapid division. However, the model predicts that there is an excess of the growth resource under fast dilution, with the effect that there is reduced competition for resources between sub-populations. The effect of dilution rate on diverse population interactions in chemostat systems has been noted previously [175, 107], without the focus on resistance and diversity.
2.9 Competition in the chemostat

After the sensitive subpopulation of system 2.7 dies off (due to mutation and action of isoniazid), the system reduces model of several subpopulations of mycobacterium tuberculosis resistant to isoniazid shown below.

\[
\frac{dB_i}{dt} = B_i(\phi_i(R) - D), \quad i = 1, \ldots, n \\
\frac{dR}{dt} = D(C - R) - \sum_{i=1}^{n} \epsilon_i \phi_i(R)B_i. \quad (2.8)
\]

The break even concentration for the populations are \( \alpha_i = \frac{K_iD}{\lambda_{max_i} - D} \) \( (i = 1 \ldots n) \). It has been previously shown [87, 113, 166, 88], that in chemostat models of \( n \) competing populations \( (n \geq 2) \), the population with the small-
est break even concentration always wins. The break even concentration depends on the dilution rate and two parameters intrinsic to the population: \( \lambda \) and \( k \), which we draw from posterior parameter values to reflect different fitness costs. The fitter a population is, the lower its break-even concentration, and thus the greater its chances of surviving in the chemostat.

2.10 Diversity in the system 2.8

A range of diversity indices have been used with bacterial communities [52, 129, 27]. Here we analyse diversity using Shannon’s index \( H' \) [164], which is defined as \( H' = -\sum_{i=1}^{n} P_i \ln P_i \), where \( P_i \) is the proportion of the total population occupied by sub-population \( i \). The proportion of the total population occupied by a sub-population varies inversely with its fitness cost. The resistant sub-population with the least fitness cost will have the highest proportion of the total population (Figure 2.13). As we do not consider onward mutation, cultures under fast and slow dilution rates will eventually reach a steady state with one dominant sub-population. However, simulations indicate that it would take very long times to reach this equilibrium under fast dilution as the diversity index is maintained at a constant level for longer (Figure 2.13).

2.11 Conclusion

In this chapter, we modelled \( M. tuberculosis \) growth and diversity in continuous culture under the action of INH. We obtained posterior parameter distributions for which system 2.4 matches experimental data on the recovery of the population during addition of INH, and explored the dynamics of diverse INH-resistant sub-populations consistent with these data in system 2.7. System 2.4 robustly matches observed growth curves and provides a platform for exploring the emergence of resistance to INH in continuous culture. Even though fast dilution provides very strong selective pressure in favour of rapid cell division, fast dilution resulted in excess resource compared to slow dilution, and the diversity of model sub-populations that could be maintained over long periods was greater under fast dilution. This is consistent with the observations of Jeeves et al [91] regarding diversity in \( katG \)
mutations. We interpret this result in the context of fitness and competition in a chemostat.

An organism’s fitness is often framed as a one-dimensional variable capturing an organism’s overall capability for growth. This depends on environmental factors affecting the organism as well as the organism’s ability to thrive in the environment. In our chemostat model, there are three distinct elements of fitness of the sub-populations: the ability to divide before being washed out, the strength of resistance to INH, and the ability to consume and efficiently use the carbon resource before competitors. The relative importance of these aspects of fitness is different under the two dilution rates. Fast dilution confers strong selection in favour of rapid division, and might, on that basis, be expected to permit less diversity than slow dilution. However, fast dilution also results in excess glycerol in the medium, weakening competition for resources. It appears that the effects of reduced competition are a stronger driver of diversity in this system than the effects of strong selection for rapid growth. The fact that the conversion parameter $\epsilon_2$ was inferred to be much larger under fast dilution than under slow dilution supports the notion that selection for rapid carbon usage is lower under fast dilution.

An increased capacity of cultures to give rise to mutants (reflected in the mutation rate) increases the adaptability of these cultures to harsh conditions [124]; this could be reflective of the adaptation of clinical populations to the host environment. As the posterior values of the mutation rate are notably higher under fast dilution than under slow dilution, one might expect that cultures in fast dilution would be able to recover more easily. However, the potential advantages conferred by rapid mutation may be outweighed by the pressure of fast dilution and the fact that the fast dilution rate may reach the physiological limit of $M. tuberculosis$’ growth capacity. All of these factors combine to affect the outcome of mutation-selection balance in this system, resulting in higher long-term diversity under fast dilution than under slow dilution.

This chapter raises questions that can be answered in further chemostat studies: does high resource availability delay the end course of exploitative competition? What determines the mutation rate and how does it affect the evolution and fitness of resistance? Studies combining whole-genome sequencing with monitoring of the resource concentration will provide tests
of the predictions we have made, as well as insights as to the continuous
generation of diversity after the drug-sensitive cells have died out.

It is reasonable to assume that upon emergence, resistant sub-populations
compete with their drug-susceptible progenitors for resources. If continuous
culture systems are a model for in-host infection, our results suggest
that drug selection occurs when host resources are likely to be plentiful –
during slow growth periods of the infection or when bacterial numbers
have declined after early bactericidal action – giving rise to diverse resistant
sub-populations. Our model does not require slow-growing persisters in re-
ponse to antibiotic action or other advantages beyond simple mutation in
order to match observed complete recovery of bacterial populations. Even
in the very simple, constrained and highly selective environment of nutrient-
limited continuous culture systems, *M. tuberculosis* can rapidly generate fit
drug-resistant mutants that can establish long-term survival.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>States</td>
<td></td>
</tr>
<tr>
<td>$B_1$</td>
<td>Susceptible bacterial sub-population (cfu/mL)</td>
</tr>
<tr>
<td>$B_2$</td>
<td>Resistant sub-population (cfu/mL)</td>
</tr>
<tr>
<td>$R$</td>
<td>Resource concentration (mg/mL)</td>
</tr>
<tr>
<td>Variables</td>
<td>Priors $\sim U(a, b)$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Mutation rate (h$^{-1}$) $2.56 \times 10^{-8}$ $2 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>Bacteriostatic action of INH 0.01 0.99</td>
</tr>
<tr>
<td>$P$</td>
<td>Antibiotic bactericidal rate (h$^{-1}$) 0 4</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>Conversion efficiency parameter of $B_1$ (mg/cfu) $5 \times 10^{-10}$ $2 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>Conversion efficiency parameter of $B_2$ (mg/cfu) $5 \times 10^{-9}$ $2 \times 10^{-7}$</td>
</tr>
<tr>
<td>$D$</td>
<td>Dilution rate (h$^{-1}$) - -</td>
</tr>
<tr>
<td>$C$</td>
<td>Resource input concentration (mg/L) - -</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>Maximum growth rate of susceptible sub-population (h$^{-1}$) 0.03 0.05</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>Maximum growth rate of resistant sub-population (h$^{-1}$) 0.02 0.04</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Half saturation constant of susceptible sub-population (mg/L) 0.01 0.03</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Half saturation constant of resistant sub-population (mg/L) 0.02 0.06</td>
</tr>
</tbody>
</table>
### Table 2.2: Baseline values of parameter fits (slow dilution)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>2.5th percentile</th>
<th>97.5th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>$3.01 \times 10^{-6}$</td>
<td>$2.32 \times 10^{-7}$</td>
<td>$6.68 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>0.04</td>
<td>0.027</td>
<td>0.95</td>
</tr>
<tr>
<td>$P$</td>
<td>0.06</td>
<td>0.03</td>
<td>0.10</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>$5.46 \times 10^{-8}$</td>
<td>$2.61 \times 10^{-9}$</td>
<td>$1.07 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$8.46 \times 10^{-8}$</td>
<td>$2.69 \times 10^{-8}$</td>
<td>$1.77 \times 10^{-7}$</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.041</td>
<td>0.031</td>
<td>0.049</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>0.027</td>
<td>0.021</td>
<td>0.037</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.019</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.04</td>
<td>0.02</td>
<td>0.05</td>
</tr>
</tbody>
</table>

### Table 2.3: Baseline values of parameter fits (fast dilution)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>2.5th percentile</th>
<th>97.5th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>$5.33 \times 10^{-6}$</td>
<td>$2.14 \times 10^{-6}$</td>
<td>$6.94 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>0.50</td>
<td>0.03</td>
<td>0.96</td>
</tr>
<tr>
<td>$P$</td>
<td>0.06</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>$7.29 \times 10^{-9}$</td>
<td>$5.06 \times 10^{-9}$</td>
<td>$1.26 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$4.83 \times 10^{-7}$</td>
<td>$1.07 \times 10^{-7}$</td>
<td>$1.08 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>0.03</td>
<td>0.036</td>
<td>0.04</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.03</td>
<td>0.02</td>
<td>0.04</td>
</tr>
</tbody>
</table>
Within host model of mycobacterium tuberculosis

3.1 Introduction

The immune response to the presence of M. tuberculosis cells in a host is quite complex and involves many components of the immune system [64]. In this chapter, mathematical models of human tuberculosis infection in the lungs developed by [56] are studied. Models of this kind are usually complicated with many parameters and a lot of uncertainty with respect to the parameter values. Due to the high non-linearity of these models, traditional analysis is not feasible and as such we typically rely on a numerical scheme to study them.

The aim of this chapter is to explore model dynamics and identify components of the immune system that affect the outcome of infection using tools from data science. Tools such as discriminant analysis of principal components (DAPC) and random forests are used to identify which model parameters contribute to disease outcome. First of all, a single strain model is studied and this is extended to a two strain model to study the effects of competition on the outcome of disease. Using these models, virtual experiments that mimic re-infection of a host with latent tuberculosis are performed.
and the results are analysed.

3.2 IMMUNE RESPONSE TO TUBERCULOSIS

When a host is infected by any disease, the first line of action of the immune system is carried out by the innate (non-specific) immune response. The majority of patients who develop TB have symptoms that are restricted to the lung (pulmonary TB) [126]. The initial site of Mtb infection is the alveoli of the lung, where it comes into contact with lung macrophages, dendritic cells and monocytes recruited from the bloodstream [18]. Macrophages are found in every tissue of the body and respond to bacterial infection by engulfing them (phagocytosis) [155]. Macrophages could be activated (by adaptive immune system) or unactivated, with activated macrophages having the ability to kill bacterial cells more effectively. Schluger et al [160] speculate that if the macrophages kill the bacteria quickly enough, the disease can be cleared. *M. tuberculosis* cells however can reproduce in infected macrophages, causing it to burst open and release more bacterial cells. As such to clear the infection, the adaptive immune system develops. The adaptive immune system consists mainly of the lymphocytes which are classified into two broad groups: the *B* lymphocytes (*B* cells responsible for antibody responses) and *T* lymphocytes (*T* cells responsible for cell-mediated immunity). For tuberculosis, a cell-mediated immune response is required to fight infection [64] and as such the *T* cells form the adaptive immune response for tuberculosis.

3.3 TUBERCULOSIS PROGRESSION

Tuberculosis disease progression is relatively slow compared to other bacterial and viral infections. It is believed that 90% of all infections remain latent, while 5% progress rapidly to active disease with the remaining 5% being able to clear the disease [35]. Gammack et al [69] show that the progression of tuberculosis can be split into three types of outcomes:

- controlled via innate immunity (clearance)
- controlled via cell-mediated immunity (latency): latency refers to the situation where an individual has been exposed to *M. tuberculosis* and
subsequently develops an asymptomatic infection. It can be considered as state where bacterial growth is slow or absent.

- granuloma growth with cell-mediated immunity (active disease): Granulomas are multicellular lesions that form in the lungs of infected individuals in response to persistent antigenic stimulation. They usually contain bacteria, macrophages and other immune cells. It is speculated that disease progression may be indicative of the formation and function of granulomas [162, 69].

Although changes in the immune response following the establishment of latent infection may result in clinical disease, known as reactivation tuberculosis (Figure 3.1), we do not consider this here.

![Figure 3.1: Outcomes of exposure to Mycobacterium tuberculosis.](image)

3.4 Discriminant analysis principal component analysis

Given an $n \times p$ data matrix $X$, where $n$ is the number of observations (which belong to $g$ different groups) and $p$ is the number of features or parameters, discriminant analysis aims to find a combination of parameters that best separates the groups. If we assume that each column is centered to mean zero,
classical linear discriminant analysis seeks linear combinations of parameters of the form:

\[ \sum_{j=1}^{p} X^j w_j = Xw, \]

that maximize the objective

\[ w = \arg\max_w \frac{w^T s_b w}{w^T s_w w} \]

where \( w = [w_1, \ldots, w_p]^T \), the vector of \( p \) loadings known as the discriminant coefficients [95], \( s_w \) and \( s_b \) are the within-class and between-class scatter matrices respectively [89]. These linear combinations of variables are called principal components or discriminant functions. Discriminant analysis thus utilizes the class information to find informative projections that best separate the data.

Principal component analysis (PCA) on the other hand does not consider the classes of the observations and as such may not be suitable for classification [194]. PCA is used to reduce dimensionality and visualize structure in the data [173]. PCA is also used as a feature extraction method that selects features with the largest variance. These features are obtained by the eigenanalysis of the covariance matrix of \( X \). The resulting eigenvectors are the principal components.

Discriminant analysis of principal components introduced by [95], is a combination of both methods described above. Rather than analyzing \( X \) directly, a data transformation using principal component analysis (PCA) is carried out, and the best features (parameters) are extracted, then linear discriminant analysis is carried out on these principal components. Imani et al [89] report that when both methods are combined, the accuracy is improved than when each method is used separately.

In this chapter, DAPC is used to systematically identify combinations of parameters that distinguish between disease outcomes. DAPC is implemented in the adegenet package [95], in R.
A decision tree is a graph that illustrates every possible outcome of a decision. The parameters in our data matrix can be viewed as predictors of the disease outcome. A decision tree stratifies the predictor space into simple regions to classify an observation. To predict the class of a given observation, it typically uses the mean (regression trees) or the mode (classification trees) of the training observations in the region to which the observation belongs [90]. Classification trees are grown using recursive binary splitting based on the Gini index defined as

\[ Gini = \sum_{k=1}^{K} \hat{p}_{mk}(1 - \hat{p}_{mk}), \]

where there are \( K \) classes and \( \hat{p}_{mk} \) is the proportion of observations in the \( m^{th} \) region that belong to the \( k^{th} \) class. If \( p_{mk} \) is close to 1 or 0, then the Gini index takes on a small value. As such, the Gini index gives a measure of node purity with a small value indicating that a node contains predominantly observations from a single class. Decision trees are quite simple to understand and visualize but are ridden with the problem of high variance. That is if our data matrix is split into two different parts and a decision tree is built for each part, the results may be completely different.

Random forests provide improvement over single decision trees. It reduces the variance by averaging over several decision trees which are built on random independent samples of the data matrix. This is intuitive as taking the average of the variance of \( n \) independently drawn samples, reduces the total variance by a factor of \( n \). A number of decision trees are built on bootstrapped training samples. To build any one of these trees, each time a split is considered, only a random subset (of size \( h \)) of the predictors (usually \( h = \sqrt{p} \)) is chosen as split candidates. The rational behind this is to reduce the chances of trees being highly correlated. When there is a strong predictor in the data, there is a possibility that the decision trees would look very similar because this predictor would mostly be at the root of the trees. As such, averaging over a group of trees would not necessarily reduce the variance except the trees are uncorrelated. One can obtain from a random forest, the overall summary of the importance each predictor in classifying
the observations. This can be done using the Gini index i.e. by adding up the total amount that the Gini index is decreased by splits over a given predictor, averaged over all trees in the random forest. The mean decrease in Gini coefficient is a measure of how each variable contributes to the homogeneity of the nodes and leaves in the resulting random forest. Each time a particular predictor is used to split a node, the Gini index for the child nodes are calculated and compared to that of the original node. Predictors that result in nodes with higher purity have a higher decrease in Gini index.

A random forest is built to systematically identify the importance of parameters in classifying disease outcomes. Random forest is implemented in the randomForest package [117], in R.

3.6 One strain model

In this model, we consider a single population of bacterial cells in the lungs of an infected individual. The parameters of the models discussed in this chapter were adopted from [126], the primary citations and plausible ranges are shown in Table 3.3. This bacteria could be extracellular (B) or intracellular (contained in infected macrophages). We assume that the extracellular bacteria follow a logistic growth with a maximum carrying capacity, \( N_{max} \) and a maximum growth rate, \( \alpha_B \). This bacterial population is subject to a constant killing rate \( i \) by the innate immune system.

Macrophages could be resting, activated (recruited by T-cells) or infected with bacteria. We do not model these populations explicitly but consider a combined population of macrophages in the lung. There is a constant supply of resting macrophages at the rate \( a_1 \), and these macrophages are recruited by the T cells (T) at a rate \( a_2 \). Extracellular bacteria become engulfed by macrophages which then carry \( N_1 \) bacteria. Infection of macrophages depends on extracellular bacterial load with \( c_1 \) denoting the level of bacteria at which we have half maximal rate of infection. Thus the action of macrophages on extracellular bacteria is represented by the term \( N_1(a_1 + a_2)\frac{B}{T+c_1} \). Intracellular bacteria become extracellular when infected macrophages die at a rate \( \mu_M \) and burst open releasing \( N_2 \) bacteria.

The rate at which T cells kill bacteria depends on the amount of T cells available. This is given by the terms \( a_3 \frac{T}{T+c_2} \), where \( a_3 \) is the maximum rate
at which $T$ cells kill bacteria and $c_2$ is the value of $T$ when the killing rate is half its maximal value. $T$ cells also kill infected macrophages at a rate which depends on the effector cell to target ratio ($T : M$). The rate is given as $a_4 \frac{T}{T + c_2 M}$, where $a_4$ is the maximum rate at which $T$ cells kill infected macrophages and $c_3$ is value of the ratio $T : M$ when the killing rate is half maximal. The growth of the $T$ cell population is induced by the presence of infected macrophages at a constant rate $\alpha_T$ and they decay at a constant rate $\mu_T$

The model is thus represented by the equations below

$$
\frac{dB}{dt} = \alpha_B B (1 - \frac{B}{N_{\text{max}}}) - iB - N_1 (a_1 + a_2 T) \frac{B}{B + c_1} - a_3 B \frac{T}{T + c_2} + N_2 \mu_M M \\
\frac{dM}{dt} = (a_1 + a_2 T) \frac{B}{B + c_1} - a_4 M \frac{T}{T + c_3 M} - \mu_M M \\
\frac{dT}{dt} = \alpha_T M - \mu_T T
$$

(3.1)

Figure 3.2: Schematic of model 3.1 describing immune response to tuberculosis infection. The three model compartments are depicted as $M$ (macrophages), $B$ (bacteria) and $T$ (T-cells).

3.7 Analysis of Model 3.1

To explore the interactions in the model, 20,000 sets of parameters are obtained from ranges previously published [126]. Each parameter is drawn uniformly at random from the parameter ranges as shown in Table 3.3.
Model 3.1 is solved to obtain temporal dynamics for each state variable. We consider time courses for the model in a naive host that has no previous exposure to \textit{M. tuberculosis} cells (so \( T_0 = 0 \) with \( B_0 = 25 \)). Kirschner et al [126] point out that no good markers of tuberculosis progression in humans currently exist. However, a good marker of disease progression commonly used in literature is bacterial load [146, 123]. During latency, the intracellular bacterial load is believed to be 1000-fold less than during active disease. In the simulations, we consider total bacterial load as a marker of disease progression and following [126] define the three groups as follows:

- \( \leq 50 \) : Clearance
- \( > 50 \) and \( \leq 10^6 \) : Latency
- \( > 10^6 \) : Active disease

Figure 3.3 shows a histogram of the final bacterial load for the simulations. The model is able to reproduce expected infection outcomes with over 80% of the simulations falling into the latent class, 10% in active disease and the rest in the clearance class.

Figure 3.4 shows the time course for 3.1 using parameters that lead to latency (green) and active disease. For latency, there is an initial round of exponential growth, with some minor oscillations, after which the immune system is able to suppress the bacterial load to a latent equilibrium. Also minor oscillations of the immune response occur in response to oscillations in bacterial load. The model predicts that it takes about one year, on average, to reach latent equilibrium.

For the active class, there is also an initial exponential growth of the bacterial cells, after which the system establishes equilibrium at its bacterial load carrying capacity. The equilibrium levels of macrophages are notably higher than what is obtained during latency.

Figures 3.5 show box-plots of the 20000 parameter sets grouped according to their disease outcome classes. Some parameters such as \( a_4, \mu_T, i, N_2, c_2, c_3 \) and \( \mu_M \) have the same distributions across the disease outcome classes, while others are quite different. \( N_1 \) and \( a_1 \) have much lower values in the clearance class than in the other disease outcomes. This is intuitive as the value of \( N_1 \)
Figure 3.3: Histogram showing final bacterial load: 10000 parameter sets were drawn from the ranges in Table 3.1

Figure 3.4: Model simulation time course for latency (green) and active (yellow) classes.

(which is the amount of bacteria engulfed by macrophages) and \( a_1 \) (which is the constant source of macrophages), would need to be high in order to clear the disease. Similarly, the values for bacterial growth rate \( (\alpha_B) \) and the level of bacteria at which the rate of infection of macrophages is half maximal \( (c_1) \) are much lower in the clearance class than those of latency
and active disease as the smaller these parameters are, the fewer the number of *M. tuberculosis* cells in the host. αₜ and a₃ are quite different between active disease and latency classes with lower values in the active class. These parameters represent the growth of T-cells and action of T-cells on bacteria respectively. High efficiency of T-cells at killing bacteria maintains latency, whereas lower levels lead to active disease.

![Boxplots of parameters](image)

**Figure 3.5:** *Boxplots of αₜ, μₜ, i, a₁, a₂, a₃, a₄, N₁, c₁, c₂, c₃, μₚ and N₂ for the three disease outcomes.*

Parameter values are drawn randomly, and as such there is no correlation between them. However when these parameters are separated into the different disease classes, there are correlations among a few of them. Figure 3.5 shows correlation matrices for the parameters in the three disease classes. For clearance, there are only three major correlations: The higher c₁ is, the lesser the ability of the system to clear the bacteria. This is compensated for by higher levels of a₁ and N₁ (which reduce bacterial load and lead to clearance) and lower bacterial growth rate αₜ. These correlations also occur in the latency and active disease outcome classes but with lower |r|, where r is the correlation coefficient. There are similar correlation pairs in active disease and latency parameter classes but with quite different correlation coefficients. The correlation between c₂ (the value of T-cells when the rate
at which $T$ cells kill bacteria is half maximal) and $a_3$ (the rate at which $T$ cells kill bacteria) is peculiar to latency. The higher $c_2$ is, the more the bacterial load, but there is a compensation for this in higher levels of $a_3$ thus causing the system to maintain latency. A correlation that is quite strong compared to the others in the active disease class, is the one between the bacterial growth rate, $\alpha_B$, and the rate at which $T$ cells kill bacteria, $a_3$. As $a_3$ increases, the bacteria has to grow faster in order to achieve active disease.

![Correlation matrices for parameters in the different disease outcomes: (a) clearance, (b) latency (c) active disease, colors range from dark red ($r = -1$) to dark blue ($r = 1$), where $r$ is the correlation coefficient. Parameter pairs with $|r| > 0.1$ are colored blue ($r > 0$) and pink ($r < 0$).](image-url)
No one single parameter determines the outcome of disease, but a relatively small change in several parameters can move the disease outcome from one class to another. We separated parameter combinations that lead to the three disease outcomes using the DAPC approach described in section 3.4. Figure 3.7 shows the scatter plot of the DAPC analysis. The steady state values of the bacterial population for the model simulation are represented as dots which are coloured by their disease outcome classes. The groups are plotted according to their positions on the DAPC functions. Each discriminant function is a linear combination of the model parameters. Almost all the difference between the groups is captured by the first discriminant function, as seen by the height of the first eigenvalue bar. The ‘loadings’ or coefficients of the discriminant functions show the relative importance of each parameter to group separation. Figure 3.8 shows the contributions of parameters to the first principal component of the DAPC of model 3.1. The level of bacteria at which the infection of macrophages is half maximal, $c_1$, makes the highest contribution of over 40%. The other two parameters that make significant contributions are $\alpha_B$ and $N_1$, which contribute about 28% and 15% respectively.

![DAPC scatter plot for model 3.1](image)

**Figure 3.7: DAPC scatter plot for model 3.1. The $x-$axis is a linear combination of parameters corresponding to the first discriminant function, and the $y-$axis corresponds to the second.**

Figure 3.9 is a set of heatmaps that illustrate how combinations of the parameters that contribute the most to the two discriminant functions affect disease outcome. This figure illustrates some intuitive trade-offs. When the rate at which T-cells kill bacteria is low i.e. $a_3 < 0.2$, the disease outcome is always active disease regardless of the value of $N_1$. On the other hand,
Figure 3.8: Contributions of parameters to the first and second discriminant functions of the DAPC of model 3.1. The height of each bar is proportional to the contribution of the corresponding parameter to the discriminant function. Only parameters whose contribution is above an arbitrary threshold (grey horizontal line) are indicated for the sake of clarity.

when $c_1 < 10^6$, the disease is always cleared regardless of the value of $N_1$.

Figure 3.9: Heatmaps illustrating how disease outcome depends on combinations of key parameters (as determined by DAPC)
We also applied the random forests approach explained in section 3.5, to determine which parameters contribute the most to separating the disease outcomes. A random forest made up of 2000 decision trees was built with the simulation results. Figure 3.10 a and b shows the importance of each parameter in the random forest classifier. \( c_1 \) contributes the most in separating the classes. The large break after the first 5 parameters indicate that the other parameters do not contribute much to separating the classes.

Figure 3.10: Importance of each parameter to the random forest classifier with each parameter on the \( y \)-axis, and their importance on the \( x \)-axis, ordered top-to-bottom as most- to least-important. A: Mean decrease in accuracy shows much the model accuracy decreases if that parameter is dropped from the model and B: the mean decrease in Gini score shows the measure of parameter importance based on the Gini index. The higher the value of both of these, the more the importance of the variable in the model.

3.8 Two strain model

Recent molecular methods for strain differentiation have revealed that individuals can harbour more than one distinguishable strain of \( M. \) tuberculosis [30, 47]. We now consider two strains of \( M. \) tuberculosis populations \( B_1 \) and \( B_2 \) in the lungs of an infected individual to see how the interaction between them affects disease outcome. Strains may differ by drug resistance determinants or by their ability to evade the immune system [119]. In this
model, we differentiate between the strains by assuming that the immune response is different for the two strains. Also we introduce seven new parameters $\hat{N}_1, \hat{N}_2, \hat{i}, \hat{\alpha}_T, \alpha_{B_2}, \hat{a}_5,$ and $\hat{a}_4$ to differentiate between the two strains. These new parameters are defined as:

$p_4 N_1 = \hat{N}_1, \ p_3 i_1 = \hat{i}, \ p_1 \alpha_T = \hat{\alpha}_T, \ p_2 \alpha_{B_1} = \alpha_{B_2}, \ p_5 a_3 = \hat{a}_3, \ p_7 N_2 = \hat{N}_2$ and $p_6 a_4 = \hat{a}_4$. The two strain model thus is:

$$
\begin{align*}
\frac{dB_1}{dt} &= \alpha_{B_1} B_1 (1 - \frac{B}{N_{\text{max}}}) - i B_1 - N_1 (a_1 + a_2 T) \frac{B_1}{B + c_1} - a_3 B_1 \frac{T}{T + c_1} + N_2 \mu M_1 M_1 \\
\frac{dM_1}{dt} &= (a_1 + a_2 T) \frac{B}{B_1 + c_1} - a_4 M_1 \frac{T}{T + c_3 M} - \mu M_1 \\
\frac{dT}{dt} &= \alpha_T M_1 + \hat{\alpha}_T M_2 - \mu_T T \\
\frac{dB_2}{dt} &= \alpha_{B_2} B_2 (1 - \frac{B}{N_{\text{max}}}) - \hat{i} B_2 - \hat{N}_1 (a_1 + a_2 T) \frac{B_2}{B + c_1} - \hat{a}_3 B_2 \frac{T}{T + c_2} + N_2 \mu M_2 M_2 \\
\frac{dM_2}{dt} &= (a_1 + a_2 T) \frac{B_2}{B_2 + c_1} - \hat{a}_4 M_2 \frac{T}{T + c_3 M} - \mu M_2 \\
\end{align*}
$$

(3.2)

where $B = B_1 + B_2$, and $M = M_1 + M_2$. We assume that that the innate and adaptive immune system have a slightly reduced effect on strain 2, but strain 2 pays a penalty for this in terms of its growth rate. Thus we select $p_i < 1$ such that $p_i \in [0.8, 0.95]$. We note that $N_1$ and $N_2$ do not depict differences between the strains but are parameters as defined for model 3.1.

### 3.9 Measuring effective competition and co-existence

Hosts represent an arena in which pathogens compete for resources and transmission opportunities, with major implications for the evolution of virulence and the structure of populations. There are several studies that focus on virulence evolution and the consequence of whether the different pathogen genotypes remain together within the host, i.e. co-infection, or whether one competitively excludes the other, i.e. super-infection or competitive exclusion [73, 19].

Two strains are said to coexist in a host when they are simultaneously maintained in a population. This means each strain occupies a tangible proportion
of the total population i.e. greater than some percentage value. For model 3.2, since total elimination (clearance) is possible, we assume that the two strains coexist if the total bacterial population is greater than the clearance threshold and both strains occupy at least 5% of the total population. When this condition is not met, one strain is assumed to have out competed the other.

When two strains are competing, an increase or decrease in the population size of one would affect the population size of the other positively or negatively. In order to quantify the level of competition between two strains, direct and indirect effects of the impact of increase or decrease in one strain on the other should be measured. This can be challenging because there may be several ways to decrease the population of a strain, and each of these may have different effects. For example a decrease in $B_1$ would mean more available space for $B_2$ to grow since they are both limited by the carrying capacity, $N_{max}$. One way to quantify competition is by the approach proposed by [32], which applies Euler’s method of solving a system of ODEs. For model 3.2, Euler’s method can generate a series of values:

$$
\begin{align*}
\frac{dB_1}{dt}|_{t=t_n} &= \frac{dB_1}{dt}|_{t=t_{n-1}} + \frac{dB_1}{dt} \Delta t \\
\frac{dM_1}{dt}|_{t=t_n} &= \frac{dM_1}{dt}|_{t=t_{n-1}} + \frac{dM_1}{dt} \Delta t \\
\frac{dB_2}{dt}|_{t=t_n} &= \frac{dB_2}{dt}|_{t=t_{n-1}} + \frac{dB_2}{dt} \Delta t \\
\frac{dM_2}{dt}|_{t=t_n} &= \frac{dM_2}{dt}|_{t=t_{n-1}} + \frac{dM_2}{dt} \Delta t \\
\frac{dT}{dt}|_{t=t_n} &= \frac{dT}{dt}|_{t=t_{n-1}} + \frac{dT_1}{dt} \Delta t
\end{align*}
$$

(3.3)

where $\Delta t$ is a suitably small step size in the time domain, and the derivatives are obtained from equation 3.2.

To obtain a measure of competition in the model 3.2, it is numerically solved, obtaining values for each of the five model compartments through time. We perturbed (i.e decreased) $B_1$ and computed the predicted value of $B_2$ using Euler’s method as described in equation 3.3. This was done separately at each time step. We averaged the fractional change in $B_2$ due to a decrease in $B_1$ over the trajectory. This method captures the immediate indirect effects
(i.e. two time steps) of a change in $B_1$ on $B_2$.

Figure 3.11: Illustration of Euler’s method to quantify competition. $y_i$ is reduced to obtain $\hat{y}_i$. Then Euler’s method is used to obtain the predicted values $y_{i+1}$, $y_{i+2}$, $\hat{y}_{i+1}$ and $\hat{y}_{i+2}$. Then the values are compared using the formula. This is repeated for all time steps. $R > 0$ means that the perturbation does not favor strain 2 i.e. there is less of strain 2, when there is less of strain 1. On other hand when $R < 0$, it implies that there is competition between the strains. The more negative $R$ is, the greater the competition.

3.10 Analysis of model 3.2

As in the analysis for the single strain model, we drew 20,000 parameter sets from the parameter ranges in Table 3.1. The values of $p_i$ are drawn uniformly from the ranges specified in section 3.8. The two-strain model is also able to reproduce expected disease outcomes Figure 3.12. The parameters are separated into the three disease outcome classes using the final bacterial load as in model 3.1. The histograms of these groups of parameters show very similar distributions as observed for the one strain model.

Since the bacterial numbers are very low or cleared out for the clearance class, we do not consider the interaction of the strains in this disease class. Figure 3.14 shows a plot of the final bacterial load of both strains coloured by the disease outcome. The disease outcome is rarely ever active disease whenever one strain is cleared. This may be because there is reduced competition during active disease as the immune system is unable to contain the disease. Using the parameter groups, we measure the effective competition using the
method described in section 3.9 for each of the classes. Figure 3.15 shows the box plots of the effective competition measure for active and latency disease outcomes. The values in the latency class are all strictly less than or equal to zero. This suggests that there is more competition in this class compared to the active class which has positive values of $R$. With less competition between the strains, coexistence is quite generic in the active disease outcome. This may be because of the pressure on the immune system to keep the bacterial numbers low is higher under latency.

For the two strain model, we focus on determining parameters of the model that determine the outcome of the interaction between the strains, which could be competitive exclusion or coexistence. We assume that both strains coexist in the host if the final population of each strain is greater than 5% of the total bacterial load, otherwise we conclude that one strain is out-competed by the other. Using the DAPC approach like in model 3.1, we identify parameters that separate these groups. Figure 3.16 shows the densities of model simulations plotted on the discriminant function with different colours for the two groups. The two groups overlap probably due to the way we define co-existence between the strains. However, the simulations that belong to the coexistence group are more to the left of the discriminant

Figure 3.12: *Histogram of final bacterial load for model 3.2 simulations*
function while others are more to the right of the discriminant function. The parameters that contribute most to the discriminant function are the growth rate and action of T-cells on both strains. When $\hat{\alpha}_3$ and $\alpha_3$ are high, the host will be able to clear both strains, on the other hand when $\alpha_{B_1}$ and $\alpha_{B_2}$ are high, then both strains grow. The outcome of the interaction between the strains would thus depend on the trade-offs between these parameters.
Figure 3.14: Plot of final log of population size of both strains coloured by the disease outcome class. The lines show the separation of the region into the different disease classes.

3.11 Virtual experiments

The power of the models developed here is that it can be manipulated in a variety of ways to ask questions about different scenarios and disease outcomes. This would give room to explore experimental outcomes that may be otherwise difficult to analyse clinically. At the most fundamental level, latent tuberculosis can be viewed as an equilibrium between host and bacteria [64]. The host response prevents active disease from occurring, and \( M. \) \textit{tuberculosis} cells avoid elimination. However, occasionally the immune response fails in some way and reactivation occurs which leads to active disease. There have been numerous studies that investigate the reasons for reactivation [23, 4]. Here we consider the introduction of a second strain into a host with latent tuberculosis. This can be seen as mimicking exogenous re-infection which is speculated to play an important role in recurrent TB in a population [71]. With this approach, we would be able to have insight to a number of important questions. Does strain replacement or co-infection occur? Does the presence of a second strain trigger the disease outcome to a
different class? How does competition between the two strains affect disease outcome?

In order to distinguish the strains (i.e. the strain that caused the initial infection and the one introduced during re-infection), we consider the splitting the parameters of the one-strain model into those that are ‘intrinsic’ to a host and those that are ‘intrinsic’ to a bacterial strain. The parameters $N_1, N_2, \alpha_B$ and $c_1$ are considered as ‘strain’ parameters while the others are ‘host’ parameters.

In our virtual experiments, we start the simulation with only one strain and at some time point when latency is achieved, a second strain is introduced. We consider two scenarios (in terms of the immune response) for the virtual experiments:

- A scenario where both strains elicit different immunological host responses i.e. the parameters that govern the immune response to infection (innate: $i$ and adaptive: $a_3, a_4$) are different for the two strains.
As such when a new strain is introduced, seven parameters are added to the one-strain model. The resulting system is the two-strain model (Equation 3.2).

- In the second scenario, both strains elicit similar immunological host responses i.e. there is no coupling between the immune response and the strain type. When the second strain is introduced, only four parameters are added to the one-strain model. The resulting system of equations is given in equation 3.4
Figure 3.17: Contributions of parameters to the discriminant function of the DAPC of model 3.2. The height of each bar is proportional to the contribution of the corresponding parameter to the discriminant function. Only parameters whose contribution is above an arbitrary threshold (grey horizontal line) are indicated for the sake of clarity.

\[
\begin{align*}
\frac{dB_1}{dt} &= \alpha_{B_1} B_1 (1 - \frac{B}{N_{\text{max}}}) - i B_1 - N_1 (a_1 + a_2 T) \frac{B_1}{B + c_1} - a_3 B_1 \frac{T}{T + c_2} + N_2 \mu_{M_1} M_1 \\
\frac{dM_1}{dt} &= (a_1 + a_2 T) \frac{B}{B_1 + c_2} - a_4 M_1 \frac{T}{T + c_3 M} - \mu_{M_1} M_1 \\
\frac{dT}{dt} &= \alpha_T (M_1 + M_2) - \mu_T T \\
\frac{dB_2}{dt} &= \alpha_{B_2} B_2 (1 - \frac{B}{N_{\text{max}}}) - i B_2 - \hat{N}_1 (a_1 + a_2 T) \frac{B_2}{B + \hat{c}_1} - a_3 B_2 \frac{T}{T + c_2} + \hat{N}_2 \mu_{M_2} M_2 \\
\frac{dM_2}{dt} &= (a_1 + a_2 T) \frac{B_2}{B_2 + \hat{c}_1} - a_4 M_2 \frac{T}{T + c_3 M} - \mu_{M_2} M_2
\end{align*}
\]

(3.4)

Analysis of 3.1 separates the parameters into the three disease outcome classes. As such when the second strain is introduced, the new parameters (7 in scenario 1 and 4 in scenario 2) can be drawn from any one of the three disease outcome classes. Drawing strain parameter values from the three classes separates the strains into different ‘fitness’ levels. For example,
a strain that is drawn from the clearance class would generally be cleared in
a host and not be as fit as a strain with parameters drawn from the other
two classes. In summary, the virtual experiments involve simulating the one-
strain model (equation 3.1) with parameter values that lead to latency, and
introducing a second strain at equilibrium when latency is achieved. When
the second strain is introduced, the system of equations becomes equation
3.2 for scenario 1 or equation 3.4 for scenario 2.

At the start of the experiment we have the strain 1 in the host i.e the set
\( \{h, B_1\} \). When the second strain is introduced, we have both strains in the
host i.e. the set \( \{h, B_1, B_2\} \). The outcome of disease can be determined for
the set \( \{h, B_1, B_2\} \) using total bacterial load of both strains. We track the
bacterial load of each strain (i.e. \( B_1 \) and \( B_2 \)) in the host to determine if they
fall into any of the three outcome classes. We also consider a situation where
the host is infected with only the second strain i.e. the set \( \{h, B_2\} \). This
would help in quantifying the effect that having a previous infection has on
being infected with the second strain.

3.11.1 Scenario One

To explore the results of the virtual experiments under this scenario, 500
different sets of \( \{h, B_1\} \) that lead to latency were used to simulate the one-
strain model. Also from each disease outcome class, we draw 500 different
sets of the 7 (4 strain parameters and 3 host parameters) parameters that
are introduced in this scenario. Altogether we obtain 500 different sets of
\( \{h, B_1, B_2\} \). Figure 3.18 shows the proportion of the simulations that fall
into the different disease outcome classes.

In this scenario, the immune response of a host is different for the two strains,
as such the introduction of a new strain could easily shift the disease outcome
to active disease, even when the new strain is not as ‘fit’ as the previous strain
the host was infected with. For example when \( B_2 \) is drawn from the clearance
class, the host progresses to active disease in 14% of the simulations (Figure
3.18). In all three cases, the host doesn’t clear the disease as expected
because an infection cannot be cleared by re-infection. When \( B_2 \) is drawn
from the latent class, the host clears \( B_2 \) in more simulations when previously
infected with \( B_1 \) than when infected with only \( B_2 \) (Figure 3.18). This shows
that the presence of $B_1$ in the host causes the growth of $B_2$ to be suppressed. This may be as a result of competition between the two strains, as both strains have similar fitness and competition between them is expected to be relatively strong.

Figure 3.18: Proportions of simulations in scenario 1 that fall into the different outcome classes for the sets: $A$: the host infected with both strains $\{h, B_1, B_2\}$, $B$: the bacterial load of strain 1 after re-infection $\{B_1\}$, $C$: the bacterial load of strain 2 after re-infection $\{B_2\}$, $D$: the host infected with only strain 2 $\{h, B_2\}$.

3.11.2 Scenario Two

Like in the first scenario, 500 different sets of $\{h, B_1\}$ that lead to latency were used to simulate the one-strain model. Also from each disease outcome class, we draw 500 different sets of the 4 (4 strain parameters) parameters that are introduced in this scenario. Altogether we obtain 500 different sets of $\{h, B_1, B_2\}$. Figure 3.19 shows the proportion of the simulations that fall into the different disease outcome classes.

In this scenario, since both strains elicit similar immunological host responses, when a strain from the clearance class is introduced into the latent
host, the second strain would be cleared more often than not. Figure 3.19 shows that when $B_2$ is from the clearance class, the host never progresses to active disease but continues in latency.

When $B_2$ is drawn from the active class, unlike scenario one, the host maintains latency in most of the simulations (Figures 3.19). Also when $B_2$ is drawn from all three classes, the presence of $B_1$ in the host suppresses the growth of $B_2$, with the dually infected host being able to clear $B_2$ in more simulations than when infected with only $B_2$.

Figure 3.19: Proportions of simulations in scenario 2 that fall into the different outcome classes for the sets: A: the host infected with both strains \{h, B_1, B_2\}, B: the bacterial load of strain 1 after re-infection \{B_1\}, C: the bacterial load of strain 2 after re-infection \{B_2\}, D: the host infected with only strain 2 \{h, B_2\}.

3.12 Conclusion

The outcome of tuberculosis infection depends on complex host-pathogen interactions that occur across numerous scales. The models studied in this chapter are able to support the three disease states and the outcome of infection depends on the choice of parameter values. Traditional bifurcation
analysis would involve varying a parameter and studying how the disease outcome changes. However in cases where there are several parameters this becomes infeasible analytically [108, 109]. As such instead of adopting this approach, we use tools from data science to identify key parameters that discriminate between the three disease outcomes. The identified parameters are: the level of bacteria at which the infection of macrophages is half maximal ($c_1$), the rate at which T cells kill bacteria ($a_3$), the amount of bacteria engulfed by macrophages ($N_1$), the growth rate of the bacterial cell ($\alpha_B$), and the constant source of macrophages ($a_1$). Infection can be controlled when the strength of the adaptive immune system ($a_3$) is sufficiently high. On the other hand, when the growth rate of the bacterial cells is sufficiently high, the bacteria are able to escape killing by the immune system and thus lead to active disease.

When a host is infected with more than one strain of tuberculosis, the interaction between the strains in the host can affect the outcome of the disease. Analysis of the two strain model (model 3.2) revealed that competition between strains in a host is stronger during latency. When competition between strains is strong, it affects their growth and invariably the immune system is able to contain the disease which leads to latency. On the other hand when there is less competition, the strains are able to co-exist and thrive well enough to progress to active disease. This is in agreement with the chemostat model in chapter two, where more diversity is maintained under fast dilution (which is usually assumed to depict the active phase of the disease).

Mathematical models have been used to perform virtual experiments in a variety of studies [145, 104]. The results of the virtual simulation of re-infection in section 3.11 show that when a host with latent tuberculosis is reinfected with a new strain, the outcome of the disease depends on the interaction between the strains, and on whether both strains elicit similar immunological host responses or not. When the immune response and strain type are not coupled and a host gets re-infected, the probability of maintaining latency is higher than when the immune response is different for the two strains.

The models analysed in this chapter are conceptual in nature and are only meant to capture certain key aspects of host-pathogen interactions. One possible direction for future improvement is to include the introduction of
anti-tuberculosis chemotherapy. Individuals with active tuberculosis have a very high mortality rate without medical intervention. It would be interesting to investigate the processes involved in drug uptake and see how they interact with the models discussed in this chapter. Also the effect of varying the immune response strength on the emergence of resistant bacteria can be studied.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Range</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_T$</td>
<td>Rate of growth of T-cells</td>
<td>$10^{-4} - 1$</td>
<td>[168]</td>
</tr>
<tr>
<td>$\mu_T$</td>
<td>Death rate of T-cells</td>
<td>$0.165 - 0.66$</td>
<td>[187]</td>
</tr>
<tr>
<td>$i$</td>
<td>Killing rate of innate immune response</td>
<td>$0.00025 - 10^{-3}$</td>
<td>[126]</td>
</tr>
<tr>
<td>$a_1$</td>
<td>Constant supply of macrophages</td>
<td>$5000 - 20000$</td>
<td>[126]</td>
</tr>
<tr>
<td>$a_2$</td>
<td>Recruitment rate of macrophages by T-cells</td>
<td>$10^{-5} - 0.1$</td>
<td>[126]</td>
</tr>
<tr>
<td>$a_3$</td>
<td>Maximum rate of killing of bacteria by T-cells</td>
<td>$10^{-4} - 1$</td>
<td>[126]</td>
</tr>
<tr>
<td>$a_4$</td>
<td>Maximum rate of killing of macrophages by T-cells</td>
<td>$10^{-4} - 1$</td>
<td>[187]</td>
</tr>
<tr>
<td>$N_1$</td>
<td>Amount of bacteria engulfed by macrophages</td>
<td>$25 - 100$</td>
<td>[201, 126]</td>
</tr>
<tr>
<td>$N_2$</td>
<td>Amount of bacteria released by bursting of infected macrophages</td>
<td>$12.5 - 50$</td>
<td>[187]</td>
</tr>
<tr>
<td>$\alpha_B$</td>
<td>Maximum growth rate of bacteria</td>
<td>$0.1 - 0.4$</td>
<td>[126, 187]</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Concentration bacteria at half maximal rate of infection of macrophages</td>
<td>$10^3 - 10^6$</td>
<td>[126]</td>
</tr>
<tr>
<td>$c_2$</td>
<td>Concentration of T-cells at half its maximum killing rate</td>
<td>$50 - 50000$</td>
<td>[126]</td>
</tr>
<tr>
<td>$c_3$</td>
<td>Ratio of $T : M$</td>
<td>$5 - 20$</td>
<td>[126]</td>
</tr>
<tr>
<td>$N_{max}$</td>
<td>Maximum carrying capacity of bacteria</td>
<td>$10^9$</td>
<td>[126]</td>
</tr>
<tr>
<td>$\mu_M$</td>
<td>Death rate of macrophages</td>
<td>$0.0055 - 0.022$</td>
<td>[126]</td>
</tr>
</tbody>
</table>

Table 3.1: Table of parameter definitions and ranges. Parameter ranges are specified with a – separating upper and lower ranges, and are obtained from [126]. Where a single value is given, the parameter was fixed.
Detecting disruptive sites in tuberculosis genome

4.1 Introduction

Evolutionary tools are increasingly being used to study short-term variation in infectious pathogens, with the aim of improving our ability to understand pathogen adaptation and control infections. Determining the relationships among *M. tuberculosis* isolates is essential to understanding its ecology, evolutionary history, and transmission patterns. However, due to its low diversity, phylogenetic reconstructions have been challenging. As such it is necessary to carefully select genetic data which can be exploited for phylogenetic analysis [67]. Phylogenetic trees are central to our understanding of evolution, and are probably the most widely used tool to interpret data capturing variation in populations.

Not all regions of a genome evolve at precisely the same rate. Some parts of a multiple sequence alignment may be well conserved and therefore suitable for phylogenetic analysis, whereas others are divergent, fast evolving, hyper-variable or prone to homoplasies ([189], [24]). Because such regions do not fit the models used in phylogenetic inference, they may produce low likelihoods and adversely affect phylogenetic reconstruction. Identifying such regions is
therefore important for any phylogenetic analysis.

In this chapter, we describe some of the approaches used to filter bad regions from a multiple sequence alignment in particular the one proposed by Bar-Hen et al [11]. We also present a phylogeny-based method to detect disruptive sites. We test the performance of this method via simulations and on a tuberculosis dataset.

4.2 Inference of phylogenetic trees

A phylogenetic tree is a graphical structure that describes the relationships between individuals or entities in a set, in a way that reflects their evolutionary histories. A phylogenetic tree is made up of branches, internal nodes and leaves. The leaves represent the extant species/individuals, the branches represent the amount of change between two nodes and descent from a common ancestor into distinct lineages, and the internal nodes represent the individuals/species ancestral to the leaves. Phylogenetic trees have been used to describe the histories of populations [54], and the evolutionary dynamics of pathogens ([76], [127]).

A simple example to aid understanding the idea of phylogenetic trees would be to consider a simple asexual organism as given in [140]. Each cell divides, yielding two cells with identical genomes except for those few genomic locations where a mutation occurred. Suppose this continues for say \( n \) generations after which a sample of size \( m \) of their genetic data is collected and compared to each other. Two cells that share a common ancestor would have accumulated fewer differences than a pair that diverged earlier, whose last common ancestor was many generations ago.

Phylogenetic trees are not observed directly but are rather inferred from sequence data or other kinds of data. In the past, phylogenetic trees were mainly constructed using morphological character traits [112]. However, with advances in sequencing technologies, there is an exponentially increasing volume of DNA and protein sequence data [200]. The first step in phylogenetics is to obtain sequences of the group of individuals to be studied. The next step is to align the sequences, usually to a reference genome, in order to generate a data matrix. Usually an alignment of \( N \) sequences is represented as an \( n \times m \) matrix where the rows represent the individuals and the columns...
are the sites (characters) of interest. 

Theoretically, reliable or informative sites can be considered as those that have undergone only a few changes over time [45]. Multiple changes can lead to the occurrence of homoplasy which masks the genuine phylogenetic signal. Homoplasy occurs when there are identical site states (for example, the same nucleotide base in a DNA sequence) in two isolates, that are not the result of common ancestry (not homologous), but that arose independently in different ancestors by convergent mutations [45]. Homoplasy can also be seen as independently occurring mutations along the branches of a phylogenetic tree [114]. Since a phylogenetic tree is a representation of evolutionary history, it is needful to use sites that homologous in the inference procedure.

After a multiple sequence alignment is obtained, the next step is to pick an appropriate tree inference method. There are broadly two methods used to infer phylogenetic trees: distance based methods and character based methods. In distance based methods, the distance between every pair of sequences is calculated using a model of nucleotide substitution and this distance matrix is used for tree inference. An example of this is the neighbour joining method of tree inference which uses a clustering algorithm on the data matrix to infer the tree. On the other hand, character based methods involve a simultaneous comparison of all sequences in alignment, taking one site at a time to calculate a score for the tree [192]. Examples of this method are maximum parsimony (where the score of a tree is the sum of the minimum number of changes each site would undergo on the tree), maximum likelihood (where the score of a tree is log-likelihood value) and Bayesian inference methods (the score of a tree is its posterior probability). Crucially, each method has its own good and bad points, and the choice of one method over another for any particular analysis tends to depend primarily on a compromise between the desired complexity or accuracy of the analysis and the amount of time it will take to run. For the purpose of this chapter, all phylogenetic trees will be inferred using a maximum likelihood approach using RAxML 8.2.4 [172].
4.3 Mycobacterium tuberculosis Genome

The *M. tuberculosis* genome consists of about \(\sim 4000\) genes, some of which play a distinct role in its pathogenesis [68]. Approximately a tenth of this is made up of two families of genes which constitute a highly repetitive class of antigenic genes and as such are poorly characterized ([150] [37]). These gene families (PE and PPE) were discovered over a decade ago but are not yet fully understood in terms of their function although they are stipulated to be important virulence factors involved with host-pathogen interactions ([62],[136]). It is usually difficult to characterize them using traditional mapping approaches, leading to their systematic exclusion from phylogenetic analysis.

Regions of a genome that are considered to be phylogenetically uninformative can be removed before tree inference [151]. Swofford et al [174] suggests that regions of a sequence alignment with substantial numbers of gaps, in which positional homology is too uncertain, should be omitted from the analysis. Although several authors ([157],[77],[121]) argue that such omissions are beneficial, others ([2],[111]) suggest that this could lead to loss of useful information. The benefit of removing disruptive sites must thus depend on the data being analysed. Removing problematic regions such as the PE and PPE genes from a multiple sequence alignment is often done in TB research in order to reconstruct high quality phylogenies. Pepperell et al [149] removed the PE/PPE gene regions and other regions prone to homoplasies before reconstructing their phylogeny. Merker et al [133] removed genes that are associated with drug resistance as these are likely to be homosplastic due
to selection, Bos et al [20] removed regions with missing data, Whitney et al [132] did not explicitly remove problematic regions but removed sites that did not meet certain mapping quality criterion and O’Niel et al [143] removed PE/PPE gene regions before their analysis. On the other hand, some authors ([62], [130]) have based their phylogenetic analysis on some of these problematic regions as they have been implicated in virulence and studying them may provide better understanding of their possible role in virulence [150].

Despite the fact that several studies remove these problematic regions, there is no consensus in literature as to what to exclude from phylogenetic analysis of *M. tuberculosis*. Also since the quality of tree reconstruction decreases with decreasing sequence length, it is important not to remove too many sites from an alignment if they may be informative. It remains unclear what sites or regions of a multiple sequence alignment of *M. tuberculosis* have an adverse affect on phylogenetic reconstruction, and it remains unclear under what circumstances which kinds of sites should be excluded.

### 4.4 Current methods

There are a number of methods available in literature to filter a multiple sequence alignment in order to remove phylogenetically uninformative sites. These include Noisy [189] which detects homosplastic and noisy sites using the concept of circular orderings, Gblocks [176] which classifies each site as nonconserved, conserved, or highly conserved depending on the number of identical residues in the site, and trimAl [21], which computes scores for each site and removes sites beyond a certain threshold, amongst others. Ge et al [177] in their review of these methods conclude that that current alignment filtering methods do not generally lead to better trees because they removes sites too aggressively.

Bar-hen et al [11] adapt the concept of influence function to filter alignments in the context of maximum likelihood reconstructions. They calculate the influence of each site on the likelihood of the inferred tree and as such study sites one at a time. They do this by comparing the log likelihood of the tree $T$ (that maximizes the likelihood for the entire data set) and the log likelihood of each tree $T^i$ (that maximizes the likelihood of the data without
site $h$) with formula

$$IV_h = (m - 1)(L(T) - L(T^h)),$$

where $m$ is the number of sites in the data set, $L(T)$ and $L(T^h)$ are the log likelihoods of tree $T$ and $T^h$ respectively.

A positive influence value shows support for topology $T$ and vice versa. They assume that only a few sites would disrupt the robustness of an inferred topology and as such focus on and remove sites with very large negative influence values. The assumption that only a few sites, when removed, will result in reconstruction of a less robust or different phylogeny is appropriate where the taxa have plentiful informative diversity, but in many current sequencing studies on short-term evolution in tuberculosis, it may not be correct.

4.5 The method

The approach summarized here can be used to identify sites that cause a change in tree shape and possibly have biological importance. Also it may be used to identify sites that should be removed prior to phylogenetic inference. The steps are summarized in Figure 4.2. Using the entire alignment, a tree is constructed; we call this the ‘reference tree’. Other trees are built from the alignment with a single site removed at a time, these trees are called ‘jackknifed trees’. These trees are compared to the reference tree using a phylogenetic tree metric. For an initial screening and to minimize computational time, in step 2, a sliding window containing $k$ sites is removed from the alignment at a time and the corresponding phylogenetic trees are constructed. For sliding windows whose trees are not identical to the reference tree, each site within the window is dropped and a tree constructed. This is done because when a window of sites is removed from an alignment and the inferred tree is identical to the reference tree (i.e. distance 0), removing the individual sites within this window usually gives a tree that is identical to the reference tree. Using the above steps, there is a distance $d_i$ and tree $t_i$ associated with every site $i$ and/or the $i^{th}$ window of sites.
4.6 Comparing phylogenetic trees

A fundamental challenge in the study of phylogenetic trees is that different trees can be inferred from different combinations of input data and inference method [158]. Also when a Bayesian approach is used to infer phylogenetic trees, a posterior distribution of trees is produced. When trees are relatively few and consists of a few number of tips, direct qualitative comparison of trees may be possible but this becomes uninformative when the trees are large or differ considerably. A variety of tree comparison methods exist in literature. For the purpose of this chapter, the metric proposed by [101] will be used to compare and calculate the distance between trees. The metric calculates the distance between two trees by comparing tree topology (number of edges on the path between the root and the Most Recent Ancestor (MRCA) of every pair of tips) and/or branch lengths (the length of the path between the MRCA of every pair of tips). It has a parameter $\lambda$ which allows the choice of what extent the branch lengths of a tree, vs its topology alone, contribute to the tree distance. For this analysis we use $\lambda = 0$ and therefore consider tree topology only. The metric is implemented using the function refTreeDist from R package treespace [97].

There are various techniques available to use distances between a set of objects (in this case, trees) to visualize, group, and compare them. One
method is multidimensional scaling (MDS) which projects distances in such a way as to best capture them with just a few (e.g., two or three) dimensions. We visualized the distances between the trees using MDS (dudi.pco in the ade4 package in [25]).

4.7 Simulation

We apply our approach to simulated data where the correct phylogenetic tree is known. We simulate sequences evolving down a tree, which we call the ‘true tree’. If we are able to re-construct a tree that is identical to the true tree, from the simulated sequences then, we can introduce disruptive sites/regions (i.e. homoplastic sites and hypervariable sites) and see how they affect the tree topology, then apply our method to identify these sites/regions.

Sequences were simulated using Seq-Gen [152]. Seq-Gen simulates the evolution of nucleotide or amino acid sequences along a phylogeny, using common models of the substitution process. We simulated a set of sequences evolving down a random tree on 20 tips, whose topology is shown in Figure 4.4. We considered datasets of varying sequence length (2000, 3000 and 4000 sites). However, with less than 4000 sites, it was not possible to reconstruct the true topology (i.e. obtain a tree of distance zero to the true tree).

Introducing disruptive sites: We introduce disruptive sites in the dataset
with 4000 sites. These sites are either hyper-variable or homoplastic. To introduce a hyper-variable site, we randomly select a site, copy the data in this site, randomly shuffle the rows, then append this shuffled site to the original dataset. In order to introduce homoplastic sites into the data, we pick a random edge of the tree inferred from the data and a random mutation is introduced at one of the nodes. To do this, the ancestral states of the given phylogeny and the simulated data are required. Ancestral state reconstruction is a method of inferring the sequences of the internal nodes of a given phylogeny. The ancestral state of the internal nodes are obtained using the function `ancestral.pml` in the phangorn R package. We added different number of homoplastic and hypervariable sites to the simulated data: 100,1000,2000 noisy sites. The tree reconstructed using the data with the noisy sites is taken as the reference tree.

Figure 4.4: The random tree used in the simulation
4.8 Tuberculosis data

Whole genome sequences of 471 tuberculosis isolates each obtained from a different patient most of whom had multidrug resistant tuberculosis in the suburbs of Callao and South Lima between the periods of 2009-2013. A total of 20976 variable sites were identified in the multiple sequence alignment as described in [75]. This data was used to reconstruct the reference tree.

4.9 Results

4.9.1 Simulated data

For each noisy data set, we reconstruct the reference tree and compare them to the true tree. Only the dataset with 1100 noisy sites (5100 sites altogether) gave a different tree from the true tree. Figure 4.5 shows the tree reconstructed from the noisy data i.e. the reference tree (A) beside the true tree (B). The reference tree is a distance of 3.16 from the true tree. We use our method (sliding window of size $k = 20$) on this dataset (with the 1110 noisy sites). Figure 4.6 show that nine trees have a distance greater than zero from the reference tree. These trees are also distance zero from the true tree. This suggests that the sites dropped before reconstructing these nine trees are what contribute to the topological differences observed between the reference tree and the true tree. Although when we dropped each site in the nine windows, none of the inferred trees were different from the reference. Also only 20% of the sites in these nine windows are noisy sites. This suggests that the simulated data is so phylogenetically informative that we can add a lot of noise without altering the phylogenetic signal.

4.9.2 Tuberculosis data

We found that about 50% of the windows of 10 sites, when removed, produced a tree with a different topology from the reference tree. This is quite different from the simulations where we ensured that we could get back the true tree. Figure 4.7 shows that most of the trees lie in one of three distinct bands which are at distances 0, 11.7 and 27.2 from the reference tree. Further investigation showed that each band consists of trees that are of distance 0
Figure 4.5: A: The true tree and B: reference tree constructed with simulated data and noisy sites. This shows the topological differences between the two trees. For each tip, the function colours it grey if its ancestors in tree1 has the same partition of tip descendants in tree2, otherwise the tip gets coloured from pale orange to red to reflect the dissimilarity. Trees are plotted using plotTreeDiff, a function in the R package treescape.

from each other. We then re-ran the method, removing a single site of the alignment at a time, each belonging to a window which caused a change in the first run. Approximately 10% (1043 sites) of the entire alignment were found to be disruptive. Figure 4.8 shows that most of the trees built on data with a single site dropped also line up in two distinct bands: one at distance 0 and the other at distance 27.2 from the reference tree.

The sites with \( d > 0 \) belong to 470 genes spread across the genome. Over 50% of these belong to the PE/PPE regions, 27% belong to intergenic regions, 2.8% belong to resistance genes while the remaining belong to repeat regions and other genes across the genome. The first and second most disruptive sites are in genes ‘Rv1578c’ and ‘RV0731c’ respectively. The function of these genes are unknown [115]. Table 4.1 shows the top 15 disruptive sites, the genes they are located in and if these genes are associated with resistance to any antimicrobial drugs.
Figure 4.6: Distance from reference tree and true tree of the simulated data. Nine trees have distance greater than zero from the reference tree. These trees also have distance zero from the true tree.

We used the influence function proposed by Bar-hen et al [11] and explained in section 4.5 on the tuberculosis dataset to identify outlier sites. In their paper, Bar-hen et al [11] call sites with very negative influence values ‘outliers’ and thus recommend removing these sites from an analysis. Figure 4.9 shows the influence values of each site and the gene names of the top outliers. The strongest outlier in our data is site 4036 which has a distance 138.16 and is in the ‘rpoB’, gene which is associated with resistance to rifampicin [115, 134]. Over 70% of the sites have a positive influence value and as such have support for the reference tree which is reflected in the distances (as most of these sites have distance 0). Bar-Hen et al [11] suggest that there is a strong connection between changes in topology and likelihood of phylogenetic trees. This is similar to the results obtained here, except for the fact that half of the sites that have a negative influence value also have the same topology as the reference tree. This method does indeed identify disruptive sites, however, there may be differences in likelihood scores that are not necessarily associated with differences in tree topology [79] and as such it may be misleading.
4.10 Obtaining a more robust tree

In order to obtain a more robust tree, we removed the sites with the greatest distances from the data before tree reconstruction. We hypothesize that after discarding these sites from the analysis, removing or adding a single site will not drastically change the inferred topology. To achieve this, we ranked the sites in order of decreasing distances, deleted the highest $m$ sites with $m$ ranging from 1 : 1043, and inferred the tree. Figure 4.11A shows the distances of these trees from the reference tree. We see that removing the first few sites ($m = 1 : 36$), leads to a steady increase in the distance from the reference tree. There is a bump in the distance after this with the trees having a distance between 700 and 1000 from the reference tree. After removing the top 990 sites, the distance reduces further and remains at this level. Figure 4.10A gives a visualization of a multi-dimensional scaling projection of the distances between these trees. In the plot each point represents a tree, and the distance between any pair of points approximates the distance between these trees. The points are coloured according to the number of disruptive sites removed. We see that removing the sites incrementally
Felsentein [61] introduced the use of bootstrap in the estimation of phylogenetic trees. His technique, which has been widely used, provides assessments of ‘confidence’ for each clade of an observed tree, based on the proportion of bootstrap trees showing that same clade. It involves sampling the same number of sites from the original data with replacement. Thus each bootstrap sample is a new dataset with the same sets of isolates but with some of the original sites duplicated and others dropped. This process of sampling is repeated a large number of times, the corresponding trees are reconstructed and the proportions of bootstrap trees agreeing with the original tree are calculated [55]. This provides assessments of ‘confidence’ for each node of an observed tree. Figure 4.11B shows the mean bootstrap values of the nodes of the median trees of the groups and the reference tree (annotated by RT). The mean bootstrap value increases in the median tree of the first group.
and then reduces in the others. This suggests that we obtain a more stable topology by removing the top disruptive sites.

Figure 4.9: Influence values of sites along the entire alignment with the genes of the top 15 outlier sites highlighted. Each dot represents a site and the size of the dots are mapped to the distance associated with each site.

Figure 4.10: A. MDS projection of distances between these trees coloured by their ranking, B. MDS projection of distances between these trees coloured by their groups (median tree of each group is annotated by MT‘group number’)
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We have introduced a method for detecting sites along a multiple sequence alignment that are phylogenetically disruptive. It reveals the extent to which a single site or group of sites shapes the reconstructed phylogenetic tree. It provides an easy way to identify sites that should be excluded before a dataset is used for phylogenetic inference. The method is able to detect sites that are attributed to drug resistance and homoplasies. There have been studies where trees from different partitions of the genome are compared in order to quantify phylogenetic incongruence or detect recombination. This is because trees based on single genes usually differ from each other [156], although not here, as TB is a highly clonal organism. However when a single site is removed from an alignment, it is not expected that a different tree topology would be inferred as the likelihood of the data at a site given the tree is usually a very small contribution to the estimation. In our dataset, however, approximately 5% of the sites individually affect the estimated tree topology. These sites may contain signals that mask the true evolutionary relationship between the isolates.

The influence value approach proposed by [11] aims to detect sites along the alignment that do not support the reference phylogeny and ultimately
delete them from the tree analysis. This is quite different from the approach described here as we look for sites that support the reference tree (i.e. when they are removed from the alignment, a different tree is inferred) and term them disruptive. The major reason for the difference in approach is that in [11], the data analysed meets certain criteria that differs from a typical tuberculosis dataset. Firstly, it was stated that their data had enough variation that would clearly resolve the phylogenetic topology. As such the outlier sites are sites that do not strengthen the support for the topology of the reference tree and should hence be removed. Secondly, our data is based on the whole genome whereas theirs is based on a single gene and as such the hypothesis of different areas of the genome evolving at a different rates and masking tree signal does not hold for their data.

The metric used in this analysis detects differences near the root and as a result, trees that have distances much greater than zero from the reference tree may be as a result of sites that support certain branching deep in the tree that may not be reflective of the true evolutionary relationships. Branching events deep in the tree are typically challenging to infer [70] and the presence of a disruptive site in a whole sequence alignment indeed makes it more difficult.

It is always hoped that in a sequence alignment the true phylogenetic signal is present in at least some of the sites, other sites will represent, to varying degrees, phylogenetically uninformative noise or signals of selection (or recombination, where present). In the case of the simulated data, there is enough variation to infer the tree, thus when we remove certain sites, they change tree topology. For empirical data such as our tuberculosis dataset, there may not enough variation to infer the true tree and as such a single site may contain crucial piece of information that helps infer the true topology and removing such sites would be detrimental to phylogenetic inference.

Some of the top distance sites are in genes associated with resistance: these genes are generally thought to be diversifying more frequently [199] and as such may contain disruptive signals. Studies have found that more than half of new cases of MDR TB are among people who have never been treated for tuberculosis before pointing to the importance of transmission of resistance [161]. This suggests that there is enough transmitted resistance and as such sites located in resistance genes may actually be informative. The sampling
strategy plays a key role in the sense that if isolates in the data set are specifically chosen because they are resistant as is the case here, then one would expect to see more homoplasies and disruptive sites.
<table>
<thead>
<tr>
<th>Site number</th>
<th>Distance</th>
<th>Gene</th>
<th>Resistance Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site 8728</td>
<td>190.55</td>
<td>Rv1587c</td>
<td>No</td>
</tr>
<tr>
<td>Site 4314</td>
<td>156.08</td>
<td>Rv0731c</td>
<td>No</td>
</tr>
<tr>
<td>Site 4036</td>
<td>138.16</td>
<td>rpoB</td>
<td>Yes</td>
</tr>
<tr>
<td>Site 11079</td>
<td>124.67</td>
<td>pks12</td>
<td>No</td>
</tr>
<tr>
<td>Site 7506</td>
<td>122.32</td>
<td>moeY</td>
<td>No</td>
</tr>
<tr>
<td>Site 5634</td>
<td>119.93</td>
<td>Intergenic</td>
<td>No</td>
</tr>
<tr>
<td>Site 17043</td>
<td>118.54</td>
<td>PPE54</td>
<td>No</td>
</tr>
<tr>
<td>Site 18097</td>
<td>114.51</td>
<td>REP-8</td>
<td>No</td>
</tr>
<tr>
<td>Site 5633</td>
<td>114.24</td>
<td>Intergenic</td>
<td>No</td>
</tr>
<tr>
<td>Site 8864</td>
<td>96.18</td>
<td>cydB</td>
<td>No</td>
</tr>
<tr>
<td>Site 10298</td>
<td>76.90</td>
<td>katG</td>
<td>Yes</td>
</tr>
<tr>
<td>Site 5090</td>
<td>73.76</td>
<td>PPE13</td>
<td>No</td>
</tr>
<tr>
<td>Site 5447</td>
<td>68.84</td>
<td>purH</td>
<td>No</td>
</tr>
<tr>
<td>Site 18529</td>
<td>64.69</td>
<td>PE-PGRS55</td>
<td>No</td>
</tr>
<tr>
<td>Site 4031</td>
<td>64.49</td>
<td>rpoB</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.1: Table the genes, distances of top distance sites along alignment. The resistance column is compiled from the TB drug resistance mutation database [159]
Inferring transmission events using genomic and epidemiological data: is there ongoing transmission in Norway?

Introduction

Understanding the dynamics of transmission is key for developing effective policies and strategies that reduce the spread of infectious diseases. In particular, this can provide a mechanism to quantify factors associated with heightened transmissibility and susceptibility to carriage and infection which could help identify effective interventions to reduce transmission. All infectious disease outbreaks are characterized by a transmission network: a directed graph that shows who infected whom. A transmission tree consists of a set of nodes and edges where there is an edge from node $a$ to node $b$ if $a$ infected $b$. A transmission network may be composed of multiple unconnected subtrees, each representing independent chains of transmission. Each transmission chain has an origin, representing a new introduction of the pathogen into the population. Outbreak reconstruction based on traditional epidemiology typically involves collection of epidemiological data such as details of exposure to infection, exhaustive contact tracing and locations where the disease may have spread. This is usually challenging especially
in cases of chronic infections where there is a considerable amount of time from when a patient is infected to when he/she is diagnosed. Genetic data of pathogens provides valuable additional information on inferring transmission events between cases in a disease outbreak, especially in situations where reliable contact tracing data is not available [94]. This data has the potential to inform inference on transmission with the central idea being that genetic change and disease transmission occur on a comparable timescale and as such comparing pathogen sequences of infected individuals would yield valuable insights to the inference of who infected whom.

In this chapter we give a summary of current methods used to investigate transmission of infectious diseases using sequence data with a focus on TransPhylo, a method developed by Didelot et al [48]. We use this method on tuberculosis data from Norway in order to determine if there is ongoing transmission of tuberculosis among migrants.

5.1 Genetic data and transmission inference

The availability of next generation sequencing methods and the reduction in the cost of sequencing has made a huge amount of genomic data readily available. The basic question to answer is: given the genetic sequences of isolates collected from infected individuals, can we compare them in a statistical way to determine the infector/infectee relationships? Several statistical methods have been developed to answer this question.

5.1.1 Threshold of genetic similarity

A simple approach would be to assess pairwise sequence differences and set a threshold for the number of substitutions above which transmission is ruled out. The main idea is that the greater the similarity between samples taken from two different hosts, the more likely they are to be a transmission pair. Walker et al [185] ruled out transmission between pairs when they differed by more than 12 single nucleotide polymorphisms (SNPs) over 6 years. Other studies have used existing SNP thresholds to define transmission links [122, 78, 188]. This method also can be used to group individuals into clusters and then rule out transmission between individuals in different clusters.
Although this approach can rule out transmission in a quite simple way, it cannot generally determine the direction of transmission except with the use of field data which may not be complete.

5.1.2 Genetic distances

This method makes use of genetic distances between sampled isolates. Genetic distance data can be used as an indicator of how many transmissions there might be along a transmission tree from an individual down to another individual whose distance is being measured [102]. This method involves weighting transmission links by a function of observed genetic distance. The distances can be used to create a network such as minimum spanning, neighbour joining or median joining networks to visualize transmission. Jombart et al [96] constructs a transmission tree by finding the spanning tree of the sampled sequences that minimizes/maximizes a set of edge weights. Spada et al [170] also used genetic distances to infer the transmission tree of five children with Hepatitis C virus by finding the spanning tree of the sequences that minimizes the sum of genetic distances across its edges.

5.1.3 Genetic distances and epidemiological data

A third approach involves the combination of genetic and epidemiological data to weight transmission events using a pseudo likelihood approach [98]. This approach utilizes a likelihood component that describes the probability that a set of mutations occurs between two pathogen samples from different hosts given their epidemiological relationships. This is usually based on certain assumptions on transmission bottleneck (number pathogens transmitted from infector to infectee), pathogen evolution and so on. Jombart et al [94] developed a method that makes use of genetic distance data and sampling times to infer likely transmission events, dates of infections, and unobserved cases. They also allow for multiple introductions of infection thus distinguishing whether the the cases are linked by a single connected transmission tree or a transmission network consisting of smaller transmission trees. Ypma et al [196] developed a method that combines genetic, geographical and temporal data to calculate the likelihood of a transmission tree and used this method to infer transmission events of an influenza out-
break among poultry farms in the Netherlands. Both methods assume that pathogen evolution occurs at the point of transmission and neglect in-host pathogen diversity. Morelli et al. [138], on the other hand proposes a method that is a variation of both but considers in-host genetic diversity.

5.1.4 Using phylogenetic trees

Another commonly used approach is use of phylogenetic trees. A phylogenetic tree reconstructed from genetic sequence data contains information of past transmission dynamics [184] and as such can inform transmission inference. This approach is based on the reconstruction of ancestries between hypothetical common ancestor (internal nodes) and sampled isolates (tips) [96]. Although the transmission tree and the phylogenetic tree of an outbreak may appear as two representations of the same tree, they are in fact different in meaning and properties for the following reasons:

- **Topology**
  
  Phylogenetic trees are undirected, on the other hand, transmission trees are directed, therefore there is ambiguity around the direction of transmission even if the transmission tree is topologically identical to the phylogenetic tree. The internal nodes of a phylogenetic tree depict the hypothetical common ancestors of sampled pathogen sequences (tips), on the other hand, the internal nodes and tips of a transmission tree are the hosts in an outbreak (which may be sampled or not). Also in a phylogenetic tree, the timing of coalescence of lineages takes place prior to transmission while in a transmission tree, this coalescence corresponds to a transmission event. This difference in branch length between the two trees depends on the generation time (time from when an individual gets infected to when the individual becomes infectious) and within-host dynamics [197].

- **Within host diversity**

  Some methods [39, 38] identify transmission events as branching events in a phylogenetic tree, this depends on the assumption that no evolution occurs with in a host from infection to onset of infectiousness and is well suited for pathogens with a small generation time. For
pathogens with long latent periods it is expected that the infecting agent would undergo evolutionary changes with several lineages being transmitted to secondary cases [49]. Also the pathogens that infect a host are not necessarily identical to the ones sampled from the host. Ypma et al [197] show that not considering the fact that several lineages of a pathogen can be present in a host can lead to biased estimates of transmission parameters.

- **Sampling density**

Typically not all cases of an outbreak are sampled and as such the possibility of linking two sampled cases via an unsampled case is not considered. This can introduce errors in the inference process. For example, in an outbreak, it seems intuitive to rule out transmission between two cases, a and b that are not paired in a phylogenetic tree (i.e. a pair of tips that are adjacent to a common ancestor node) as one would expect the evolutionary distance between transmission pairs to be relatively small. However even when a and b are not phylogenetically paired, there are scenarios when the transmission pair may be genuine. For instance, either of them may be a common source of infection for the other along side other sampled cases in a clade and ruling out transmission in this situation would be erroneous.

Despite these differences, phylogenetic trees can be used in a framework that ensures its consistency with the transmission tree. Several frameworks have been developed [197, 49, 48, 98].

### 5.1.5 Bayesian inference of transmission trees

Bayesian inference provides a framework for better tree inference as it involves the use of likelihood functions that are consistent with models that appropriately represent the underlying processes [110]. The output of Bayesian inference is a posterior distribution which can be used to generate statistics of interest. This approach usually involves specifying a model that defines the underlying epidemiological process (which could be any of the generic SIR type models), and in some cases a model for sequence evolution. The joint posterior distribution of the model parameters and data is defined as
\[ P(\beta, T|G) \propto P(G|\beta, T)P(\beta) \]

where \( T \) is the transmission tree, \( \beta \) are the model parameters and \( G \) is the observed data which could be genetic sequences or a phylogenetic tree. \( P(G|\beta, T) \) is the likelihood function and \( P(\beta) \) represents our prior knowledge of model parameters. There are several variations of this in literature depending on whether there is joint inference of the phylogenetic tree and transmission tree [197, 44], inclusion of location data [137, 138], whether within host diversity is considered [44, 44, 197, 84], whether unsampled cases are considered [44, 148, 48]. Table 5.6 shows some available Bayesian inference methods used to infer transmission trees with differences with respect to these variations.

5.2 Comparing Transmission Trees

Bayesian inference of transmission trees leads to a posterior collection of transmission trees alongside posterior model parameters. In order to analyze these posterior collections of transmission trees, a means of comparison is needed. One of such is the transmission tree metric proposed by [99]. A metric such as this allows us to understand posterior uncertainty, sensitivity to priors and also identify a representative median tree from a collection of trees. This metric assumes that each individual is infected at most once, and that each transmission tree has a unique source (i.e. no multiple introductions of the disease). It also allows for unsampled cases to be amongst the nodes of the transmission tree. A vector containing the depth of every pair of nodes is created for each transmission tree. The depth of a pair of nodes is the number of edges from the source case to the most recent ancestor of the pair. The distance between two transmission trees is the Euclidean distance between their vectors. Since the number of unsampled cases may differ in trees to be compared, the vectors are constructed for the sampled cases only.

Due to the fact that the metric considers distance from the source case, differences in historic transmissions are given more emphasis than recent transmission differences. This could cause two trees that have a different source case but very similar transmission events to be a large distance apart.
However, during investigation of an outbreak, importance is usually given to finding the source case as this could help with preventing onward transmission. The metric is implemented in the package treespace [99] in R.

5.3 TransPhylo

In this section we describe a Bayesian method used to reconstruct transmission trees using phylogenetic trees that accounts for unsampled cases and within host diversity developed by [48]. This is done in a two-step process as specified in [49]:

- Construct a timed phylogeny $P$ using any of the existing tree reconstruction methods.
- Infer the underlying transmission tree $T$ given $P$ by colouring the branches of phylogeny with a unique colour for each host so that a change in colour represents a transmission event between hosts.

Let $\theta$ be the transmission and sampling model parameters, and $N_e g$ the within host population evolutionary parameter i.e. the product of the in-host effective population size $N_e$ (the size of an idealized (neutrally evolving, homogeneous) population that is otherwise equivalent to an observed population. ) and the generation time $g$ (time from between getting infected and onset of infectiousness). Then the Bayesian decomposition is
\[ P(\theta, N_e g, T|\mathcal{P}) \propto P(\mathcal{P}|N_e g, T) P(T|\theta) P(\theta) P(N_e g) \] (5.1)

The last two terms are prior distributions which are assumed to follow a gamma distribution.

**Model for evolution within hosts**

For the model of evolution within hosts, the following assumptions concerning the link between phylogenetic trees and a transmission trees are made:

- Each individual is infected at most once
- A single pathogen initiates each infection and a single genome of this pathogen is obtained at sampling (complete bottleneck).
- The pathogen is a random sample from the infector’s pathogen population at the time of infection. When an individual is infected, evolution occurs and it is assumed that this is a neutral coalescent process with constant population size \( N_e \) i.e. any two lineages in a host coalesce at a constant rate \( N_e g \).

Using the above, the phylogeny \( \mathcal{P} \) is simulated under a given transmission tree \( T \) and parameter \( N_e g \) by independently generating a subtree for each host and pasting them together to produce \( \mathcal{P} \). The subtree in each host \( j \) has a single root at the time \( j \) is infected and a leaf when \( j \) is sampled and a leaf for each host that \( j \) infects. Each lineage within a host coalesce at the rate \( N_e g \) and rejection sampling is used to ensure that only a single lineage exists when a host is infected.

5.3.1 Model for epidemiological process between hosts

In this section we describe the epidemiological model as provided in [48]. The process of spread of the pathogen in a population is through contact transmission. The model for the spread of the pathogen in a population is considered to be a stochastic branching process where the number of individuals an infected individual transmits to is drawn from an offspring distribution \( \alpha(k) \).
which is assumed to be the negative binomial distribution with parameters \( r \) and \( p \). The probability of having \( k \) offspring is thus \( \alpha(k) = \binom{k+r-1}{k} p^k (1-p)^r \). This determines the reproduction number of the outbreak, which is the average number of individuals a single infectious individual can transmit to during an outbreak. It is given as the mean of the negative binomial distribution i.e. \( \frac{rp}{1-p} \). The time between when an individual gets infected and when the individual becomes infectious (generation time) is drawn from a generation time distribution \( \gamma(\tau) \) which is assumed to be a gamma distribution. The time from when an individual gets infected to when the individual is identified by the health sector is drawn from a sampling time distribution \( \sigma(\tau) \) which also assumed to be a gamma distribution.

5.3.2 Probability of a Transmission tree \( P(T|\theta) \)

In order to calculate the probability of a transmission tree, TransPhylo considers two scenarios as specified in [48]: a finished outbreak (no more infected cases) and an ongoing outbreak (observation ends at some time \( t = T \)). TransPhylo accounts for the possibility of unsampled cases, as such an individual may be included in a transmission tree (either by being sampled or by leading through transmission to at most one sampled individual) or excluded i.e. the individual and all their descendants are not sampled. Let the probability of being excluded in a transmission be \( \omega \) and the probability of being sampled be \( \pi \).

**Finished Outbreak**: In this scenario, the outbreak is finished and there are no more infected individuals. We let the subscript \( + \) denote all probabilities associated with this scenario. Since the outbreak is finished, all individuals are sampled with the same probability. In this scenario, the probability of being excluded is given by

\[
\omega_+ = (1 - \pi) \sum_{k=0}^{\infty} \alpha(k) \omega_+^k
\]

The probability generating function of the offspring distribution is given as \( G(z) = \sum_{k=0}^{\infty} \alpha(k) z^k = \left( \frac{1-p}{1-pz} \right)^r \). Applying this to 5.2, we have
\[ \omega_+ = (1 - \pi)(1 - p_\omega) \]

The value for \( \omega_+ \) is obtained by finding the root of the equation. The probability that an individual has \( k \) offspring of which \( d \) are included is

\[ \sum_{k=d}^{\infty} \binom{k}{d} \alpha(k) \omega_+^{k-d}(1 - \omega_+)^d. \]

Each included individual in the transmission tree will have its own term and as such the modified offspring function is defined as:

\[ \alpha_+(d) = \sum_{k=d}^{\infty} \binom{k}{d} \alpha(k) \omega_+^{k-d} = \alpha(d) + (d+1)\alpha(d+1)\omega_+ + \ldots \]

We see that when there is full sampling \( \pi = 1 \) and \( \omega_+ = 0 \), then \( \alpha_+(d) = \alpha(d) \). Each transmission tree would have \( n \) nodes which correspond to the included individuals of which some would be sampled and others not sampled. Let \( t_{i^{sam}}^i \) and \( t_{i^{inf}}^i \) be the sampling and infection times of individual \( i \), with \( d_i \) representing the number of its offspring. To calculate the probability of a transmission tree, the root node \( \rho \) of the tree is considered. The node has \( d_\rho \) offspring and a subtree for each of its offspring. The probability of a transmission tree, \( T \) is thus:

\[ p_+(T|\theta) = (1-\pi)^{1-s_p} (\pi \sigma(t_{p^{sam}}^i - t_{p^{inf}}^i))^{s_p} \sum_{k=d}^{\infty} \binom{k}{d} \alpha(k) \omega_+^{k-d_p} \prod_{j=1}^{d_p} p_+(T_j) \gamma(t_{j^{inf}}^i - t_{j^{inf}}^p) \]

where \( s_i = 1 \) if an individual is sampled and zero if unsampled and \( T_j \) are the subtrees of a node. Rearranging this and using the modified offspring function gives

\[ p_+(T|\theta) = (1-\pi)^{1-s_p} (\pi \sigma(t_{p^{sam}}^i - t_{p^{inf}}^i))^{s_p} \alpha_+(d_p) \prod_{j=1}^{d_p} p_+(T_j) \gamma(t_{j^{inf}}^i - t_{j^{inf}}^p) \]

Repeating this for all the nodes the probability of the transmission tree gives
\[ p_+(T|\theta) = \prod_{i=1}^{n} \left[ (1-\pi)^{1-s_p} (\pi \sigma (t_{pam}^{inf} - t_{p}^{inf}))^{s_p} \alpha_+(d_p) \prod_{j=1}^{d_i} \gamma(t_{j}^{inf} - t_{j}^{inf}) \right] \] (5.3)

**Ongoing outbreak scenario:** In this scenario, let \( \pi_t \) and \( \omega_t \) be the probability of being sampled and excluded at time \( t \) respectively. The ongoing outbreak is observed up to a time \( T \). As such individuals who become infected just before time \( T \) have a lower chance of being sampled. The probability of being excluded is also affected by stopping the observation before the end of the outbreak. Individuals who are infected at time \( t \geq T \) are excluded with probability 1 and individuals infected close to the start of the outbreak are excluded with a probability that is close to the finished outbreak scenario i.e. as \( t \to -\infty \), \( \omega_t \to \omega_+ \). Thus we have:

\[
\pi_t = \int_{0}^{T-t} \alpha(\tau) d\tau,
\]

and

\[
\omega_t = (1-\pi_t) \sum_{k=0}^{\infty} \alpha(k) \left[ \int_{t}^{\infty} \gamma(\tau) \omega_{t+\tau} d\tau \right]^k = (1-\pi_t) \sum_{k=0}^{\infty} \alpha(k) \prod_{j=1}^{k} \left[ \int_{t}^{\infty} \gamma(t_{j}^{inf} - \tau) \omega_{\tau} d\tau \right].
\]

If we let \( \hat{\omega}_t = \left[ \int_{t}^{\infty} \gamma(t_{j}^{inf} - t) \omega_{\tau} d\tau \right] \), then we have that

\[
\omega_t = (1-\pi_t) G(\hat{\omega}_t) = (1-\pi_t) \left[ \frac{1-p}{1-p\omega_t} \right] \] (5.4)

as in the finished outbreak scenario. It remains to compute the \( \hat{\omega}_t \). Simplifying and applying the fact that \( \omega_t = 1 \) for \( t \geq T \)

\[
\hat{\omega}_t = \int_{t}^{T} \gamma(\tau - t) \omega(\tau) d\tau + \int_{T}^{\infty} \gamma(\tau - t) d\tau
\]

The second term of the sum can be calculated explicitly to give a function say \( H(t) \). To compute the first term, the trapezoid method of integration is
used. The trapezoid method is a numerical method that approximates the value of a definite integral by using \( n \) trapezoids formed by using straight line segments between the points as shown in Figure 5.2.

![Figure 5.2: Illustration of the trapezoid method. The area of a trapezoid is equal to the sum of the area of the triangle and the rectangle, the integral is the sum of the areas of the trapezoids.](image)

The trapezoid method gives that

\[
\int_a^b \gamma(a) = \frac{\Delta t}{2} \left( \gamma(t_0) + 2\gamma(t_1) + \ldots + 2\gamma(t_{n-1}) + \gamma(t_n) \right)
\]

With \( k \) trapezoids we have \( t_1, t_2, \ldots, t_k \) time points. Let \( t_i = T - i\Delta t \). Applying this we have

\[
\int_t^T \gamma(\tau-t)\omega(\tau)d\tau = \frac{\Delta t}{2} \left( \gamma(T-t_0)\omega(t_0) + 2\gamma(T-t_1)\omega(t_1) + \ldots + \gamma(T-t_{k-1})\omega(t_{k-1}) + \gamma(0)\omega(t_k) \right)
\]

\( \gamma(0) = 0 \) thus we have
\[
\int_{t}^{T} \gamma(\tau - t) \omega(\tau) d\tau = \sum_{i=0}^{k-1} c_i \gamma(T - t_i) \omega(t_i),
\]

where

\[
c_i = \begin{cases} 
\frac{\Delta t}{2}, & \text{if } i = 0 \\
\Delta t, & \text{otherwise}
\end{cases}
\]

Substituting these in 5.4, we have

\[
\omega(t_k) = \left[ \frac{1 - p}{1 - p(H(t) + \sum_{i=0}^{k-1} c_i \gamma(T - t_i) \omega(t_i))} \right]^r
\]

(5.5)

5.3.3 Probability of the phylogenetic tree given the transmission tree and within host parameter \( P(\mathcal{P}|N_e g, T) \)

In this section, we calculate the probability of the phylogenetic tree as described in [49]. The phylogeny \( \mathcal{P} \), is related to the transmission tree by associating each point on \( \mathcal{P} \) to a host: each host is represented by a unique color \( c \), and a branch segment is coloured with \( c \) if it represents evolution within host \( i \). Thus a change in colour along the branches of \( \mathcal{P} \) represent a transmission event. Therefore \( \mathcal{P} \) can be seen as a collection of subtrees \( \mathcal{P}_i \) for each included host, where \( \mathcal{P}_i \) is the collection of branches coloured with \( c \). These subtrees are independent as \( \mathcal{P}_i \) represents the evolutionary process in host \( i \). Each \( \mathcal{P}_i \) has \( n_i \) leaves, where \( n_i \) is the number of individuals infected by host \( i \) plus one (if \( i \) is sampled). Since \( \mathcal{P}_i \) is conditional on \( T \), the dates \( d_{i,j} \) of the \( j = 1 \ldots n_i \) leaves are known. These dates correspond to the infection times of all \( i \)'s infectees and its sampling time (when \( i \) is sampled).

The date \( r_i \) of the root of \( \mathcal{P}_i \) is also known, as this is the infection time of host \( i \). The probability is thus

\[
P(\mathcal{P}|N_e g, T) = \prod_{i=1}^{n} P(\mathcal{P}_i|N_e g, d_{i,j}, r_i).
\]

\( P(\mathcal{P}_i|N_e g, d_{i,j}, r_i) \) is the probability of the subtree \( \mathcal{P}_i \) under the coalescent given the dates of its leaves and that there is only one ancestor at the time \( r_i \),
when host \( i \) is infected. To calculate this probability, we consider arranging the leaves in order of increasing age, such if \( k > j \), then \( d_{i,k} > d_{i,j} \). For each leaf \( j \), consider adding it to the phylogeny formed by the previous leaves \( 1 \ldots j - 1 \). The first leaf is a linear genealogy with probability 1. The second leaf has to coalesce with the first leaf before the infection time \( r_i \). Similarly the third leaf has to coalesce with the phylogeny formed by the previous leaves before \( r_i \). Repeating this process for all the leaves make up \( \mathcal{P}_i \). Let \( A_j \) depict the sum of the branches formed so far between the time of leaf \( j \) and the time where it coalesces with an ancestor of a previously added leaf. Also let \( B_j \) be the sum of the branch lengths between the time of leaf \( j \) and time \( r_i \). \( A_j \) is exponentially distributed with rate \( N_e g \), however there is a condition that \( A_j < B_j \), therefore we have that:

\[
P(\mathcal{P}_i|N_e g, d_{i,j} r_i) = \prod_{j=2}^{n_i} \frac{\exp(-A_j/N_e g)}{N_e g(1 - \exp(-(B_j/N_e g))} \tag{5.6}
\]

Figure 5.3: Left: A coloured phylogenetic tree, each colour corresponds to a host and each lineage is coloured by the host it was in at the time. Right: the subtree in host \( A \), with the \( d_{A,j} \) shown.
Figure 5.4: **A**: An example of a coloured phylogeny on 7 tips: each host has a unique colour to depict the evolution within each host, the red stars depict transmission events. **B**: Corresponding transmission tree: vertical arrows represent transmission between cases, and the sampled individuals have a red circle on them.

### 5.4 Penalized tuberculosis transmission

Smear-negative patients are not as infectious as smear-positive patients, and it is reasonable to assume that they transmit tuberculosis with less efficiency. We therefore modified the probability of a transmission tree in a way to account for this. We do this by penalizing transmission events which have infectors that are smear negative. We assume that each smear negative infector makes a transmission tree only 75% as likely as it would be if the infector was smear-positive. As such in the update process of the MCMC, the chances of accepting a transmission event that has such an infector is reduced. We also assume that patients with extra-pulmonary tuberculosis are only 1% as likely to transmit the disease as pulmonary tuberculosis patients, and apply this penalization to the probability of a transmission tree. These penalties imposes a mathematical preference for transmission trees that do not have infectors who have extra-pulmonary tuberculosis and/or are smear negative. As such the inferred transmission trees are pulled away.
from estimates in the baseline model without smear status and/or type of tuberculosis, and pulled towards estimates that have fewer transmission events from smear negative and/or extra-pulmonary TB patients.

This approach is generally referred to as a penalized likelihood. Penalized likelihood methods augment the usual likelihood with a penalty function that encodes information about what parameter values are undesirable. A penalized log-likelihood is just the log-likelihood with a penalty subtracted from it that will pull or shrink the final estimates from regions in the posterior distribution that are undesirable [31]. The penalized likelihood, $\hat{L}(T)$ is therefore

$$\hat{L}(T) = L(T) - \lambda$$

where $L(T)$ is the log-likelihood function, and $\lambda$ is the penalty term.

5.5 MIGRATION AND TUBERCULOSIS IN LOW INCIDENCE COUNTRIES

The ‘End TB strategy’ of the WHO has as a goal to reduce the global incidence of tuberculosis (TB) to 100 cases per million population by 2035. This means that the incidence rates across the globe must reduce to the what is obtainable in low incidence countries. Low incidence countries also must aim to attain lower incidence levels. Over the years, the incidence rates of tuberculosis (TB) have fallen in many high income countries but risen in many developing countries. International migration, which is one of the most notable characteristics of human society, has increased over the years as the world’s population becomes more mobile. More than three percent of the world’s population is currently living outside their country of birth as a result of industrialization [180]. As the number of people that migrate across wider ecological spaces, the probability of migration to affect public health, especially in terms of the spread of infectious diseases, increases. [22]. Immigrants who move from countries with high infectious disease incidence can pose a significant challenge for national disease control and elimination strategies for the countries they enter. This is because most of the tuberculosis burden is concentrated in high-burden settings of Africa and Asia (28% and 58%, respectively) where the cause of morbidity and mortality has been constantly attributed to tuberculosis.
International migration is the main challenge for TB prevention program in the low incidence countries [42], as tuberculosis particularly affects poor and vulnerable populations of which migrants make up a key proportion. Although tuberculosis incidence has fallen in these countries over the years, the overall changes hide an important disparity: while local-born cases have remained static or decreased, foreign-born cases have decreased more slowly or increased. The proportion of tuberculosis cases in low incidence countries that are immigrants can be anticipated to continue to increase and may lead to overall resurgence of the TB epidemic in western world [36]. Pareek et al [147] point out that this observed tuberculosis burden among migrants occurs as a result of either of the following:

- Migrants originating from countries with high tuberculosis burden have a high risk of acquiring tuberculosis before migration [198]. Also although most migrants are healthy, conditions surrounding the migration process can pose health risks and vulnerability to tuberculosis. As such they may arrive in the host country with active tuberculosis although this is relatively a small fraction [7].

- Migrants arrive host country with latent tuberculosis and difficulties such as inequalities in accessing health services, substandard quality of care, marginalization, and discrimination or the living condition of immigrants predispose them to a higher risk of reactivation.

- Migrants acquire tuberculosis after arrival through local transmission.

In low-incidence countries, preventing transmission within immigrant groups originating from high-incidence countries is of utmost importance if the overall TB incidence is to be reduced further. However, detecting transmission within immigrant populations remains a complicated task as it requires the ability to distinguish between repeated import and transmission post arrival in the host country.
5.6 Determining transmission events among immigrants in Norway

Although Norway is one of the few countries with low tuberculosis incidence, the incidence is not on the decline. It is generally believed that the TB level and incidence in Norway largely reflects the level of immigration from countries with a high incidence of the disease [22, 60]. During the last decade, Norway has received about 50,000 immigrants, the majority of these being from former Yugoslavia, Iraq, and countries in the horn of Africa [41]. With effective case-finding and case-management, TB transmission from immigrant populations to the Norwegian-born population has been found to be very limited [40], but does occasionally occur [57].

We apply TransPhylo to tackle a major public health conundrum, namely whether immigrants diagnosed with TB were infected before (imported cases) or after arrival in Norway (local transmission). [82]. Based on 24-loci Mycobacterial Interspersed Repetitive Unit (MIRU) typing, 129 clinical M.tuberculosis NAL3C isolates from 127 patients, collected between 1997 and 2015 were sequenced at the National Reference Laboratory for Mycobacteria (NRLM) Norway. A total of 1418 variable sites were identified, resulting in a mean pairwise-SNP distance of 43.22 separating the NAL3C isolates. We focus on this a large genotypic cluster for our analysis. One of the outputs
of TransPhylo is the posterior distribution of infection times, $T_{inf}$, of the cases. These are then compared with the time of arrival in Norway of each case to ascertain whether they became infected before or after their arrival in Norway.

A posterior distribution of timed phylogenetic trees were constructed using BEAST [51] with a GTR model and a relaxed clock model. A total of 2700 timed phylogenetic trees were obtained from BEAST. Analysing each tree separately would be computationally intensive. One commonly used approach to summarise a distribution of phylogenetic trees is the maximum credibility method. This method evaluates each of the sampled posterior trees and every clade within a tree is given a score based on the fraction of times it occurs in the sampled distribution. The score of a tree is then the product of these scores. The tree with the highest score is called the maximum credibility tree. Another method that would reduce computational cost involves analysing the distribution with a phylogenetic tree metric such as Kendall-Colijn metric discussed in section 4.6. Figure 5.7 gives a visualization using multidimensional scaling of the distances between these trees, with the median (MT) and median credibility clade (MCC) trees highlighted. In the plot each point represents a tree, and the distance between any pair of points approximates the distance between them given by the metric described in section 4.6.

5.6.1 Transmission reconstruction

The MCC (figure 5.6)tree of the 129 isolates is characterized by long branch lengths with a few clades that have relatively shorter branch lengths (figure 5.6). As the branch lengths of a timed phylogenetic tree represents duration of evolution [5], it is intuitive to assume that these clades represent densely sampled clusters of cases whereas the longer branches depict cases with unsampled infectors. Indeed the overall structure of the phylogeny suggests that the clinical TB cases in Norway represented are samples drawn from a large unsampled population. Thus we reasoned that putative transmission-clusters in Norway would be represented by sub-clades of closely related isolates. Based on the the overall structure of the phylogeny, we selected clades with a minimum of four cases, and with a maximal mean pairwise SNP-distance of 5 or fewer SNPs within the clade for transmission inference.
Five clades match this criteria (clades a, b, c, d and e in figure 5.8). Most of
the cases in the selected clades come from countries in the horn of Africa,
with one case each from Ghana, Gambia, Iran, Thailand and Norway as seen
in figure 5.8.

The prior of the generation time distribution in TransPhylo, which is a
gamma distribution can be seen to reflect the variable disease progression of
tuberculosis which could either be rapid with short time interval from time of
infection to onset of infectiousness or very long with infection leading to long
latent periods before the onset of infectiousness. Estimating the parameters
of the prior distribution is challenging, especially when the sampling density
is unknown. However, for the five sub-clades identified above, we can assume
a high sampling density based on the extremely limited observed diversity
within each clade. We estimated the parameters of the sampling and gener-
atlon time distributions from the subtree of the least diverse clade (clade A;
mean pairwise SNP-distance = 0), assuming 95% sampling.

We ran 100,000 MCMC iterations with ten different choices for the priors
for the sampling and generation times. We chose shape and scale parameters
of the gamma distribution that give a mean of 4 – 5 years for the generation
time distribution. This is uninformative as the variance is large and as such
is permissive to allow for very short and long generation times. Case finding
and management of tuberculosis is quite effective in Norway, and as such,
we chose a gamma sampling distribution with mean between 2.5 – 3 years.
Altogether, we chose ten different shape and scale parameters that meet
these criteria (Table 2a).

We start off with clade A, run the inference procedure using these different
choices for the priors of the sampling and generation times, whilst assuming
a very high sampling proportion. We thus obtain ten different posterior sam-

Figure 5.7: Posterior distribution of timed phylogenetic trees with the max-
imum credibility clade tree (MCC) and median tree (MT) highlighted in red.
The median tree is obtained using the Kendall-Colijn metric metric described
in section 4.6
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pling and generation time distributions whose shape and scale parameters (obtained by fitting a gamma distribution to the posterior generation and sampling times respectively using the function \textit{fitdistr} in the \texttt{MASS} package in \texttt{R}; these are shown in Table 2b) are then used as inputs for the inference of transmission events on the other clades.

5.6.2 Probability of infection prior to arrival

We can quantify the probability that an individual was exposed to their TB strain prior to their arrival in Norway, using the posterior times of infection. If we know the arrival time $t^i_{arr}$ for case $i$, and we let the posterior time of infection density be called $L^i(\tau)$, then the probability that $i$ was infected after arrival is just the portion of the posterior that lies above $t^i_{arr}$:

$$P(t^i_{inf} > t^i_{arr}) = \int_{t^i_{arr}}^{t^i_{max}} L^i(\tau)d\tau. \quad (5.7)$$

If the arrival is uncertain, and we only know that case $j$ arrived between minimum time $m_j$ and maximum time $M_j$, then we can integrate out the unknown time of arrival to find the marginal probability that $j$ was infected.
Table 5.1: Tables showing (a) prior and (b) posterior parameter values for the generation time distribution on clade a (shape is $G_{sh}$, scale is $G_{sc}$) and sampling time distribution (shape is $S_{sh}$ and scale is $S_{sc}$).

After arrival in Norway:

$$P(t_{inf}^j > t_{arr}^j) = \int_{M_j}^{t_{arr}^j} P(t_{arr} = s)P(t_{inf}^j > s)ds$$
and we use (5.7) to obtain \( P(t_{\text{inf}} > s) \), and a uniform distribution (blue rectangles in the figures) for \( P(t_{\text{arr}} = s) \). These probabilities are averaged over 10 inference procedures using different prior distribution parameters.

5.6.3 Results

**Genetic diversity**: The high genetic diversity within the NAL3C cluster, combined with an overall phylogenetic structure characterized by multiple long terminal branches interspersed by a handful of tight clusters, suggest that the clinical TB cases in Norway represented samples drawn from a larger population of mainly unsampled cases presumably circulating in the horn of Africa.

**Posterior distribution of infection times**: Using the baseline model and the penalized likelihood approach outlined in section 5.4, we obtain posterior distributions of infection times for the cases in our clades of interest. Arrival time information is only available for some of the cases in our clades of interest. Figure 5.11 shows the arrival times of all cases from these clades for whom arrival times were retrievable (all in clades A, B and E), plotted
on top of the posterior infection time distribution for each individual (see methods section for details). It is quite clear that some of these patients (cases 30, 37, 40, 47, 54, 68 and 126) arrived in Norway before the estimated time $T_{inf}$. For all other cases, the estimated range for the time of infection has at least some overlap with the time of arrival.

**Posterior infection times using different input trees:** Clade $a$ was extracted from the median tree and three other random trees from the posterior distribution of timed phylogenetic trees obtained from BEAST. Using the same prior parameters for the inference procedure, we reconstruct the transmission trees. Figure 5.12 shows the posterior distributions of the infection times of the five trees plotted alongside the arrival times of the cases in the clade. Although, there are differences in the distributions as expected, with some portion of the distributions falling in regions not similar to those of the MCC tree, the conclusion of the probability of infection post arrival does not change drastically across the different trees.
Figure 5.11: Arrival times (in blue) plotted on top of estimated infection times for all cases of interest with available data. The case numbers are colored by clade assignment (clade a in green, clade e in orange and clade b in grey). The blue shaded area covers the time from earliest and latest possible arrival times, whereas a dotted single line indicates the latest possible arrival time. P-values indicate probability of infection after arrival in Norway, averaged over 10 different TransPhylo inference procedures. The country of origin of patients not originating from the Horn of Africa is annotated in black boxes.

Posterior infection times using different priors: We compare the posterior infection times obtained using different prior parameter combinations to assess the sensitivity of inference results to parameter choices. Figures 5.13 show this comparison for clades a, b and e using six different prior pa-
rameter values. The priors for clade \(a\) are taken from Table 1a, while the priors for the other clades are from Table 1b. Although there are slight differences in the infection time distributions inferred using different priors, the conclusion generally remains the same when these distributions are compared with arrival times in Norway.

**Probability of infection post arrival for two inference approaches:**

Using the posterior densities of infection times alongside the arrival times of the cases, we obtain probabilities of infection post arrival in Norway \(P(t_{inf} > t_{arr})\) as outlined in section 5.6.2. We average these probabilities over the 10 different inference procedures using the different priors in Table 2. Table 3 shows the probabilities obtained for the cases using the two approaches (penalized and baseline inference). On average these probabilities obtained from the penalized inference are higher than those obtained using the baseline inference. The cumulative frequency plot of these probabilities (Figure 5.15) shows that there are 16 cases with \(P(t_{inf} > t_{arr}) > 0.5\) and 12 cases with \(P(t_{inf} > t_{arr}) > 0.9\) for the penalized inference.

**Cases with no arrival information:** In clades \(a, b\) and \(e\) there were two cases without arrival time information. For one Somali case we could conclude that the patient likely contracted TB in Norway, as the inferred
Figure 5.13: Arrival times of cases in clades of interest plotted on their infection times obtained using six different prior parameter sets

Infector was also infected in Norway. The other case was an immigrant from Ghana, and hence also likely infected in Norway. Next, we looked into clades c and d for which arrival info was lacking for all isolates. For clade d, TransPhylo inferred that the same unsampled case had infected both a Norwegian, Ethiopian and two Somali patients, as well as a final Somali patient via another unsampled intermediate. This strongly suggest that all five patients contracted TB in Norway (Fig. 5.16). In clade d, all patients were Somali. This, combined with a lack of arrival information for these patients, makes it impossible to distinguish between transmission before or after arrival.
Figure 5.14: Multidimensional scaling plot of 1,000 transmission trees obtained from using 5 different prior parameters 1 – 5 in Table 4.2, coloured according to prior parameter set.

**Cases not in selected clades**: In order to obtain a more complete picture of transmission in Norway, beyond clades that were amenable to transmission inference using TransPhylo, the temporal phylogeny was further investigated manually for pairs and triplets of isolates for evidence of transmission in Norway. As the vast majority of immigrants from the Horn of Africa came to Norway after 1998 [59], we only included pairs and triplets with an estimated most recent common ancestor after 1995. Based on a combination of arrival times, disease manifestation and country of origin, we were able to identify another three instances of very probable transmission in Norway. For six cases it can be concluded that transmission in Norway was highly unlikely, whereas no conclusion could be drawn for 12 of the cases (see Tables 4, 5 and 6).
<table>
<thead>
<tr>
<th>Case</th>
<th>Clade</th>
<th>Country</th>
<th>$P_{NP}(t_{inf} &gt; t_{arr})$</th>
<th>$P_{P}(t_{inf} &gt; t_{arr})$</th>
<th>LNorway</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 109</td>
<td>A</td>
<td>Eritrea</td>
<td>0.03</td>
<td>0.08</td>
<td>No</td>
</tr>
<tr>
<td>Case 110</td>
<td>A</td>
<td>Eritrea</td>
<td>0.11</td>
<td>0.30</td>
<td>No</td>
</tr>
<tr>
<td>Case 111</td>
<td>A</td>
<td>Eritrea</td>
<td>0.50</td>
<td>0.98</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 112</td>
<td>A</td>
<td>Eritrea</td>
<td>0.22</td>
<td>0.40</td>
<td>No</td>
</tr>
<tr>
<td>Case 119</td>
<td>A</td>
<td>Eritrea</td>
<td>0.64</td>
<td>0.57</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 124</td>
<td>A</td>
<td>Eritrea</td>
<td>0.88</td>
<td>0.81</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 126</td>
<td>A</td>
<td>Eritrea</td>
<td>0.98</td>
<td>0.98</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 53</td>
<td>B</td>
<td>Sudan</td>
<td>0.01</td>
<td>0.30</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 97</td>
<td>B</td>
<td>Somalia</td>
<td>0.33</td>
<td>0.35</td>
<td>No</td>
</tr>
<tr>
<td>Case 121</td>
<td>B</td>
<td>Eritrea</td>
<td>0.78</td>
<td>0.80</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 103</td>
<td>B</td>
<td>Somalia</td>
<td>0.98</td>
<td>0.98</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 54</td>
<td>E</td>
<td>Somalia</td>
<td>0.99</td>
<td>0.97</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 81</td>
<td>E</td>
<td>Iran</td>
<td>0.99</td>
<td>0.97</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 30</td>
<td>E</td>
<td>Somalia</td>
<td>0.99</td>
<td>0.99</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 27</td>
<td>E</td>
<td>Ethiopia</td>
<td>0.12</td>
<td>0.27</td>
<td>No</td>
</tr>
<tr>
<td>Case 37</td>
<td>E</td>
<td>Somalia</td>
<td>0.98</td>
<td>0.97</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 38</td>
<td>E</td>
<td>Somalia</td>
<td>0.76</td>
<td>0.96</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 40</td>
<td>E</td>
<td>Somalia</td>
<td>0.99</td>
<td>0.99</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 52</td>
<td>E</td>
<td>Gambia</td>
<td>0.50</td>
<td>0.88</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 55</td>
<td>E</td>
<td>Somalia</td>
<td>0.45</td>
<td>0.96</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 47</td>
<td>E</td>
<td>Somalia</td>
<td>0.99</td>
<td>0.99</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 68</td>
<td>E</td>
<td>Somalia</td>
<td>0.98</td>
<td>0.97</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 5.2: Table summarizing main results of study. Probabilities of infection after arrival in Norway (Not Penalized: $P_{NP}(t_{inf} > t_{arr})$) and Penalized: $P_{P}(t_{inf} > t_{arr})$) are shown where available. We conclude that the cases are likely infected in Norway (LNorway) based on these probabilities.

Altogether, using the work-flow of contrasting TransPhylo inferred time of infection with time of arrival in Norway, 16 cases in clades A, B and E are identified that have a higher than 0.5 probability of having contracted TB in Norway. Two additional patients in these clades lacking arrival information were also determined to have contracted TB in Norway, as were all the five patients in clade C despite a lack of arrival times for all these patients. Finally, three additional instances of probable transmission in Norway, represented by two pairs of closely related isolates were identified. In total, it can be concluded that 26 out of 129 NAL3C cases were probably infected in Norway. For 16 cases it is impossible to conclude based on available data and/or inference, whereas the remaining 87 probably represented instances...
Figure 5.15: Probability of infection after arrival in Norway for 22 cases included in TransPhylo analyses. The lines annotate the number of cases with probabilities equal to 0.5 and 0.9 in the cumulative distribution plot. With $y_1 = 16$, $y_2 = 16$, $y_3 = y_4 =$

of imported TB.

5.7 Conclusion

In this chapter, approaches that involve the use of genomic data to infer transmission networks have been studied with a focus on TransPhylo. Patterns of genetic variation of pathogen isolates are informative about evolution. As such they can be used in the inference of transmission routes between epidemiologically related individuals.

TransPhylo models within host dynamics using a single parameter $N_e g$. The higher the value of this parameter, the greater the branching (diversity, as lineages coalesce at the rate $1/N_e g$) in a host which in turn leads to earlier infection times being inferred. This is because, at transmission, the donor has an established infection with some genetic variation in the bacterial load. From this population, a single lineage is transmitted to the recipient due to complete transmission bottleneck. The lineage that is transmitted already existed in the donor at the time of transmission and must have branched out from its ancestor in the donor prior to transmission. As such when there is more diversity in a donor, infection times are shifted to the past. Within host dynamics of pathogens is generally not well understood when sampling
is not dense [191], however it can be estimated using serial sequence sampling of individual infected hosts over an extended period of time [46]. Using such estimates in the inference procedure would therefore improve the accuracy of the inferred infection times.

A key feature of TransPhylo is that it infers transmission events using a two-step procedure: obtaining a timed phylogenetic tree and inferring transmission events given this phylogenetic tree. This approach therefore makes it difficult to pass the uncertainty in the phylogenetic reconstruction to transmission inference especially when a posterior distribution of phylogenetic trees are produced in the first step. One way to account for this would be to apply the transmission inference to a sample of phylogenetic trees from step one. The two step procedure has the advantage of detecting separate transmission clusters over an approach that jointly infer phylogenetic and transmission trees [105]. These clusters can then be analysed separately, as we did on the TB data from Norway.
TransPhylo was used to analyse clusters of tuberculosis cases in Norway to determine whether there is ongoing transmission among migrants. Individual-level data on arrival time, TB smear status, time of sampling and whether the patients’ tuberculosis disease was pulmonary or extrapulmonary was used to refine the inference of the transmission process. The posterior estimates of case infection times were compared to the times when patients arrived in Norway and probabilities of infection post arrival in Norway were calculated. For many patients, the genetic structure of the isolates and/or a lack of epidemiological information left considerable uncertainty in their time of infection. However, for some patients, by taking all the available evidence into account, it was possible to infer with relative certainty whether they had contracted TB before or after arrival in Norway. Overall, it was found that there is substantial evidence of ongoing transmission in Norway. Our approach and findings highlight the importance of collecting and keeping good epidemiological records on individual patients.

In order to superimpose a transmission tree on a phylogenetic tree, there would have to be at least one transmission event on the path between every pair of tips in the phylogenetic tree, since each tip corresponds to a host. The recent timing of the clades of interest in the NAL3C, therefore suggest that there is recent transmission. Be that as it may, there is uncertainty with regards to the question of who infected who and when. Inference of times of infection using TransPhylo provides a statistical way to quantify these unknowns.

Immigrants from high-incidence countries typically make up a significant portion of TB cases in low-incidence countries such as Norway, but it is notoriously difficult to elucidate whether TB disease among them is a result of import or recent transmission in the receiving country. This difficulty has multiple roots, including the fact that cultural and ethnic identity play a role in forming social connections and low institutional trust in some immigrant groups, which can lead to an unwillingness to openly share information necessary for contact tracing. Furthermore, if public health authorities do not suspect local transmission (instead assuming that TB cases among immigrants are imported) then they may not perform outbreak control measures such as contact tracing. Indeed, national TB programs often apply a stricter evidence threshold for initiating active case finding around patients.
diagnosed with TB when they are immigrants from high-incidence coun-
tries. This is in many ways rational, as such cases have an a priori higher probability of being the result of reactivation of infections acquired before arrival, but it precludes strong outbreak control when there is in fact ongoing transmission. As a result, a proper understanding of tuberculosis transmis-
sion among immigrant populations is lacking, and this hampers the design of improved interventions. The approach used in this chapter, combining epidemiological and genomic data, can assist public health authorities in understanding where and when patients are infected, and can aid in the design of appropriate TB control measures.
<table>
<thead>
<tr>
<th>Case</th>
<th>IY</th>
<th>PIN</th>
<th>P/E</th>
<th>Country</th>
<th>MPD</th>
<th>Clade</th>
<th>Transmission in Norway</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 14</td>
<td>2003</td>
<td>0.5 – 1</td>
<td>Pulm</td>
<td>Somalia</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>Probably one transmission event</td>
</tr>
<tr>
<td>Case 107</td>
<td>2014</td>
<td>&gt; 10</td>
<td>Pulm</td>
<td>Ethiopia</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 63</td>
<td>2011</td>
<td>1 – 3</td>
<td>E-Pulm</td>
<td>Somalia</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>Case 108</td>
<td>2011</td>
<td>5 – 9</td>
<td>Pulm</td>
<td>Somalia</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Putative infector not infectious</td>
</tr>
<tr>
<td>Case 61</td>
<td>2011</td>
<td>0.5 – 1</td>
<td>Pulm</td>
<td>Somalia</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>Impossible to separate infection pre/post arrival due to timing of disease</td>
</tr>
<tr>
<td>Case 62</td>
<td>2011</td>
<td>0.5 – 1</td>
<td>Pulm</td>
<td>Somalia</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>Impossible to separate infection pre/post arrival due to timing of disease</td>
</tr>
<tr>
<td>Case 71</td>
<td>2012</td>
<td>&gt; 10</td>
<td>Pulm</td>
<td>Somalia</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>Impossible to separate infection pre/post arrival due to timing of disease</td>
</tr>
<tr>
<td>Case N1</td>
<td>1999</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 46</td>
<td>2009</td>
<td>1 – 3</td>
<td>E-Pulm</td>
<td>Ethiopia</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>Probably two transmission events</td>
</tr>
<tr>
<td>Case 98</td>
<td>2013</td>
<td>?</td>
<td>Pulm</td>
<td>Cote d’ivoir</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>M2 probably infected 57 in Norway based on arrival and diagnosis times. Tanzania is reservoir for strain as country of N2 not known, so can’t conclude</td>
</tr>
<tr>
<td>Case 57</td>
<td>2010</td>
<td>5 – 9</td>
<td>E-Pulm</td>
<td>Tanzania</td>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case N2</td>
<td>2001</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.3: *Table summarizing additional inference.* PIN means period in Norway, P/E means Pulmonary or Extra-pulmonary TB, MPD means mean pairwise distance.
<table>
<thead>
<tr>
<th>Case</th>
<th>IY</th>
<th>PIN</th>
<th>P/E</th>
<th>Country</th>
<th>MPD</th>
<th>Clade</th>
<th>Transmission in Norway</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 60</td>
<td>2012</td>
<td>3−5</td>
<td>E-Pulm</td>
<td>Somalia</td>
<td>10</td>
<td>-</td>
<td>No</td>
<td>Very likely import alternatively both infected by unsampled infector</td>
</tr>
<tr>
<td>Case 93</td>
<td>2012</td>
<td>1−3</td>
<td>E- Pulm</td>
<td>Somalia</td>
<td>-</td>
<td>-</td>
<td>No</td>
<td>Very likely import alternatively both infected by unsampled infector</td>
</tr>
<tr>
<td>Case 77</td>
<td>2011</td>
<td>3−5</td>
<td>E-pulm</td>
<td>Somalia</td>
<td>6</td>
<td>-</td>
<td>No</td>
<td>Both cases had E-pulmonary TB pre/post arrival due to timing of disease</td>
</tr>
<tr>
<td>Case 89</td>
<td>2011</td>
<td>5−9</td>
<td>E-Pulm</td>
<td>Somalia</td>
<td>-</td>
<td>-</td>
<td>No</td>
<td>Temporal information compatible with 101 having been infected in Norway. But not information to conclude</td>
</tr>
<tr>
<td>Case 48</td>
<td>2009</td>
<td>&lt;1</td>
<td>Pulm</td>
<td>Somalia</td>
<td>6</td>
<td>-</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Case 79</td>
<td>2012</td>
<td>&lt;1</td>
<td>E-Pulm</td>
<td>Somalia</td>
<td>-</td>
<td>-</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Case 101</td>
<td>2013</td>
<td>0.5−1</td>
<td>E-Pulm</td>
<td>Somalia</td>
<td>4</td>
<td>-</td>
<td>?</td>
<td>Too much info lacking impossible to say much with certainty</td>
</tr>
<tr>
<td>Case N6</td>
<td>2012</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>4</td>
<td>-</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Case 75</td>
<td>2012</td>
<td>1−3</td>
<td>Pulm</td>
<td>Eritrea</td>
<td>0</td>
<td>-</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Case N4</td>
<td>2012</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>0</td>
<td>-</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Case N5</td>
<td>2012</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>-</td>
<td>-</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Table summarizing additional inference: **PIN** means period in Norway, **P/E** means Pulmonary or Extra-pulmonary TB, **MPD** means mean pairwise distance.
<table>
<thead>
<tr>
<th>Case</th>
<th>IY</th>
<th>PIN</th>
<th>P/E</th>
<th>Country</th>
<th>MPD</th>
<th>Clade</th>
<th>Transmission in Norway</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 4</td>
<td>2012</td>
<td>?</td>
<td>Pulm</td>
<td>Somalia</td>
<td></td>
<td>C</td>
<td></td>
<td>Probably all infected in Norway Based on inferred transmission chain (see main paper) and country of origin infected in Norway by unsampled host</td>
</tr>
<tr>
<td>Case 5</td>
<td>2012</td>
<td>?</td>
<td>Pulm</td>
<td>Somalia</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 7</td>
<td>2011</td>
<td>?</td>
<td>pulm</td>
<td>Ethiopia</td>
<td>1.2</td>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 11</td>
<td>2011</td>
<td>?</td>
<td>Pulm</td>
<td>Somalia</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 96</td>
<td>2009</td>
<td>?</td>
<td>E-Pulm</td>
<td>Norway</td>
<td></td>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 15</td>
<td>2003</td>
<td>?</td>
<td>E-Pulm</td>
<td>Somalia</td>
<td></td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 16</td>
<td>2003</td>
<td>?</td>
<td>Pulm</td>
<td>Somalia</td>
<td>2.5</td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 17</td>
<td>2003</td>
<td>?</td>
<td>pulm</td>
<td>Somalia</td>
<td></td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 95</td>
<td>2013</td>
<td>?</td>
<td>Pulm</td>
<td>Somalia</td>
<td></td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 28</td>
<td>2012</td>
<td>?</td>
<td>E-Pulm</td>
<td>Ghana</td>
<td>2.5</td>
<td>E</td>
<td></td>
<td>Yes, both Country of origin makes transmission before arrival extremely unlikely Infector identified in Transphylo was infected in Norway</td>
</tr>
<tr>
<td>Case 29</td>
<td>2012</td>
<td>?</td>
<td>Pulm</td>
<td>Somalia</td>
<td>2.5</td>
<td>E</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Table summarizing additional inference: **PIN** means period in Norway, **P/E** means Pulmonary or Extra-pulmonary **TB**, **MPD** means mean pairwise distance
<table>
<thead>
<tr>
<th>Name/Author</th>
<th>Ref</th>
<th>Multi-introduction (more than one source case)</th>
<th>Multiple sequences for each case</th>
<th>In-host diversity</th>
<th>Bottleneck (&gt;1) (number of lineages transmitted)</th>
<th>Unsampled (Inferred cases not known to health authorities)</th>
<th>Phylogenetic Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outbreaker</td>
<td>[94]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>TransPhylo</td>
<td>[48]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>SCOTTI</td>
<td>[44]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Est.</td>
</tr>
<tr>
<td>Kenah et al</td>
<td>[98]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Numinnen et al</td>
<td>[142]</td>
<td>No</td>
<td>No</td>
<td>Lim.</td>
<td>No</td>
<td>No</td>
<td>Est.</td>
</tr>
<tr>
<td>Mollentze et al</td>
<td>[137]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Est.</td>
</tr>
<tr>
<td>Morelli et al</td>
<td>[138]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Soubeyrand</td>
<td>[169]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Hall et al</td>
<td>[84]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Est.</td>
</tr>
<tr>
<td>Phybreak</td>
<td>[105]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Est.</td>
</tr>
<tr>
<td>Trepar</td>
<td>[171]</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Worby et al</td>
<td>[191]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 5.6: Some available Bayesian methods for inferring transmission trees using genetic and epidemiological data. If ‘Yes’, then method uses or has the property and otherwise if ‘No’. If ‘Est’, then property is estimated by the method. If ‘Lim’, then the method includes a limited version of the property.
Conclusion

Significant amounts of data on the genetic diversity of \textit{M. tuberculosis} has been generated over the years and this can be harnessed to make inference on its dynamics and interactions. Mathematical and statistical analysis of genetic data has made tremendous contribution to the study of \textit{M. tuberculosis}. Also mathematical models of \textit{M. tuberculosis} have been used to integrate various types of experimental data and suggest new hypotheses, mechanisms, and therapeutic approaches to tuberculosis [103].

The maintenance of diversity, be it at the species or genotypic level, is a fundamental problem in biology [12]. It has been suggested that the diversity of \textit{M. tuberculosis} and the competition between its various strain types would affect the impact of public health intervention strategies [28]. In chapter two, we modelled \textit{M. tuberculosis} growth and diversity in continuous culture under the action of isoniazid. We also obtained posterior parameter distributions that match experimental data and use these to explore the dynamics of diverse INH-resistant sub-populations in continuous culture. We find that the amount of resources available affects the level of competition between strains, which in turn affects the maintenance of diversity. The study did not include slow-growing persisters in response to antibiotic action but uses only simple mutation to be able to match experimental data. Even in a very simple, constrained and highly selective environment of nutrient-limited
continuous culture systems, \textit{M. tuberculosis} can rapidly generate fit drug-resistant mutants that can establish long-term survival.

Over the years, models of within-host dynamics of TB infection have been developed and have provided insights to advance the study of this disease \cite{103}. In chapter three, we study within host models of \textit{M. tuberculosis}. Using tools from data science, the key parameters that discriminate between disease outcomes were identified. We find that when the strength of adaptive immunity is sufficiently high, infection can be controlled. Analysis of the two strain within host model showed that competition between strains is stronger during latency. During active disease, co-existence of the strains is more generic. This is in agreement with findings of chapter two, where more diversity is maintained under fast dilution (which is assumed to depict active disease \cite{16}).

Individuals with latent tuberculosis can progress to active TB disease, in some cases decades after the initial infection \cite{118}. Although the cause of this has been largely attributed to reactivation, exogenous re-infection together with primary infection have been shown to be the major causes of active tuberculosis \cite{181, 23}. The results of the virtual experiments in chapter three show that reinfection can indeed lead to active disease especially in cases where the strain of the initial infection and the strain of the subsequent one do not elicit similar immunological host responses. The models in chapter three have the limitation of including only simple descriptions of the immune response. A natural future direction would be to include additional biological processes which provide a more realistic description of the host immune response to tuberculosis and allow better comparison with experimental data. In addition, these models could be modified to incorporate drug treatment, which would allow us investigate how competition of strains which differ in terms of drug susceptibility affect disease outcome.

For many datasets of infectious disease only a proportion of cases are observable and as such in the case of reconstructing a phylogenetic tree, there are prone to be errors. Also certain sites along a multiple sequence alignment may be well conserved and therefore suitable for phylogenetic analysis, whereas others are divergent, fast evolving, hyper-variable or prone to homoplasies and such sites can be removed before tree inference \cite{151}. Our findings in chapter four suggest that when there is enough diversity in a
dataset to infer the evolutionary history of isolates, removing a single site does not affect the results in any substantial way. Also if the original multiple sequence alignment already yields phylogenetic trees with very high average bootstrap support, there is nothing to be gained from our method. In contrast to manual manipulation of alignments, reducing data sets using our method is transparent and easy to reproduce. Assuming that these sites are, at best, phylogenetically uninformative or, in the worst case, just misleading, we propose a new way of phylogenetic reconstruction that is based on minimizing the number of disruptive sites.

Sequence and epidemiological data contain information regarding the transmission process, as such analysing both kinds of data would yield more accurate estimates of epidemiological parameters than separate analyses [116]. In chapter five we apply this approach to elucidate local transmission from imported tuberculosis in Norway. This study was limited to the choice of prior model parameters. However, we carefully chose prior model parameters that typically depict a tuberculosis outbreak. Our findings show that there is substantial evidence of ongoing transmission in Norway. These findings imply that control efforts that focus on reducing the transmission of disease, especially in countries with low tuberculosis incidence, might have a more important role than previously appreciated. The work done in this chapter, presents a conceptually novel approach to tackle an important public health issue in countries with low tuberculosis incidence and aid the design of TB control measures.

The study of competition and diversity of M. tuberculosis offers the opportunity to increase our knowledge of the mechanisms and impact of strain interactions on disease dynamics. This would allow us to better project the trajectories of tuberculosis epidemics and the expected diversity of pathogen populations. This work provides some insight into the mechanisms that govern the outcome of infection, the impact of competition on the diversity of M. tuberculosis and contributes to our understanding of how genomic and epidemiological data can be combined to study infectious diseases.
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