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In recent years, Industrial Control Systems (ICS) have become increasingly exposed to a wide range of 

cyber-physical attacks, having massive destructive consequences. Security metrics are therefore essential 

to assess and improve their security posture. In this paper, we present a novel ICS security metric based 

on AND/OR graphs and hypergraphs which is able to efficiently identify the set of critical ICS components 

and security measures that should be compromised, with minimum cost (effort) f or an attacker, in order 

to disrupt the operation of vital ICS assets. Our tool, META4ICS (pronounced as metaphorics ), leverages 

state-of-the-art methods from the field of logical satisfiability optimisation and MAX-SAT techniques in 

order to achieve efficient computation times. In addition, we present a case study where we have used 

our system to analyse the security posture of a realistic Water Transport Network (WTN). 
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This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 

1

 

t  

h  

[  

i  

t  

p  

t  

o  

p  

d  

B  

p  

o  

t  

n

 

i  

c

e

i  

v  

c  

m  

o  

d

c

 

b  

i  

(  

a  

s  

c  

p  

a

 

t  

d  

i  

h

2

. Introduction 

From water and energy plants, to oil, gas, power, manufac-

uring, and automotive facilities, Industrial Control Systems (ICS)

ave become an appealing target for attackers over the last years

1–3] . Reasons for that include mostly their increased connectiv-

ty to the outside world, their lack of preparedness for cyber at-

acks, and the huge impact these attacks may have on many as-

ects of modern society. As a vital part of critical national infras-

ructure, protecting ICS from cyber threats has become a high pri-

rity since their compromise can result in a myriad of different

roblems, from service disruptions and economical loss, to jeopar-

ising natural ecosystems and putting human lives at risk. Stuxnet,

lackEnergy 3, Industroyer, WannaCry, and later NotPetya, exem-

lify the devastating consequences this type of attack may have

n critical ICS infrastructures [2–6] . In particular, cyber attacks on

hese systems can lead, for example, to flooding, blackouts, or even

uclear disasters [1] . 

Although guidance and standard best practices are available to

ncrease ICS security [7] , the amount of cyber incidents just keeps
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ncreasing [8,9] . This landscape comes as no surprise since ICS en-

ironments, originally designed to work in isolation, suddenly be-

ame immersed into a hyper-connected world, just a few com-

ands away from malicious actors. We argue that the integration

f these complex environments, involving tangled ensembles of

ependencies between cyber-physical components, has produced 

onvoluted ecosystems that are hard to control and protect. 

As an example, Fig. 1 shows an open benchmark Water Distri-

ution Network (WTN) that resembles a real city C-Town [10] , and

llustrates the scale and structural complexity of these networks

discussed later in the paper). In that context, security metrics play

 fundamental role since they allow us to understand the expo-

ure and vulnerability of ICS environments, and improve their se-

urity posture [7] . In particular, the ability to identify critical cyber-

hysical components that should be prioritised and addressed from

 security standpoint becomes essential. 

AND/OR graphs have proven very useful in this domain as

hey are able to semantically grasp intricate logical interdepen-

encies among ICS components. However, identifying critical nodes

n AND/OR graphs is an NP-complete problem [11–14] . In addi-

ion, ICS settings normally involve various cyber and physical secu-

ity measures that simultaneously protect multiple ICS components

n overlapping manners, which makes this problem even harder.

n this paper, we are interested in the identification of security-

ritical cyber-physical components, which are defined as a balance
nder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. Large-scale Water Distribution Network (C-Town Benchmark) [10] . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Base case (weighted AND/OR graph). 
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between the integral role they have in the operation of the sys-

tem and the relative security strength used to protect them. More

specifically, we define the minimum-effort attack strategy for a

given ICS environment as the set of critical nodes and security

measures that should be compromised, with minimum cost (effort)

for an attacker, in order to disrupt the operation of vital ICS assets.

We use this concept as a baseline to measure the security level of

ICS systems. 

1.1. Scope of the paper 

The identification of critical nodes not only allows analysts to

define a metric to measure the security level of the system but also

provides actionable information that can be used to decide how

and where to improve security as well as adding redundant and

fallback components. In that context, this paper provides a unified

extended framework that builds upon our previous contributions

[15,16] . Our approach relies on AND/OR graphs and hypergraphs to

model ICS environments with multiple overlapping security mea-

sures as well as MAX-SAT techniques to optimally compute critical

network nodes. We have incorporated our technique in META4ICS,

a Java-based security metric analyser for ICS that we also describe

in this paper. In addition, we provide a thorough performance eval-

uation that shows the feasibility of our method. In particular, our

experimental results indicate that the proposed security metric can

efficiently scale to networks with thousands of nodes and be com-

puted in seconds. We also illustrate our methodology through a

case study in which we analyse the security posture of a realistic

Water Transport Network (WTN). 

1.2. Contributions 

Our main contributions are: 

• a flexible and robust mathematical model able to repre-

sent complex dependencies in ICS environments protected

by multiple overlapping security measures ( Section 4 ), 
• a novel security metric and efficient algorithms to identify

critical cyber-physical components ( Sections 5 and 6 ), 
• an open source tool called META4ICS to analyse real ICS

models ( Section 7 ), 
• an extensive experimental evaluation on performance and

scalability aspects ( Section 8 ), 
• a thorough case study conducted on a realistic water trans-

port network that shows the applicability of our security

metric ( Section 9 ). 

In the next section, we illustrate the problem and our approach

ith a simple example. 

. An overview of our approach 

.1. Motivating example 

Fig. 2 shows a simple AND/OR graph involving five CPS com-

onents in the form of atomic nodes, namely, 2 sensors ( a and c ),

 software agents ( b and d ), and 1 actuator ( t ). In addition, the

raph includes 2 AND nodes and 1 OR node that express the log-

cal dependencies among the CPS components. The graph reads as

ollows: the actuator t depends on the output of software agent

 , e.g. a programmable logic controller (PLC). Agent d in turn has

wo alternatives to work properly; it can use either the readings of

ensor a and the output from agent b together, or the output from

gent b and the readings of sensor c together. 

Now, let us assume that each CPS component also has an as-

ociated value (or weight) that represents its compromise cost (at-

acker’s effort) where inf means infinite. Considering these com-

romise costs, the question we are trying to answer is: which

odes should be compromised in order to disrupt the operation

f actuator t , with minimal effort (cost) for the attacker? In other

ords, what is the least-effort attack strategy to disable actuator t ?

This base example involves many attack alternatives, however,

nly one is minimal. For example, the attacker could compromise

ode d and thus, the target node t would be successfully discon-

ected from the graph. However, this strategy has cost 10. Another

ption would be to compromise node b , with a lower cost of 5.

ecause node b feeds both AND nodes, these will be disrupted and

onsecutively the OR node, which in turn will affect node d and

nally node t . In terms of costs, however, the optimal strategy for

he attacker in this case is to compromise nodes a and c with a to-

al cost of 4. From a defence perspective, we understand this min-

mal cost as a metric that represents the security level of the sys-

em we are trying to protect. 

While quite useful in some cases, assigning individual costs on

ach node can only capture cyber-physical security measures that

re applied independently to each ICS component. For example,

t can capture that sensors a and c are protected by fenced ar-

as, each one with cost 2, but it cannot model that both sensors

re protected by one single fenced area with cost 2. In the latter

ase, the attacker’s effort (cost) required to compromise the secu-
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Fig. 3. General case (overlapping weighted measures). 
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ity mechanism should be considered only once. This leads to a

ore general case, as illustrated in Fig. 3 , where the problem is

wo-fold: on the one hand, we need to identify the critical compo-

ents that can disconnect the target from its dependencies in the

ND/OR graph, and on the other hand, minimise the attack effort

mposed by the security measures that are jointly applied to pro-

ect multiple ICS components simultaneously. 

In this second scenario, sensors a and c are protected by the

ame security measure instance s 1 (e.g. fenced area). Therefore, the

ost of bypassing s 1 to compromise sensor a , sensor c , or both, is

. However, sensor a is also protected by the security measure s 3

e.g. locked container). As a consequence, compromising sensor a

ould imply to bypass both protective measures s 1 and s 3. There-

ore, the best strategy in this case is to compromise the security

easures s 1 and s 3, involving the critical nodes a and c , with a

otal cost of 2 + 1 = 3 . These simple examples are intended to il-

ustrate the problem. As shown later in this paper, however, iden-

ifying critical components in larger scenarios with multiple over-

apping security controls becomes significantly harder to the naked

ye. In that sense, our approach aims at providing useful support

or security decision-making, prioritising mitigation plans, and in-

reasing the resilience of ICS environments. 

.2. Overall technical approach 

Roughly stated, our approach takes as input an AND/OR graph,

n the form of a digraph G = (V, E) that represents the operational

ependencies of the ICS environment, and a target node t . Then,

e transform the graph into an equivalent logical formula that ful-

ls node t . Security measures are integrated into the model via

ND/OR hypergraphs so we expand this formula by incorporating

 logical representation of the security measures applied on each

ode. The negation of this formula corresponds to the objective of

he attacker, i.e. to disable t , which is later converted to an equi-

atisfiable formula in conjunctive normal form (CNF) by using the

seitin transformation [17] . Finally, the CNF formula is used as a

asis to build a Weighted Partial MAX-SAT problem. The solution

o this problem is a minimal weighted vertex cut in G with re-

ards to node t and all of the security measures that protect the

CS components. This cut represents the set of critical components

ith minimal cost for the attacker such that, if compromised, it

ill render the cyber-physical system into a non-operational state. 

. Related work 

Since the early 20 0 0s, many research efforts have been pro-

uced to understand and improve the security of industrial control

ystems and critical national infrastructure [11,12] . These works
ave inspired the need for taking into account the cyber-physical

ependencies between ICS components and being able to com-

ine them in order to provide quantifiable measurements [1,4,18] .

n this paper, we consider the insightful methodology presented

n [19] , whose objective is to compute the cyber-physical security

evel of a system based on the number of cyber-physical elements

hat needs to be compromised in order to disrupt the normal op-

ration of the target system. However, the latter does not consider

oncrete algorithms to identify critical CPS components in ICS net-

orks nor a model able to capture logical combinations among

yber-physical components with AND/OR connectives. This paper

uilds upon these ideas and previous contributions [15,16] , and

rovides a complete AND/OR graph-based framework capable of

rasping complex interdependencies among CPS components and

he security measures used to protect them. 

From a graph-theoretical perspective, our approach looks for a

inimal weighted vertex cut in AND/OR graphs. This is an NP-

omplete problem as shown in [11–14] . While well-known algo-

ithms such as Max-flow Min-cut [20,21] and variants of it could

e used to estimate such metric over OR graphs in polynomial

ime, their use for general AND/OR graphs is not evident nor triv-

al as they may fail to capture the underlying logical semantics of

he graph. In that context, we take advantage of state-of-the-art

echniques which excel in the domain of logical satisfiability and

oolean optimisation problems [22] . Various previous research ef-

orts have addressed the problem of identifying critical nodes in

omplex networks [23–28] . However, these works are focused ei-

her on undirected graphs or directed graphs without AND/OR se-

antics. In addition, our approach is novel in that we use MAX-

AT-based techniques to identify critical nodes protected by mul-

iple security measures. Other attempts to identify critical compo-

ents have been made in the domain of network centrality mea-

urements [29] . While useful in many types of scenarios [30] , most

f them are focused on OR-only graph-based models for IT net-

orks and do not cover AND/OR semantics. 

Attack trees and fault tree analysis constitute a major domain

n this area [31–35,103] . A fundamental difference between these

orks and our approach is that strict logical trees are a particular

ase of AND/OR graphs. Our approach is able to cover tree-based

ases as well as general dependency graphs (i.e. internal nodes

an have more than one parent). This is an important aspect since

iamond-shaped structures, for example, cannot be represented

ith trees. In addition, the use of tree forests to separately model

ifferent parts of the system requires a delicate analysis on com-

onents that are shared across multiple trees [35] . The survey pre-

ented in [35] provides a comprehensive analysis on current tech-

iques, tools and approaches used on fault tree analysis, including

oolean manipulation and binary decision diagrams (BDDs) [36] to

nd minimal cut sets. Directed acyclic graphs (DAGs), on the other

and, enable richer representations though they cannot have cycles

y definition [37] . However, real cyber-physical models might also

e cyclic, thus presenting the interdiction problem [38] . As shown

n Appendix A , our approach allows AND/OR graphs with cycles

etween components and are solved using a similar approach to

hat considered in [39] . 

Another close research area to our problem includes the domain

f attack graphs [40–45] . Attack graphs are mainly focused on de-

icting the many ways in which an attacker may compromise as-

ets in a computer network. Well-known approaches include logi-

al attack graphs [39,46–50] , state-based attack graphs [51,52] , hi-

rarchical attack graphs [53,54] , conservative attack graphs [55] ,

ultiple-prerequisite graphs [56] , exploit dependency graphs [57] ,

mong others. Mathematically, AND/OR graphs are similar to the

tructures considered in logical attack graphs [58] . The difference

n this work is that we use AND/OR graphs from an operational de-

endency perspective. In particular, we aim at identifying the set
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of critical components (vertex cut) whose ensemble of protective

measures involves the minimum compromise cost (among all ver-

tex cuts) for an attacker. If such a vertex cut is compromised, it

would disrupt the operation of the entire system. Attack graphs, on

the other hand, are focused on modelling how multi-stage attacks

can be carried out through a network towards the attacker’s ob-

jective. Therefore, our approach is essentially different as we con-

sider that network nodes can be equally compromised. In addition,

attack graphs usually take into account only cyber lateral move-

ments, without considering operational cyber-physical dependen-

cies among components [1] . Bayesian attack graphs also constitute

an important research area [59,60] . As opposed to finding potential

critical nodes, these works are focused on understanding the like-

lihood of an attacker to compromise a given asset. SAT-based tech-

niques have also been used in the area of IT network hardening

and security management [61–63] . Our work is complementary to

attack graphs. However, we plan to incorporate attack graphs into

our approach as explained in Section 10 , as a means to better esti-

mate risk due to cyber attacks. 

Attack graph generation is also a challenging task [44] . Among

others, this activity requires a thorough automated analysis of ex-

isting vulnerabilities [64] , managing unknown weaknesses [65,66] ,

and the involvement of useful tools to systematise the mapping

and discovery of IT assets and security aspects [67,68] . Although

the automated generation of AND/OR graph-based models for in-

dustrial control systems is beyond the scope of this paper, we un-

derstand that many lessons can be learnt from attack graph gen-

eration in IT networks. Nonetheless, cyber-physical networks pose

further generation challenges such as the difficulties to automat-

ically map mechanical (non cyber) devices, or tasks that may be

too intrusive (e.g. active probing, scanning) and thus raising con-

cerns about operational disruptions. The latter is an issue that

many security platforms already take into account, e.g., in the form

of passive monitoring [2,67] . As stated in [2] , understanding the

full cyber-physical ecosystem is vital to maintain healthy Opera-

tional Technology (OT) networks [69] . Other important approaches

targeting cyber-physical systems include formal method-based

techniques [70–72] , security metrics and graph-based methods

[73–76] , system design analysis [77] , structural controllability as-

pects [78–81] , deep learning techniques [82] , among others. This

paper presents a complementary approach to these related works

and aims at measuring the security level of industrial control sys-

tems via the identification of least-effort attack strategies that may

disrupt the operation of the entire system. In the next section,

we introduce our graph-based modelling approach for ICS cyber-

physical environments. 

4. Cyber-physical network model 

4.1. AND/OR dependency graph 

We model an industrial network W as a directed AND/OR graph

G = (V, E) that represents the operational dependencies in W . The

graph involves three types of basic vertices, called atomic nodes

( V AT ), that model the different classes of components in the net-

work: 

S represents the set of sensor nodes, C represents the set of ac-

tuator nodes, and A represents the set of software agents. 

We define V AT = S ∪ C ∪ A . In addition, the graph also involves

two artificial node types that model logical dependencies between

network components: � represents the set of logical AND nodes,

and � represents the set of logical OR nodes. 

Based on the previous types, we have that V (G ) = V AT ∪ � ∪ �.

E ( G ) corresponds to the set of edges among nodes and their se-

mantics depend on the type of nodes they connect. We consider

three types of basic edges as follows: 
• E A,C = { (a, c) : a ∈ A ∧ c ∈ C} represents that agent a controls

the operation of actuator c , 
• E S,A = { (s, a ) : s ∈ S ∧ a ∈ A } means that agent a requires

measurements from sensor s to fulfil its purpose, 
• E A,A = { (a i , a j ) : a i , a j ∈ A, a i � = a j } represents that agent a j

requires input from agent a i to operate normally. 

In addition, we consider another two types of edges involving

rtificial AND and OR nodes. These nodes act as special connec-

ors and shall be interpreted from a logical perspective. A node

 reached by an OR node means that the operational purpose of

 can be satisfied, i.e. v operates normally, if at least one of the

ncoming nodes to the OR node is also satisfied. Alike, a node w

eached by an AND node will be satisfied if all of the incoming

odes to the AND node are also satisfied. The following two edge

ypes are also allowed in E ( G ): 

• E i �� = { (v , x ) : v ∈ V − C, x ∈ � ∪ �} represents incoming

connections to AND/OR nodes from any type of graph node

except actuators ( C ), 
• E o�� = { (x, v ) : x ∈ � ∪ �, v ∈ V − S} represents outgoing

connections from AND/OR nodes to any type of graph node

except sensors ( S ). 

Graph properties. We use G to denote the domain of AND/OR

raphs. Let d in : V → N and d out : V → N be two functions that

ompute the in-degree and out-degree of a node respectively. The

ollowing properties hold in every instance of G = (V, E) , with G ∈
: 

• d out (c) = 0 , ∀ c ∈ C (no outgoing edges from actuators) 
• d in (v ) = 1 , ∀ v ∈ V AT (only one incoming edge on atomic

nodes) 
• d out ( v ) ≥ 1, ∀ v ∈ �∪ � (logical nodes are linked to some des-

tination node) 
• d in ( v ) ≥ 2, ∀ v ∈ �∪ � (logical nodes combine two or more

nodes) 

.2. Adversarial model and assumptions 

Our adversarial model considers that an attacker can compro-

ise any network node n ∈ V AT at a certain cost ϕ( n ), with ϕ :

 AT → R ≥0 . A compromised node in this context shall be understood

s a CPS component unable to operate properly, that is, a node in-

apable of fulfilling the purpose it was designed for. The cost func-

ion ϕ( n ) is intended to provide a means to quantitatively express

he effort s required by an attacker to individually compromise a

iven node n . We realise that the instantiation of this cost function

ay be difficult in some cases. However, there have been many re-

arkable advances in this direction over the last years. For exam-

le, the Common Vulnerability Scoring System (CVSS) is a standard

ecurity effort that provides means to quantify software vulnera-

ilities in the form of a numerical score [83] . This score reflects

he severity of a vulnerability and considers aspects such as com-

lexity, exploitability, impact, among others. 

Since CPS components (graph nodes) logically depend on others

o work properly, our adversarial model considers that the compro-

ise of a node will also affect the operation of the nodes that de-

end on it. Therefore, such impact is passed on to other nodes fol-

owing a logic-style propagation. Algorithm 1 describes this pro-

ess from a node removal standpoint in the form of a function σ ( G,

 ). 

The function σ ( G, X ) takes as input an AND/OR graph G and a

et of nodes to remove X , and returns G after deleting the nodes

n X as well as the nodes that logically depend on them, and every

dge related to the removed nodes. Essentially, for each node n

hat must be removed, Algorithm 1 analyses the nodes that depend

n n (set M , line 3). A node x that depends on n will be affected
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Fig. 4. AND/OR hypergraph (general case example). 

Algorithm 1: Logical node removal σ ( G, X ) 

Name : σ (G, X ) 

Input : Graph G = (V, E) , Nodes to remove X 

Output : Updated graph G = (V, E) 

1 while X is not empty do 

2 Node n ← X.pop() // get first node 
3 M ← { x ∈ V : (n, x ) ∈ E} // nodes reached by n 

4 for x ∈ M do 

5 if (x ∈ V AT ) or (x ∈ �) or (x ∈ � ∧ d in (x ) = 1) then 

6 X.append(x ) // x must be removed 
7 end 

8 end 

9 V = V − { n } // remove n from G 

10 E = E − { (v , w ) ∈ E : v = n ∨ w = n } // remove edges 
11 end 

12 return G = (V, E) 
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Table 1 

Examples of protection measures. 

Measure Cost (attacker) Description 

M 1 1 Sound alarm 

M 2 2 Fenced area 

M 3 5 Locked container 

M 4 10 Tamper-resistant container 

M 5 inf Alarmed locked building 

Table 2 

Security measures for general example in Fig. 3 . 

Measure instance s 1 s 2 s 3 s 4 s 5 

Measure type M 2 M 3 M 1 M 4 M 5 

Attacker’s cost ψ ( s j ) 2 5 1 10 inf 

Protection range { a, c } { b } { a } { d } { t } 
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nly if x is an atomic node, an AND node, or an OR node with

nly one input left (line 5). In any of these cases, node x is queued

or removal (line 6). In other words, only an OR node with more

han one input will remain in the graph when one of its inputs is

emoved. Finally, each node marked for removal is deleted from G

long with its respective edges (lines 9-10). We use σ ( G, X ) in the

efinition of our security metric ( Section 5 ) to express the impact

f compromised nodes as well as the resulting graph when such

odes are removed from the network. 

.3. Defence model and security measures 

From a defence perspective, we model security measures as an

dditional layer (or overlay) that is placed on top of the AND/OR

ependency graph, as illustrated before in Fig. 3 (and also in Fig. 4 ,

escribed later in Section 6.2 ). In particular, each ICS component is

rotected by one or more security measure instances s j of type M i .

able 1 exemplifies some typical security measures. 

Given a specific scenario, we define S = { s 1 , s 2 , . . . } as the set

f involved security measure instances. In addition, each measure

ype M i involves a cost for the attacker that quantifies the effort

hat he or she has to make in order to bypass the measure. We

odel this aspect for measure instances as a function ψ : S → R ≥0 .

e call protection range to the set of ICS components protected by

 single measure instance s j . Considering the initial example illus-

rated in Fig. 3 , the security measures are as shown in Table 2 . 
We also define the function m : V AT → 2 S which, given a node n ,

eturns the set of measure instances that protect n . From a graph-

heoretical standpoint, we use an AND/OR hypergraph-based ap-

roach to link each node in the AND/OR dependency graph with

he set of security measures instances that are used to protect it.

his concept is later formalised in Section 6.2 . 

. Security metric 

.1. Problem definition 

Let W be an industrial network, G = (V, E) a directed AND/OR

raph representing the operational dependencies in W , and t a tar-

et network node. The objective of our security metric, μ( G, t ),

s to identify the set of nodes X = { x 1 , . . . , x h } protected by mea-

ures S(X ) = { s 1 , . . . s k } ⊆ S that must be compromised in order to

isrupt the normal operation of target node t , with minimal cost

or the attacker. More formally, we define S(X ) = 

⋃ 

x i ∈ X m (x i ) , and

: G × V → 2 V as: 

(G, t) = argmin 

X⊆V AT 

( ∑ 

x i ∈ X 
ϕ(x i ) + 

∑ 

s j ∈ S(X ) 

ψ(s j ) 

) 

s.t. 

wcc ( σ (G, X ) ) ≥ 2 ∨ X = { t} (1) 

here the solution with minimal cost must be either node t or a

et of nodes X such that, if removed (with function σ ), t gets dis-

onnected from the graph. As explained before, function σ ( G, X )
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Table 3 

Hypergraph H (general case example). 

e 1 e 2 e 3 e 4 e 5 

{ a, s 1, s 3} { c, s 1} { b, s 2} { d, s 4} { t, s 5} 

f  

s  

A  

t  
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t  
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h

6

h
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t  
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d

 

t  

g  

r  
removes from G each node x ∈ X and the nodes that depend on

them following a logic-style propagation. The result is then anal-

ysed with function wcc ( G ), which computes the number of weakly

connected components in G . If G contains two or more compo-

nents, it means that the target node t gets disconnected from a

non-empty set of nodes on which t depends (directly or indi-

rectly) to function properly. Note that S ( X ) returns the set of se-

curity measure instances used to protect the nodes in X . There-

fore, measure instances that protect more than one node in X ap-

pear only once, and thus their costs are considered only once in

the second summation of Eq. (1) . Note also that ϕ( n ) can be neu-

tral (e.g. ϕ(n ) = 0 , ∀ n ∈ V AT ) to only consider the costs of the secu-

rity measures, or it can be instantiated with cyber costs, e.g. CVSS

scores [83] . 

5.2. Overall resolution process 

We address our problem from a logical perspective, and more

precisely, from a satisfiability point of view. The resolution pro-

cess of the metric involves three main steps, which are fully de-

tailed in the next section. In particular, the first step ( Section 6.1 )

involves the transformation of the input AND/OR graph into a log-

ical formulation that represents the logical dependencies on which

the target t relies on. The second step ( Section 6.2 ) expands this

formulation to capture the security measure instances that pro-

tect each node in the CPS system. To do so, we use an AND/OR

hypergraph-based model that allows us to grasp how security

measures and CPS components are interrelated. Finally, the third

step ( Section 6.3 ) involves the assignment of compromise costs

(weights) to the variables within the expanded logical formulation.

The resulting weighted formula is then used to solve a Weighted

Partial MAX-SAT problem, whose solution will indicate the set of

critical nodes and security measures that should be compromised,

with minimal cost for an attacker, in order to disrupt the opera-

tion of the CPS system. As shown in Section 8 , current SAT solvers

are able to handle this family of problems at a very decent large

scale (dozens of thousands of variables), and they normally in-

volve state-of-the-art techniques to tackle satisfiability problems,

pseudo-boolean problems and optimisation procedures [84] . 

6. Computation strategy 

6.1. Logical AND/OR dependency graph transformation 

Given a target node t , the input graph G can be used as a map

to decode the dependencies that node t relies on. Since these de-

pendencies are presented as a logical combination of components

connected with AND and OR operators, we say that node t is ful-

filled (or can operate normally) if the logical combination is sat-

isfied. In turn, these dependencies may also have previous depen-

dencies, and therefore, they must be also satisfied. In that sense,

G can be traversed backwards in order to produce a propositional

formula that represents the different ways in which node t can be

fulfilled. We call this transformation f G ( t ), whose algorithm is fully

described in Appendix A . To illustrate this idea, let us consider our

base example ( Fig. 2 ). In this case, f G ( t ) returns the following for-

mula: 

f G (t) = t ∧ ( d ∧ ( (a ∧ b) ∨ (b ∧ c) ) ) 

The goal of the attacker, however, is precisely the opposite, i.e.,

to disrupt node t somewhere along the graph. Therefore, we are

actually interested in satisfying ¬f G ( t ), which describes the means

to disable t , as follows: 

¬ f G (t) = ¬ ( t ∧ ( d ∧ ( (a ∧ b) ∨ (b ∧ c) ) ) ) 

Under that perspective, a logical assignment such that ¬ f G (t) =
rue will indicate which nodes must be compromised (i.e. logically
alsified) in order to disrupt the operation of the system. Finding

uch an assignment constitutes a Satisfiability (SAT) problem [85] .

 SAT problem essentially looks for an assignment of truth values

o the variables of a logical formula such that the formula evalu-

tes to true . Our general problem, however, involves security mea-

ures that are used to protect these nodes. Therefore, compromis-

ng a node also implies to compromise the security measures pro-

ecting it, which in turn can be shared with other nodes, as exem-

lified in Fig. 3 . To address this aspect, we consider a generalised

odel that cover both the base and general problem using AND/OR

ypergraphs, as explained in the next section. 

.2. Integration of overlapping security measures through AND/OR 

ypergraphs 

Hypergraphs are a generalisation of standard graphs where

raph edges, called hyperedges, can connect any number of ver-

ices [86,87] . More formally, let X be a set of vertices X =
 x 1 , x 2 , . . . , x n } . A hypergraph on X , denoted H = (X, E) , is a fam-

ly of subsets of X , with E = { e 1 , e 2 , . . . , e m 

} , such that: (1) there

re no empty edges in H , i.e. e i � = ∅ , ∀ e i ∈ E ; and (2) X is covered

y E , i.e. 
⋃ m 

i =1 e i = X . 

In this work, we propose the use of a hybrid type of hy-

ergraph, called AND/OR hypergraph, which essentially combines

roperties of hypergraphs and the logical structure of AND/OR

raphs. Roughly stated, the nodes of an AND/OR hypergraph are

he hyperedges of a standard hypergraph, and these are linked us-

ng logical AND/OR nodes as done in classical AND/OR graphs. 

We use standard hypergraphs to model groups of security mea-

ures that are applied to each ICS component in the network. For

xample, let us consider our initial scenario illustrated in Fig. 3 . In

his case, the hypergraph is defined as H = (X, E) where X = V AT ∪
is the set of nodes of the hypergraph, and E = { e 1 , e 2 , e 3 , e 4 , e 5 }

s the set of hyperedges. Table 3 details the members of each hy-

eredge e i ∈ E . 

Hyperedges combine each network node with the instances of

he security measures that are used to protect them. The advantage

f using hypergraphs is that we can capture multiple overlapping

ecurity measures in the hyperedges of the hypergraph. In addi-

ion, we can easily model protection ranges, that is, how a specific

easure instance, e.g. a fenced area, protects multiple ICS compo-

ents simultaneously, e.g. s 1 �→ { a, c }. At a semantic level, the inter-

retation of a hyperedge e i is that the original node n is accompa-

ied by the security measures that protect it, and therefore, node

 can only be disrupted if every security measure in e i is compro-

ised too. Now hyperedges can be understood as super nodes that

epresent each original node and their protective measures. There-

ore, we can follow the same logical structure as in the original

raph and combine these super nodes via AND/OR connectives as

llustrated in Fig. 4 . 

From a logical perspective, we use a function f H ( t ) to map the

ependency model of the AND/OR hypergraph in the same way we

id before with f G ( t ) over AND/OR graphs: 

f H (e 5) = e 5 ∧ e 4 ∧ ( (e 1 ∧ e 3) ∨ (e 3 ∧ e 2) ) 

As explained before, the objective of the attacker is to falsify

he previous formula (or satisfy ¬f H ( e 5)) in order to make the tar-

et e 5 non-functional. Since each hyperedge e i involves many secu-

ity measures plus the original node n , the only way to falsify e is
i 
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Table 4 

Hard clauses. 

¬t ∨ ¬d ∨ ¬a ∨ ¬b 

¬t ∨ ¬d ∨ ¬b ∨ ¬c 
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Table 5 

Individual compromise costs. 

a b c d t 

ϕ(a ) = 2 ϕ(b) = 5 ϕ(c) = 2 ϕ(d) = 10 ϕ(t) = in f

Table 6 

Falsification penalty scores for security measures. 

Measure instance s 1 s 2 s 3 s 4 s 5 

Attacker’s cost ψ ( s i ) 2 5 1 10 inf 
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(  
o falsify every member in it. Therefore, we logically capture this

spect by replacing each hyperedge e i by a disjunctive construct

(n ∨ s i ∨ . . . ∨ s j ) , where s i ∨ . . . ∨ s j is the disjunction of measure

nstances that protect node n . We call this transformation h G ( t ),

hich in our example is as follows: 

 G (t) = (t ∨ s 5) ∧ (d ∨ s 4) 

∧ ( ((a ∨ s 1 ∨ s 3) ∧ (b ∨ s 2)) ∨ ((b ∨ s 2) ∧ (c ∨ s 1)) ) 

Therefore, given a node n , such a disjunctive construct actually

orces a SAT solver to make false every security measure protecting

 , which essentially equals to the fact that the attacker must com-

romise all of the measures to take control of the ICS component

 . 

.3. Weighted partial MAX-SAT resolution approach 

.3.1. CNF conversion 

Normally, SAT formulations consider the input formula in con-

unctive normal form (CNF). Converting an arbitrary boolean for-

ula to CNF can be naively tackled by using De Morgan and dis-

ributive laws. For example, the CNF formulation of ¬f G ( t ) in our

ase example ( Fig. 2 ) is as follows: 

NF (¬ f G (t)) = ( ¬ t ∨ ¬ d ∨ ¬ a ∨ ¬ b ) ∧ ( ¬ t ∨ ¬ d ∨ ¬ b ∨ ¬ c ) 

However, such an approach might lead to exponential computa-

ion times over large graphs, thus only being able to scale up to a

ew hundred nodes. To avoid this issue, we use the Tseitin transfor-

ation [17] , which essentially produces a new formula in CNF that

s not strictly equivalent to the original formula (because it intro-

uces new variables) but is equisatisfiable. This means that, given

n assignment of truth values, the new formula is satisfied if and

nly if the original formula is also satisfied. An example of how the

seitin transformation works can be found in Appendix B . Since

he Tseitin transformation adds new variables during the process,

he new formula is larger in size than the original one (we omit

he transformed formula for our base example since it has 15 vari-

bles and 27 clauses). However, the Tseitin transformation can be

one in polynomial time, as opposed to the naive CNF conversion

pproach that can ramp up to exponential computation times in

he worst case. 

.3.2. Satisfiability formulation 

When a CNF formula also involves weights on each clause, the

roblem is called MAX-SAT [22] . A MAX-SAT problem consists in

nding a truth assignment that maximises the weight of the satis-

ed clauses. Equivalently, MAX-SAT minimises the weight of the

lauses it falsifies [22] . When a set of clauses must be forcibly

atisfied (called hard clauses ), the problem is denominated Partial

AX-SAT and it works on a subset of clauses (denominated soft

lauses ) that can be falsified if necessary. If the soft clauses have

on-unit weights, the problem is called Weighted Partial MAX-

AT and it will try to minimise the penalty induced by falsified

eighted variables. We use the latter to address our problem. 

Let us now exemplify this process using our base example in-

olving weighted AND/OR graphs ( Fig. 2 ) and the general case with

ND/OR hypergraphs ( Fig. 3 and Table 3 ). 

� Base case (weighted AND/OR graph) . In this example, the hard

lauses are those involved in the CNF formula as shown in Table 4 .

Soft clauses correspond to each atomic node in the graph with

heir corresponding penalties (costs) as shown in Table 5 . 
Therefore, a MAX-SAT solver will try to minimise the number

f falsified variables as well as their weights (costs), which in our

roblem equals to minimise the compromise cost for the attacker.

s mentioned before, the solution in this case is to compromise

odes a and c with a total cost of 4. 

� General case (AND/OR hypergraphs) . Our general model with

ND/OR hypergraphs not only involves individual costs on atomic

odes (function ϕ) but also compromise costs on each security

easure instance (function ψ). Table 6 shows the attacker’s costs

or each measure instance within our general example that are

sed as the falsification penalty scores. 

If we consider, for example, a neutral cost on each atomic

ode n , e.g. ϕ(n ) = 1 , ∀ n ∈ V AT , the solution of the Weighted Par-

ial MAX-SAT problem to disrupt the system h G ( t ): 

 G (t) = (t ∨ s 5) ∧ (d ∨ s 4) 

∧ ( ((a ∨ s 1 ∨ s 3) ∧ (b ∨ s 2)) ∨ ((b ∨ s 2) ∧ (c ∨ s 1)) ) 

s composed of nodes a and c , and security controls s 1 and s 3, with

 total cost of 5. Informally speaking, we are trying to find a por-

ion of h G ( t ) that can be falsified (so ¬h G ( t ) is true ) with minimal

ost. We can observe that if the last big clause of h G ( t ) is falsified,

hen h G ( t ) is falsified. We can choose to falsify the whole disjunc-

ion by making, for example, the sub-sentence ( b ∨ s 2) false . How-

ver, the penalty here is 1 + 5 = 6 . If ( a ∨ s 1 ∨ s 3) and ( c ∨ s 1) are fal-

ified instead, the cost corresponds to the penalty paid for the set

 a, s 1, s 3, c } with a total cost of 1 + 2 + 1 + 1 = 5 . The other two

ptions, ( t ∨ s 5) and ( d ∨ s 4), have costs infinite and 11 respectively,

o the final solution involves the critical node set { a, c } with a total

ost of 5. As a final remark, note that if we want to only consider

he costs of security measures, we can define ϕ(n ) = 0 , ∀ n ∈ V AT ,

n which case our example would yield 3 as the total attack cost. 

.3.3. Method summary 

Given an input AND/OR graph G = (V, E) and a target node t ,

e model our security metric μ( G, t ) as a Weighted Partial MAX-

AT problem where the weights are provided by the cost functions

( v ) for each node v ∈ V AT and ψ( s ) for each security measure

 ∈ S . Our method includes the following steps: 

1. We first transform the dependency graph G into an equiva-

lent logical representation, f G ( t ), as described in Section 6.1 . 

2. f G ( t ) is transformed into a new formula h G ( t ) as described

in Section 6.2 , where each atomic node n ∈ V AT in f G ( t ) is

replaced with (n ∨ s i ∨ . . . ∨ s j ) , where s i ∨ . . . ∨ s j is the dis-

junction of security controls that protect node n . 

3. The objective of the attacker, ¬h G ( t ), is then converted

to CNF using the Tseitin transformation, i.e., ̂ g (t) =
CNF (¬ h G (t)) , where ̂ g (t) = (v 1 i ∨ . . . ∨ v 1 j ) ∧ . . . ∧ (v hi ∨ . . . ∨
v h j ) . 

4. Finally, we define a soft clause for each atomic node v ∈ V AT 

and each security measure s ∈ S , and assign their corre-

sponding weights as ( v , ϕ( v )) and ( s, ψ( s )) respectively. 

The last step tells the MAX-SAT solver that each soft clause

each node v of the graph and each security measure s ) can be
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Fig. 5. META4ICS overall architecture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Listing. 1. AND/OR graph JSON specification. 

Fig. 6. META4ICS viewer – metric resolution. 
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falsified with a certain penalty ϕ( v ) or ψ( s ), which is the cost

required for the attacker to compromise v or a security control

s . Since the solver tries to minimise the total weight of falsified

variables, a solution to this problem yields a minimum vertex cut

in the graph that models our CPS system. Therefore, the over-

all process provides a set of critical components and security mea-

sures with minimal cost for the attacker such that, if compromised, it

would render the cyber-physical system into a non-operational state .

In practice, steps 1 and 2 are implemented simultaneously; here

we present them separately for the sake of clarity. 

7. META4ICS – implementation prototype 

In this section, we describe our implementation prototype

called META4ICS (Metric Analyser for Industrial Control Systems),

pronounced as metaphorics . The tool is open source and publicly

available at [88] . The overall architecture of META4ICS is illustrated

in Fig. 5 , and it involves two main modules: 

(i) a core system in charge of analysing the input graph and

computing the security metric, and (ii)a Web-based visualisation

system that displays the graph as well as the critical nodes indi-

cated by the security metric. 

The core system has been purely developed in Java and it can

be executed from the command line as a single runnable JAR. This

is fully documented online [88] . Initially (step 1), the tool con-

sumes an input graph represented in JSON (JavaScript Object No-

tation). Listing 1 depicts the JSON specification file for our general

scenario ( Figs. 3 and 4 ), and a neutral cost assignment on network

nodes ( ϕ(n ) = 1 , ∀ n ∈ V AT ). 

The graph encoding essentially involves a list of nodes, the

edges among them, the security measures used to protect the ICS

components, and the target node under analysis. If the input graph

has more than one node with no incoming edges, the graph anal-

yser creates an artificial source node, denoted as s , which is linked

to each one of these nodes in order to produce a single-source

graph (step 2). This is done to simplify graph-processing algo-

rithms. Within our example, nodes a, b , and c have no incoming

edges, and therefore, the following edges are also added: ( s, a ), ( s,

b ), and ( s, c ). This can be observed in Fig. 6 (described later). 

Afterwards, our prototype translates the AND/OR graph and the

involved security measures into a logical representation that is

then converted to an equisatisfiable CNF formula using the Tseitin

transformation (step 3) [17] . The Weighted Partial MAX-SAT prob-

lem is then built and solved (step 4) using the appropriate clauses

and costs, as described in Section 6.3.2 . For the MAX-SAT res-

olution process, we have experimentally observed that different

SAT solvers may behave quite differently with the same AND/OR

graphs due to the use of distinct techniques. To address this is-

sue, META4ICS executes multiple pre-configured solvers in paral-

lel and picks up the solution of the solver that finishes first. This

method provides a more stable behaviour in terms of performance
nd scalability as discussed later in Section 8 . Currently, the tool

ses two different MAX-SAT solvers, namely SAT4J [84,89] and a

ython-based linear programming approach using Gurobi [90] . In

he case of ties (even cost for two or more solutions), the tool

elects the solution with the minimum number of nodes. When

xecuted, META4ICS displays the least-effort att ack strategy in the

ommand line, which in our example is composed of critical nodes

 and c , each with cost 1, and the security measure instances s 1

nd s 3 with costs 2 and 1 respectively, totalling a minimal cost of

. The tool also outputs a JSON file that includes the original graph

nd the minimum weighted vertex cut identified as the solution

step 5). This output is then used to feed the visualisation compo-

ent (step 6). The latter is an interactive graph visualiser, built on

op of the D3.js technology [91] , whose objective is to provide vi-

ual means to understand dependencies among nodes and manip-

late critical nodes. Fig. 6 shows the metric resolution for our ex-

mple scenario where each node includes its total aggregated cost.

he tool displays critical nodes surrounded by dashed red circles

nd allows the user to validate the solution by interactively remov-

ng them until the target is disabled. 
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Fig. 7. Scalability evaluation up to 20 0 0 0 nodes. 
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Fig. 8. Performance evaluation (10 0 0 nodes x 10 0 0 iters.). 

Fig. 9. Analysis of different logical compositions (10 0 0n). 
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. Performance evaluation 

In order to evaluate the feasibility of our approach, we have

onducted an extensive set of experiments based on synthetic

seudo-random AND/OR graphs of different size and composition.

hese experiments have been performed using a MacBook Pro (15-

nch, 2018), 2.9 GHz Intel Core i9, 32 GB 2400 MHz DDR4. The

onstruction procedure for an AND/OR graph of size n is as follows.

e first create the target node. Afterwards, we create a predeces-

or which has one of the three types (atomic, AND, OR) accord-

ng to a probability given by a compositional configuration prede-

ned for the experiment. For example, a configuration of (60,20,20)

eans 60% of atomic nodes, 20% of AND nodes and 20% of OR

odes. We repeat this process creating children on the respective

odes until we approximate the desired size of the graph, n . 

In this section, we first explore the behaviour of our method

ver simple weighted AND/OR graphs. Afterwards, we describe

he obtained results using independent security measures over

ND/OR hypergraphs. Finally, we study the use of various security

easures applied to multiple nodes simultaneously and the impact

his overlapping poses in terms of computation time. 

.1. Experimental analysis over weighted AND/OR graphs 

Fig. 7 shows the behaviour of our methodology over weighted

ND/OR graphs (graphs with one single cost per node, e.g. Fig. 2 ),

hen the size of the input graph increases. 

In this experiment, we produce pseudo-random AND/OR graphs

f size n and a compositional configuration of (60,20,20). The size

 varies as n ∈ [0 , 500 , 1000 , 1500 , . . . , 20000] , and we iterate the

valuation process 10 times for each value of n . The solid line

hows the average values obtained for graphs of size n while the

ertical bars indicate shortest and largest computation times for

ach value of n . As we explore later in this section, the structure

f the logical formulation varies according to the structure of the

nput graph (e.g. more ANDs than ORs), and therefore, the time re-

uired by the CNF converter and SAT solver might vary as well,

hich explains the vertical bars. In general, however, we have ob-

erved very good results in terms of performance and scalability.

or example, for graphs with 10 0 0 0 nodes, the average resolution

ime is about 3 seconds, while for graphs with 20,0 0 0 nodes, the

verage time is around 15 seconds. Note that scalability here is

nderstood from a computational standpoint rather than a control

ystems perspective. 

In order to analyse the variability observed in computation

imes due to the structure of the formulas, we have taken a closer

ook at the two main processes that govern the overall behaviour

f the strategy: the Tseitin transformation and the MAX-SAT res-

lution. Fig. 8 shows the results of a 10 0 0-iteration experiment

sing weighted AND/OR graphs with 10 0 0 nodes and a (60,20,20)

onfiguration. 
In general, we have observed that while the Tseitin transfor-

ation time is stable across all iterations, the MAX-SAT resolution

rocess requires more time to solve the problem in some graphs

han others. This happens because some graphs induce formulas

ith longer sequences of AND or OR operators connecting with

ifferent combinations of graph nodes, which incurs in variable

omputation times. 

We have also observed that the number of clauses and vari-

bles within the transformed Tseitin formulas involve similar pat-

erns for this and other configurations. For example, for graphs

ith 10 0 0 nodes and the (60,20,20) configuration, the Tseitin for-

ulas involve in average 1500 clauses and 3000 variables. This

eans that each clause generally involves the disjunction of two

r three variables. In order to better understand how the complex-

ty of the formulas may impact the overall strategy, we have also

xperimented with different com position configurations for graphs

ith 10 0 0 nodes. Fig. 9 shows the obtained results on four differ-

nt configurations including the previous (60,20,20) distribution. 

While the Tseitin transformation shows almost a constant be-

aviour, we can observe a dramatic reduction in the average MAX-

AT resolution time as the number of AND/OR nodes decreases.

his phenomenon occurs because the graphs now involve more de-

endent nodes in sequence with less AND/OR nodes among them.

n addition, OR nodes have a higher impact in the resolution time

ince any fulfilled input may enable this connector, while AND

odes only require one disconnected input to be disabled. In or-

er to confirm these observations, we have conducted the same

calability experiment up to 20 0 0 0 nodes, but now with a dif-

erent configuration using a (80,10,10) distribution. The results are

hown in Fig. 10 . As expected, we can observe that the variability

f the experiments (vertical green bars) is now much lower since

he structure of the formulas pose less restrictions to find the op-

imal solutions. 
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Fig. 10. Scalability evaluation – Conf(80,10,10). 

Fig. 11. Scalability while increasing graph size. 

Fig. 12. Performance while increasing measures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Variation analysis of overlapping measures. 
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8.2. AND/OR hypergraphs with disjoint security measures 

This section studies the scalability and performance of our gen-

eral approach based on AND/OR hypergraphs when we increase

the number of security measures applied independently on each

network node. Fig. 11 shows the results of this evaluation over in-

put AND/OR graphs with up to 10,0 0 0 nodes. 

We have measured the MAX-SAT resolution time for graphs of

different sizes in four sub-experiments that use a different num-

ber of independent security controls (1, 5, 7 and 10) on each graph

node. Each sub-experiment has been repeated 10 times and we

have taken the average results. As expected, we can observe that

the more security measures we use to protect each node indepen-

dently, the more time is required to compute the underlying secu-

rity metric. As explained before, even when there are small time

variations on each sub-experiment due to the compositional char-

acteristics of some random AND/OR graphs (and therefore smaller

graphs sometimes require more time than larger graphs), the over-

all behaviour remains relatively stable. 

Fig. 12 shows a closer look at the logical transformation and

MAX-SAT resolution times for graphs with 10 0 0 nodes while in-

creasing the use of disjoint security measures. We can observe that
he MAX-SAT resolution time grows polynomially. This is essen-

ially explained by the fact that each node variable n is replaced

y a larger disjunction with x logical variables (for x security mea-

ures) plus the node variable itself. Because each node is protected

y a different set of security measures (no overlapping), such re-

lacement just increments the size of the formula by a factor of x .

herefore, the overall process is still solved in polynomial time. In

ypergraph terms, the smaller the hyperedges, the lower the com-

utation time. 

This section is focused on security measures that are applied in-

ividually on each ICS component. As mentioned before, however,

any security measures may be used to protect two or more com-

onents altogether in practice, e.g. fenced areas. In the next sec-

ion, we evaluate our approach considering multiple overlapping

ecurity measures. 

.3. AND/OR hypergraphs with overlapping security measures 

In order to analyse scenarios where two or more nodes may

e protected by the same security control, we use a simple proba-

ilistic method to generate a protection assignment as follows. Let

 be the number of security measures to be applied on each graph

ode n ∈ V AT . We then traverse the set V AT , and for each node, we

tochastically choose whether to assign the same security measure

sed with the last node, or conversely, to use a new one. In math-

matical terms, we apply the same security control with probabil-

ty p (positive overlapping), or we apply a new one with probabil-

ty 1 − p (no overlapping). We repeat the above procedure x times.

ig. 13 shows the behaviour of the MAX-SAT resolution time over

nput graphs with 10 0 0 nodes that have been protected following

he previous assignment. 

We can observe that, as the probability of overlapping increases

rom 0 to 1, the MAX-SAT resolution time decreases. In other

ords, the greater the level of overlapping, the easier is for the

AX-SAT solver engine to find the solution. In addition, this be-

aviour is observed independently of the number of security mea-

ures applied in the experiment. In logical terms, this happens be-

ause a security measure that protects many nodes will appear on

he logical expansion of all of them (see Section 6.2 ), and therefore,

he MAX-SAT solver leverages such interdependency to speed up

he overall resolution process. We have performed a similar anal-

sis on larger AND/OR graphs and the results indicate the same

ehavioural pattern, as shown in Fig. 14 . The experiments involve

ND/OR graphs with 10 0 0 to 10 0 0 0 nodes, using 5 security mea-

ures on each node. As expected, the results suggest that the more

odes are protected by the same security measures (i.e. higher

robability), the faster is the resolution process. 

Overall, the obtained results indicate that our approach can

fficiently scale to large AND/OR graphs involving thousands of

odes protected by multiple security measures, and compute the

roposed security metric in a matter of seconds. As a final note,
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Fig. 14. Analysis on graphs of different sizes. 

Fig. 15. Basic WTN component [19] . 
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e have submitted a significant part of our evaluation benchmark

92] to the MaxSAT Evaluation 2019 [93] where our datasets have

een part of the body of NP-hard optimization problems used

o evaluate the participant MaxSAT solvers. Interestingly, none of

he nine solvers evaluated with our dataset performed better than

he others on every instance. The reason is that distinct MaxSAT

olvers generally use very different resolution techniques. As a con-

equence, the result obtained from diversity (using parallel solving)

s in fact quite good. Our datasets are available for download in

IMACS format [94] at [88] . In the next section, we validate our

pproach through a comprehensive case study. 

. Case study on water transport networks 

Our case study is focused on water transport networks (WTNs)

here we examine the applicability of our approach over real

TNs typically deployed in European countries. 

.1. Case study description 

Typical WTNs are composed of the following main physical el-

ments: (i) tanks, (ii) pumping stations, (iii) water sources (e.g.,

oreholes), and (iv) pipes. To monitor the status of each element,

tilities deploy electronic sensing devices and collect measure-

ents regarding the flow, pressure, level, and quality of the water

hat flows in the system. A typical configuration found in several

ater utilities (see [95] ) is similar to the one shown in Fig. 15 . 

The same structure appears repeatedly in larger infrastructures

hus forming patterns as illustrated in Fig. 16 . For the sake of

revity and simplicity, we focus here and thereafter on the sub-

ystem shown in Fig. 15 . 

In this setup, drinking water is extracted from a water source

e.g., a borehole or another tank) using a pump. The pump in-

reases the water pressure which pushes the water into a tank,

hich may be located a few kilometres away at a higher elevation.

he water tank is then used to provide water to consumers, as well

s to transfer water to other subsystems, for instance, through an-

ther pump-tank subsystem. Additional details of this scenario can

e found in [19] . 
The subsystem shown in Fig. 15 involves the following sensing

lements: a pressure sensor before the pump ( s 1), a pressure sen-

or after the pump ( s 2), and a water flow sensor ( s 3) measuring

he pump outflow. At the water tank, flow sensors ( s 4, s 6) may

lso be installed for monitoring the inflow and outflow respec-

ively. For its operation, the control system is comprised of two

rogrammable Logic Controllers (PLCs); one situated at the pump

nd the other at the water tank. These PLCs are connected to the

ystem’s sensors and actuators, and execute programs to achieve

he control objectives. More specifically, the sensing node s 5 pro-

ides the water level state measurement s 5( k ) to the agent a 1 in

LC-T1, where k is the discrete time step. Then, the control logic is

xecuted, and the result v ( k ) is transmitted to PLC-P1, where an-

ther control logic a 2 is executed. Agent a 2 instructs the contactor

i.e., an electrically operated relay) through a signal c 1( k ) to turn

n/off the pump, should the pump flow s 3 be below a threshold. 

.2. Data collection and preparation 

Various security measures are applied by water utilities in or-

er to protect the components of their systems against malicious

ctors. We have acquired data from a number of water utilities and

ublic information sources in order to: (i) determine typical mea-

ures used to protect their infrastructures, and (ii) identify compo-

ents that are protected by multiple overlapping measures. 

Table 7 presents a sample list of the measures acquired. We

valuate three different factors in order to calculate the cost of the

ttacker to compromise a security measure: (i) skills/knowledge re-

uired to design and execute the attack ( f 1), (ii) tools needed for

he attack ( f 2), and (iii) time needed to execute the attack ( f 3). We

se a three-point scale to rate the three factors for each measure,

s shown in Table 8 . 

Then, for each collected measure m , we calculate the attacker

ost ψ( m ) as the product of each individual rating: ψ(m ) = f 1 ×
f 2 × f 3 . The cost of each component determines the level of dif-

culty an attacker will have to compromise it. The security mea-

ures along with their individual ratings and attack costs are de-

icted in Table 7 . 

Based on this information, we have used our methodology to

etermine the security level of such infrastructures. 

.3. Base WTN subsystem (no redundancy) 

According to the collected data, the base WTN subsystem

hown in Fig. 15 involves multiple security measures that simul-

aneously protect various components as shown in Table 9 . For ex-

mple, agent a 1 is protected by a wired fence (F1-2), located in-

ide a building with a security lock (B1-1), and an alarm system

A3-1). Sensor s 5 is also protected by the same measure instances

ut also by a protection box (P2-2). In order to make the scenario

ven more interesting, we assume the special case where c 1 has

een heavily protected and cannot be compromised (infinite cost). 

The total cost for an attacker to compromise a component n is

omputed as 
∑ 

m ∈ S n ψ(m ) , where S n is the set of security measures

rotecting n . Given the AND/OR specification of the base subsystem

ith no redundancy, we have run META4ICS in order to identify

he set of critical ICS components and security measures, as shown

n Fig. 17 . 

Fig. 17 a shows the AND/OR graph of the network where, given

he applied measures, META4ICS has identified agent a 1 at PLC-T1

s the weakest point that can disable actuator c 1. Its compromise

mplies to bypass three security measures (F1-2, B1-1, A3-1) with a

otal cost of 6. Fig. 17 b shows the AND/OR hypergraph of the sys-

em involving its multiple overlapping measures. Agent a 1 is re-

ponsible for measuring the water level of the tank and deciding

hether to send a signal to turn on/off the pump. Note that sensor
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Fig. 16. Three-tank WTN architecture. 

Table 7 

Typical security measures and attack costs. 

Measure Skills Tools Time Attack cost Description 

F1 1 1 1 1 Fenced area (wire) 

F2 1 2 1 2 Fenced area (locked underground facility) 

B1 1 1 2 2 Building + regular lock 

B2 2 2 2 8 Building + secure lock 

A1 2 3 2 12 Door alarm 

A2 3 2 3 18 Alarm on telemetry box 

A3 1 1 3 3 Patrol unit 

P1 1 2 1 2 Locked box 

P2 2 2 2 8 Cable protection 

Table 8 

Attacker’s cost – three-point rating scale. 

Factor / Rate 1 2 3 

Skills ( f 1) no special skills/knowledge advanced skills/knowledge expert skills/knowledge 

Tools ( f 2) off-the-shelf tools non-conventional tools required specialized tools 

Time ( f 3) ≤ 10 min 10–30 min ≥ 30 min 

Table 9 

Measures per component (base subsystem). 

Components Security measures Total cost 

s 3 {F2-1, P1-2, A2-2} 22 

s 5 {F1-2, B1-1, A3-1, P2-2} 14 

a 1 {F1-2, B1-1, A3-1} 6 

a 2 {F1-1, B2-1, P1-1, A2-1} 29 

c 1 {F1-1, B2-1} 9 + inf (special case) 

 

 

 

 

Table 10 

Measures per component (redundant subsystem). 

Components Security measures Total cost 

a 2, a 7, a 8, a 10 {F1-1, B2-1, P1-1, A2-1} 29 

a 1, a 3, a 9 {F1-2, B1-1, A3-1} 6 

s 1, s 2 {F1-1, B2-1} 9 

c 1 {F1-1, B2-1} 9 + inf (special case) 

s 3 {F2-1, P1-2, A2-2} 22 

s 4 {F1-2, B1-1, A3-1, P2-1} 14 

s 5 {F1-2, B1-1, A3-1, P2-2} 14 

s 6 {F2-2, P1-3, A2-3, A3-1} 25 

t  

a  

s  

m

 

e

s 5, which also measures the level of the tank, was not identified as

a critical node as it is guarded with stronger security measures and

a total attack cost of 14 (see Table 9 ). 

9.4. Extended WTN subsystem with redundancy 

WTN systems are typically set up using the minimum configu-

ration. However, additional sensors and agents can be used to in-
roduce analytical redundancy in order to ensure the reliable oper-

tion of the system. In that context, we have analysed an extended

cenario, detailed in [19] , involving the components and security

easures listed in Table 10 . 

Table 11 on the other hand shows the components protected by

ach measure instance and their costs. 
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Fig. 17. Base scenario. 

Table 11 

Components per measure instance (redundant subsystem). 

Measure instance Measure type Attacker cost Protection range 

F1-1 F1 1 { a 2, a 7, a 8, a 10, c 1, s 1, s 2} 

F1-2 F1 1 { a 1, a 3, a 9, s 4, s 5} 

F2-1 F2 2 { s 3} 

F2-2 F2 2 { s 6} 

B1-1 B1 2 { a 1, a 3, a 9, s 4, s 5} 

B2-1 B2 8 { a 2, a 7, a 8, a 10, c 1, s 1, s 2} 

A2-1 A2 18 { a 2, a 7, a 8, a 10} 

A2-2 A2 18 { s 3} 

A2-3 A2 18 { s 6} 

A3-1 A3 3 { a 1, a 3, a 9, s 4, s 5, s 6} 

P1-1 P1 2 { a 2, a 7, a 8, a 10} 

P1-2 P1 2 { s 3} 

P1-3 P1 2 { s 6} 

P2-1 P2 8 { s 4} 

P2-2 P2 8 { s 5} 
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Fig. 18. AND/OR hypergraph with overlapping measures (redundant subsystem). 

o  

i  

t

1

 

o  

t  

h  

b  

a  

h  

o  

t  

e  

t  

o  

i  

p  

s  

r  

h  

t  

i  

e

1

 

i  

g  

a  

t  

m  

a  

t  

a  

R  

f  

m  

n  
The structure of the network as well as the critical nodes iden-

ified by META4ICS are shown in Fig. 18 . The optimal strategy in-

icated by the tool involves agent a 1 and sensor s 2 as the critical

odes and five different measure instances (F1-2, B1-1, A3-1, F1-1,

2-1) that should be violated so as to disable actuator c 1, with a

otal attack cost of 15. Note that the security level of this configu-

ation is much higher than the settings without redundancy. 

0. Discussion, limitations and research challenges 

0.1. ICS topological analysis 

Scalability is an essential aspect when dealing with evolving

nd growing environments. However, it is also certain that ICS

etworks have been designed with some underlying structure in

ind, i.e., they have not been created chaotically. In that sense,

hey usually present some organisational characteristics that we

an leverage to address complexity even more. We argue that in-

ightful structural information about the network (e.g. clusters,

ones, regions, subnets), may be used to reduce large graphs into

maller problems and compose their solutions. However, under-

tanding and generalising structural properties of real-world in-

ustrial settings is a challenging goal. For example, while oil and

as facilities may involve kilometres of pipes and sensors depict-

ng elongated and thin graphs with clear articulation points, other

ndustrial settings may be translated into more dense graphs with

ighly interconnected components. Additional research questions

uch as what numbers are representative regarding size and classes
f components (hundreds, thousands, tens of thousands?) are also

mportant and may help improve the analysis of the graphs used

o represent ICS environments. 

0.2. Extended cyber-physical integration 

Due to the complexity of CPS environments and the diversity

f attack vectors (combining social, cyber and physical methods),

he construction of a unified cyber-physical security model is a

ard challenge. Our model provides a robust framework to com-

ine logical CPS dependencies with on-site security measures that

re often disregarded in physical environments. At the cyber level,

owever, attackers may also remotely compromise software agents

r affect the integrity of communication channels. We plan to in-

egrate these aspects in the form of attack graphs, a subject widely

xplored in the domain of IT networks [39,43,49] . However, this in-

egration is not trivial. A forest of individual attack graphs focused

n software agents may provide good estimations on the complex-

ty of their compromise. However, an attacker may need to com-

romise a subset of cyber resources only once to get to different

oftware agents on a target facility. Therefore, identifying critical

esources with aggregated costs at the cyber level also presents

ard challenges. In addition, the sequential nature of multi-step at-

acks combining both cyber and physical perspectives [96] , which

n turn involve controllability aspects [97,98] , must be also consid-

red in order to produce an homogeneous extended model. 

0.3. Further research challenges 

Automating the generation of input AND/OR graphs for ICS

s also a challenging activity, which we plan to further investi-

ate over real-world settings. In particular, we aim at a hybrid

pproach involving three main aspects: using semantic inference

echniques to produce analytical redundancies [99] , IT-like network

apping and discovery mechanisms at the cyber level, and semi-

utomated methods to consolidate expert knowledge from opera-

ors. We also plan to extend our approach to consider multi-target

ttacks, socio-technical aspects, and defence budget constraints.

edundant components sometimes handle only a fraction of the

unctions provided by main components. We plan to refine our

odel to cover this aspect as well as standard fault-tolerant tech-

iques such as triple modular redundancy (TMR) [100] . At the op-
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Algorithm 2: Main logical sentence builder (recursive) 

Name : getSentence 

Global : Graph G = (V, E) 

Input : Node n , Visited nodes M 

Output : Logical sentence p 

1 M 

′ ← M ∪ { n } // mark n as visited 
2 if n ∈ V AT then // node n is atomic 
3 x ← incomingNode (G, n ) // predecessor 
4 if not(x ) || x ∈ M then // x null|visited 
5 p ← n // atomic sentence 
6 else 

7 s ← getSentence (x, M 

′ ) // recursive call 
8 p ← ( · n · ∧ · s ·) // concat with ·
9 end 

10 end 

11 X ← incomingNodes (G, n ) // nodes reaching n 

12 X ← f ilt er(X, v isit ed) // unseen nodes only 
13 if n ∈ � then p ← get Mult iSentence (X, ∧ , M 

′ ) 
14 if n ∈ � then p ← get Mult iSentence (X, ∨ , M 

′ ) 
15 return p 
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timisation side, our computation strategy already considers a tie-

break algorithm that selects the solution with minimum amount

of nodes when two or more solutions with equal cost are found.

However, in complex dense cases, deciding among minimal solu-

tions with the same cost and the same amount of nodes requires

further analysis. We also aim at studying the criticality of ICS com-

ponents when nodes may be partially compromised or involve

faulty signals, i.e., nodes that might partially operate under the

presence of an attack (as opposed to be completely disconnected

from the graph) [13] . Finally, we have shown that adding redun-

dancy can increase the resiliency of an ICS environment. However,

adding more components might also translate into an extended

attack surface [101] . This aspect generates an interesting research

problem whose solution might lead to a Pareto frontier regarding

security levels and countermeasures. 

11. Conclusion 

Industrial control systems typically involve a large spectrum

of overlapping cyber-physical security measures used to protect

their operational components. As such, understanding which secu-

rity measures and ICS components should be compromised so as

to disturb the normal operation of the system with minimal cost

for an attacker is a challenging task. In this paper, we solve this

problem via an efficient mechanism based on AND/OR graphs and

hypergraphs, which is able to capture complex interdependencies

among ICS components and the measures used to protect them.

Our strategy involves an efficient transformation of AND/OR graphs

into weighted logical formulas that are then used to build and

solve a Weighted Partial MAX-SAT problem. We have presented

our tool META4ICS as well as an extensive experimental evalua-

tion. The obtained results indicate that our computation strategy

can properly scale to graphs with thousands of nodes in seconds.

In addition, we have described a thorough case study conducted

over a realistic water transport network that shows the applica-

bility of our method. Finally, we have presented a comprehensive

discussion on open problems and future research directions to fur-

ther improve this work. 
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Appendix A. AND/OR graph transformation f G ( t ) and cycle 

handling 

Given a directed AND/OR graph G = (V, E) and a target node

t ∈ V AT , we first produce a propositional formula that represents

the logical semantics of G with regards to t , i.e. the logical con-

ditions that must be satisfied to fulfil t . We denote this transfor-

mation as f G ( t ), which is described in Algorithm 2 . The formula-

tion process starts at t and traverses G backwards, expanding log-

ical conditions as needed, until nodes with no incoming edges are

reached. 

Algorithm 2 moves recursively through the graph and builds a

valid logical sentence considering three main cases that depend on

the type of node being analysed. Atomic nodes ( n ∈ V AT ) consti-

tute the first case, which is expanded recursively if node n has a
redecessor. Atomic nodes only have one incoming edge by defini-

ion, with the exception of the source that has none. The other two

ases correspond to AND/OR nodes respectively, and are treated in

 similar way. In these cases, the algorithm calls a second function,

escribed in Algorithm 3 , which essentially builds sub-sentences

or each predecessor of the AND/OR node (stored in NodeList X )

nd joins them using the appropriate operator op ∈ { ∧ , ∨ }. There

re two important aspects about the logical transformation that are

orth to mention. 

Algorithm 3: Logical multi-sentence builder ( ∧ , ∨ ) 

Name : get Mult iSentence 

Input : NodeList X , Operator op, Visited nodes M 

Output : Logical sentence p 

1 if X = {} then // empty set of nodes 
2 return true 

3 end 

4 p ← ( // open sentence 
5 for i = 0 ; i < | X| − 1 ; i = i + 1 do 

6 x ← X.get(i ) // get node from list 
7 s ← getSentence (x, M) // build sub-sentence 
8 p ← p · s · op // concat with ·
9 end 

10 x ← X.get(| X| − 1) // get last node 
11 s ← getSentence (x, M) // build sub-sentence 
12 p ← p · s ·) // close sentence 
13 return p 

1. The ∧ operator on atomic recursive calls . In line 8,

lgorithm 2 builds a sentence with the current node ( n ) and the

entence obtained from its predecessor ( x ), by using the AND op-

rator ( ∧ ). The reason for using the AND operator relies on the

emantics of the graph G , which represents dependencies between

omponents. Because n depends on its predecessor x , node n can

nly be fulfilled if its predecessor x is fulfilled ( x can be an AND/OR

ode as well), and therefore, we state so using the ∧ operator. 

2. Cycles . Normally, AND/OR graphs are acyclic [14] . However,

he meaning of cycles in AND/OR graphs representing dependen-

ies might be debatable. In this work, we aim at tackling the gen-

ral case where the input graph G = (V, E) may also contain cycles.

https://doi.org/10.13039/501100007601
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Fig. A.19. Cycle example (nodes a, b, c ). 
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Fig. A.20. Cycle example (between a, b , and c ) - META4ICS viewer. 
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ur approach to deal with cycles is to keep a record of the nodes

hat have been analysed so far. In that sense, Algorithm 2 controls

ycles by using a set of visited nodes. Nodes that have already been

isited are not expanded again in deeper explorations coming from

hem. This is possible because the truth value of an already visited

ode is present in an earlier part of the formula and connected to

heir predecessors via the ∧ operator. For the atomic case, this is

irectly implemented in line 5, while for complex AND/OR cases,

isited predecessors are previously filtered in line 12. 

As an example, let us consider the cyclic graph illustrated in

ig. A.19 . As explained before, the logical transformation f G ( c 1)

tarts at a target node c 1 and traverses the graph backwards un-

il all the components in the graph have been covered. It is easy

o see that at some point, the partial formula in this example will

ave the following aspect (where nodes a, b and c have not yet

een expanded): 

f G (c1) = c1 ∧ d ∧ ((a ∧ b) ∨ (b ∧ c)) 

hen node a is expanded with the nodes it depends on, we can

ee that a depends on ( s 1 ∨ c ). While s 1 is a terminal node and does

ot depend on any node, node c still depends on b , and b eventu-

lly depends on a . Because node a was already visited, the trans-

ormation process stops the exploration at this point (does not go

urther from a again), with the following partial formula: 

f G (c1) = c1 ∧ d ∧ (((a ∧ (s 1 ∨ (c ∧ b ∧ a ))) ∧ b) ∨ (b ∧ c)) 

Clearly, the last a can be removed since it already appears early

n the formula as a predecessor connected with the AND opera-

or. Hypothetically, if we follow the loop indefinitely, we would see

he same pattern again and again. From a satisfiability perspective,

t would yield the same result since the same variables are con-

unctively joined in the sentence. A similar situation occurs when

odes b and c are expanded. At the end, the final transformation

ooks as follows: 

f G (c1) = c1 ∧ d ∧ (((a ∧ (s 1 ∨ (c ∧ b))) ∧ (b ∧ a ∧ (s 1 ∨ c))) 

∨ ((b ∧ a ∧ (s 1 ∨ c)) ∧ (c ∧ b ∧ a ∧ s 1))) 

Fig. A.20 shows the metric resolution for this graph. 

It is important to note that a typical approach to deal with cy-

les, widely used in many graph-related works, is to analyse each

ycle as a whole. That is, treat loopy formations as clusters that

an be collapsed and analysed as one super node where its cost

s equal to the minimum cost among its member nodes. From a

raph-theoretical perspective, these clusters are strongly connected

omponents (SCC) and can be efficiently identified in linear time

sing, for example, Tarjan’s algorithm [102] . However, such an ap-

roach does not properly work with AND/OR graphs. The previous

cenario is a counterexample. The minimum node cost within the
ycle is 3 (node c ), however, the solution to that problem is node

 with cost 4. This is because dependencies outside the loop may

ffect the overall optimal solution. 

ppendix B. Tseitin transformation example 

The Tseitin transformation [17] is an important technical part of

ur approach to produce equisatisfiable CNF formulas. From a prac-

ical perspective, we have experimentally observed that the naive

NF conversion method barely scales to a few hundred nodes be-

ore running out of memory. Instead, the Tseitin transformation en-

bles our approach to scale to graphs with thousand of nodes in a

atter of seconds. In this section, we exemplify how the Tseitin

ransformation works and the kind of formulas we obtain from it.

et us consider the following logical formula: φ = (p ∨ q ) ∧ r. 

The subformulas involved in φ (non-atomic) are: i. p ∨ q and ii.

 p ∨ q ) ∧ r . We now introduce a new variable for each subformula as

ollows: i. x 1 ↔ p ∨ q and ii. x 2 ↔ x 1 ∧ r (note that we are using x 1 in-

tead of p ∨ q ). Putting all substitutions together (including x 2 as

he substitution of φ), we obtain the following transformed for-

ula: τ (φ) = x 2 ∧ (x 2 ↔ x 1 ∧ r) ∧ (x 1 ↔ p ∨ q ) . Now each conjunct

n τ ( φ) can be individually converted to its conjunctive normal

orm (CNF). For x 1 ↔ p ∨ q , we have that: 

 1 ↔ p ∨ q ≡ (x 1 → (p ∨ q )) ∧ ((p ∨ q ) → x 1 ) 

≡ (¬ x 1 ∨ p ∨ q ) ∧ (¬ (p ∨ q ) ∨ x 1 ) 

≡ (¬ x 1 ∨ p ∨ q ) ∧ ((¬ p ∧ ¬ q ) ∨ x 1 ) 

≡ (¬ x 1 ∨ p ∨ q ) ∧ (¬ p ∨ x 1 ) ∧ (¬ q ∨ x 1 ) 

It can be observed that after applying a few logical equivalence

ules, the obtained formula is in CNF. For x 2 ↔ x 1 ∧ r , we have that: 

 2 ↔ x 1 ∧ r ≡ (x 2 → (x 1 ∧ r)) ∧ ((x 1 ∧ r) → x 2 ) 

≡ (¬ x 2 ∨ (x 1 ∧ r)) ∧ (¬ (x 1 ∧ r) ∨ x 2 ) 

≡ (¬ x 2 ∨ x 1 ) ∧ (¬ x 2 ∨ r) ∧ (¬ (x 1 ∧ r) ∨ x 2 ) 

≡ (¬ x 2 ∨ x 1 ) ∧ (¬ x 2 ∨ r) ∧ (¬ x 1 ∨ ¬ r ∨ x 2 ) 

Finally, substituting each clause in τ ( φ) by its corresponding

NF conversion as shown before, we obtain a new CNF formula

ith additional variables that is not equivalent to the original one,

ut is equisatisfiable. This means that for any truth assignment,

and τ ( φ) will always be either both true or both false . The ex-

anded new CNF formula is as follows: 

(φ) = x 2 ∧ (¬ x 1 ∨ p ∨ q ) ∧ (¬ p ∨ x 1 ) ∧ (¬ q ∨ x 1 ) 

∧ (¬ x 2 ∨ x 1 ) ∧ (¬ x 2 ∨ r) ∧ (¬ x 1 ∨ ¬ r ∨ x 2 ) 

upplementary material 

Supplementary material associated with this article can be

ound, in the online version, at doi: 10.1016/j.jisa.2020.102471 . 

https://doi.org/10.1016/j.jisa.2020.102471
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