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1. Introduction

Venture Capital (VC) has been a central source of finance for commercializing
radical innovations in the US economy over the past several decades (Kortum and
Lerner, 2000, and Samila and Sorenson, 2011). The emergence of new industries
such as semiconductors, biotechnology, and the internet, as well as the introduction
of several innovations across a spectrum of sectors in health-care, information
technology, and new materials, has been driven in large part by the availability of
venture capital for new startups.

Financing radical innovations, however, requires more than just capital. It
requires a mindset of experimentation and a willingness to fail. The modal outcome
of a venture capital investment is complete failure. Hall and Woodward (2010)
report that about 50% of the venture capital-backed startups in their sample had
zero-value exits. Sahlman (2010) finds that 85% of returns come from just 10% of
investments. In fact, failure is central to the venture capital investment model,
as extreme success and greater failure may go hand-in-hand in a world where the
outcome of novel technologies or business models is impossible to know ex ante.
As one venture capital investor put it: ‘Our willingness to fail gives us the ability
and opportunity to succeed where others may fear to tread.”

In this paper, we examine whether there are certain times when venture capital

'Quoted by Vinod Khosla, as the reason behind his venture firm’s success.



investors are more willing to experiment than others. In particular, we examine
whether the peaks in venture capital investment cycles (Gompers and Lerner,
2004, and Gompers, Kovner, Lerner, and Scharfstein, 2008) could be times when
investors are willing to fund even riskier, more novel companies than at other
times, and whether this fundamentally affects the nature of radical innovations
that are commercialized in the economy. Conventional wisdom and much of the
popular literature tend to associate hot periods in the investment cycle with lower
quality firms being financed (Gupta, 2000). Moreover, theories about herding
among investors (Scharfstein and Stein, 1990), a fall in investor discipline, or
the possibility of lower discount rates in hot markets are all consistent with the
notion that projects funded in hot markets might be systematically worse than
those funded in less active periods. But increased experimentation would also be
associated with increased failure, and what looks like a poor investment ex post
may have been very experimental ex ante.

Understanding the links between investment cycles and the commercialization
of new technologies is a central issue for both academics and policy makers,
given the importance of new technologies in driving the process of creative
destruction and productivity growth in the economy (Aghion and Howitt, 1992,
and Schumpeter, 1942). We shed more light on this issue by examining both the

financial outcomes and the innovation outcomes of firms that received early stage



venture capital financing between 1985 and 2004. In particular, we aim to study
whether there is systematic variation in experimentation across the venture capital
investment cycle.

We find that startups receiving their initial funding in more active investment
periods were significantly more likely to go bankrupt than those founded in periods
when fewer startup firms were funded. However, conditional on being successful,
and controlling for the year they exit, startups funded in more active periods were
valued higher at IPO or acquisition, filed more patents in the years subsequent to
their funding (controlling for capital received), and had more highly cited patents
than startups funded in less active investment periods. That is, startups funded in
hot markets were more likely to be in the tails of the distribution of outcomes than
startups funded in cold markets. They were both more likely to fail completely
and more likely to be extremely successful and innovative.

One explanation of these findings is that the most experienced investors
take advantage of the better investment opportunities in hot times while,
simultaneously, ‘fools rush in’, so that the mix of investors across the investment
cycle leads us to find both more failures and more extreme success at certain
times. Another (not mutually exclusive) explanation is that the same investors
are investing in more experimental projects in hot markets. When we investigate

this view by including investor fixed effects in our estimations, we find evidence



for both mechanisms. This highlights that our findings are not being driven only
by the ebbs and flows of investors that might only be active in certain times, but
also by investors who seem to change their investments across the cycle. We find
this is particularly true for the most experienced venture capital investors, who
seem to systematically make more experimental investments in hot markets.

Our results, therefore, document a robust association between periods of
financial market activity and more experimental investments being made by
venture capital investors. That is, rather than a left shift (worse investments)
or a right shift (better investments) in the distribution of projects that are funded
in such times, they suggest more variance in the outcomes of the investments. They
also point to the fact that observing a large number of failures among startups that
were funded at a certain time does not necessarily imply that ex ante lower quality
firms were funded in those times. Looking at the degree of success of startups is key
to distinguishing between one view where worse projects are funded and another
in which riskier firms are financed by investors.

We next turn to the question of why investments made in hot markets might be
systematically more variable than those made at other times. Our correlation could
be observed if investment opportunities are systematically different in hot and cold
periods. Or, time varying risk preferences could alter the willingness of investors

to experiment. Alternatively, investors could change the type of investments they



make in hot markets, independent of the investment opportunities available to
them. For example, Nanda and Rhodes-Kropf (2012) argue that hot markets can
lower financing risk faced by investors and, hence, make investors more willing to
finance experimentation.

To shed light on this question, we use an instrumental variables (IV) estimation
strategy. We instrument the venture capital activity in a given quarter with
fund-raising by leveraged buyout funds that closed in the five to eight quarters
before that quarter. Leveraged buyout funds focus their investments on existing
companies with a history of revenues and profits, which enables them to raise
significant debt to complement their equity investments in portfolio companies.
The focus of buyout funds is to generate value for their investors by using a
combination of financial engineering and improved operational performance. On
the other hand, venture capital funds that make early stage investments in startups
focus on pre-revenue firms that are creating and commercializing new technologies.
We exploit the fact that the supply of capital into the VC industry is greatly
influenced by the asset allocation of limited partners putting money into private
equity more broadly and not distinguishing between venture capital and buyout
funds. By using buyout fund raising as our instrument, we aim to capture that part
of the early stage VC investments that are due to increases in capital unrelated to

the investment opportunities available for venture capital funds at the time. Thus,



our instrument is useful to the extent that flows into leveraged buyout funds do not
systematically forecast changing risk preferences two years later or the variability
of early stage innovative discoveries two years later.

Our results are robust to this IV strategy and suggest that, after accounting
for the level of investment due to differential opportunities in the cycle, increased
capital in the industry seems to change the type of startup that VCs fund, towards
firms that are more risky or novel. This finding also holds when we include investor
fixed effects, including for the most experienced investors. This is a fascinating
result, because it suggests that increased availability of capital in the venture
industry seems to alter how venture capitalists invest.

Our paper is related to a growing body of work that considers the role
of financial intermediaries in the innovation process (see Kortum and Lerner,
2000; Hellmann, 2002; Lerner, Sorensen, and Stromberg, 2011; Sorensen, 2007;
Tian and Wang, 2013; Manso, 2011; Hellmann and Puri, 2000; Mollica and
Zingales, 2007; Nanda and Rhodes-Kropf, 2013; Samila and Sorenson, 2011, and
Nanda and Nicholas, 2011). Our results suggest that the experimentation by
investors is a key channel through which the financial markets could impact real
outcomes. Rather than just reducing frictions in the availability of capital for new
ventures, investment cycles can play a much more central role in the diffusion and

commercialization of technologies in the economy. Financial market investment



cycles can create innovation cycles.

Our findings are also complementary to recent work examining how R&D by
publicly traded firms responds to relaxed financing constraints (Brown, Fazzari,
and Petersen, 2009, and Li, 2011). While this work is focused on the intensive
margin of R&D, our work examines how shifts in the supply of capital impacts the
choice of firms that investors might choose to fund, thereby having a bearing on
the extensive margin of innovation by young firms in the economy.

Our results are also related to a growing body of work examining the relation
between the financing environment for firms and startup outcomes. Recent work
has noted the fact that many Fortune 500 firms were founded in recessions as
a means of showing how cold markets lead to the funding of great companies
(Stangler, 2009). Our results are completely consistent with this finding. In fact,
we find that firms founded in cold markets are less likely to go bankrupt and
more likely to go public. However, we also show that these firms are less likely
to be in the tails of the distribution of outcomes. Thus, while many solid but
less risky investments are made in less active times, we propose that hot markets
seem to facilitate the experimentation that is important for the commercialization
and diffusion of radical new technologies. Hot markets allow investors to take on
more risky investments, and could therefore be a critical aspect of the process

through which new technologies are commercialized. Our results are therefore also



relevant for policymakers thinking about regulating the flood of capital during
such investment cycles.

The rest of the paper is structured as follows. In Section 2, we develop
our hypothesis around the relation between financing environment and startup
outcomes. In Section 3, we provide an overview of the data that we use to test
the hypothesis. We outline our empirical strategy and discuss our main results in

Section 4. Section 5 outlines our robustness checks, and Section 6 concludes.

2. Financing environment and startup outcomes

Popular accounts of investment cycles have highlighted the large number of
failures that stem from investments made in hot times and noted that many
successful firms are founded in recessions. A natural inference is that boom times
lower the discipline of external finance or could be associated with systematically
lower discount rates, so that investors make ex ante worse investments during hot
times. Others have argued that better startups might be funded in hot markets
as these are times when investment opportunities are attractive. The underlying
assumption behind these statements is that there is a left or a right shift in the
distribution of projects that get funded. Looking at any point in the distribution
of outcomes (e.g., the probability of failure or success) is, therefore, sufficient to

understand how the change in the financing environment for new firms is associated



with the type of firm that is funded.

However, understanding the extent to which a firm is weaker or stronger
ex ante is often very difficult for venture capital investors, who invest in new
technologies, nonexistent markets, and unproven teams (Hall and Woodward, 2010;
Kerr, Nanda, and Rhodes-Kropf, 2013). In fact, venture capitalists’ successes
seem to stem from taking informed bets on startups and effectively terminating
investments when negative information is revealed about these firms (Metrick and
Yasuda, 2010). For example, Hall and Woodward (2010) report that about 50%
of the venture capital-backed startups in their sample had zero-value exits, and
only 13% had an IPO. Similarly, Sahlman (2010) notes that as many as 60% of
venture capitalists’ investments return less that their cost to the VC (either due
to bankruptcy or forced sales) and that about 10% of the investments — typically
the IPOs — effectively make the vast majority of returns for the funds. Sahlman
(2010) points to the example of Sequoia Capital, that in early 1999 “placed a bet
on an early-stage startup called Google, that purported to have a better search
algorithm”. Sequoia’s $12.5 million investment was worth $4 billion when it sold
its stake in the firm in 2005, returning 320 times the initial cost.

Google was by no means a sure-shot investment for Sequoia Capital in 1999.
The search algorithm space was already dominated by other players such as

Yahoo! and Altavista, and Google could just have turned out to be a “me, too”
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investment. In fact, Bessemer Ventures, another renowned venture capital firm,
had the opportunity to invest in Google because a friend of partner David Cowan
had rented her garage to Google’s founders, Larry Page and Sergey Brin. On
being asked to meet with the two founders, Cowan is said to have quipped,
“Students? A new search engine? How can I get out of this house without going
anywhere near your garage?” (http://www.bvp.com/portfolio/antiportfolio.aspx)
In fact, Bessemer Ventures had the opportunity to, but chose not to invest in
several other incredible successes, including Intel, Apple, Fedex, eBay, and Paypal.

These examples point to the fact that while VCs might not be able to easily
distinguish good and bad investment opportunities ex ante, they could have a
better sense of how risky a potential investment might be.  An investment
that is more risky ex ante is more likely to fail. In this sense, an ex post
distribution of risky investments can look a lot like an ex post distribution of
worse investments. However, on average, the successes in risky investments will
be bigger than less risky ones, while worse investments will do badly regardless.
Figure 1 highlights how the ex post distribution of risky investments differs from
the ex post distribution of worse investments. That is, instead of a shift in the
distribution of outcomes to the left (or the right, if investments are consistently
better), riskier investments lead to a twist in the distribution of outcomes, with

greater failures but bigger successes.
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Nanda and Rhodes-Kropf (2012) propose that investors could fund riskier
investments in hot markets as these times allow investors to experiment more
effectively. If this is the case, then more failures would be expected for firms
funded in hot markets. However, conditional on a successful outcome such as an
IPO or big acquisition, firms funded in hot markets would be expected to do even

better.

Ex ante risky investments Ex ante worse investments

Startups funded
in hot markets

Probability

Probability

Ex post Payoff Ex post Payoff

Figure 1: Distinguishing risky investments from worse investments. The figure depicts the ex
post distribution of outcomes for investments that are riskier versus worse ex ante.

The main objective of this paper is, therefore, to examine the extent to which
the pattern of VC investments in boom times looks more like the chart on the
left, as opposed to the chart on the right in Figure 1. Our analysis has two main
elements. First, we document a robust correlation between firms funded in boom
times being more likely to go bankrupt but having bigger successes in the fewer
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instances when they do have an IPO or get acquired. We also show that the bigger
successes are not just limited to a financial measure of valuation, but also extend
to real outcomes such as the level of a firm’s patenting and the citations to its
patents. This suggests that VCs also invest in more innovative firms in boom
times.

Second, we investigate the mechanism behind this correlation. VC investments
clearly follow investment opportunities, so that investment opportunities
associated with new technologies and markets are likely to be riskier and also
attract more VC money. However, in addition to this, the flood of money during
boom times could allow VCs to experiment more effectively and thereby change the
type of investments they choose to make toward more novel, innovative startups.
We examine the extent to which this second mechanism of ‘money changing deals’
could also be at play, by using instrumental variables to untangle the endogeneity

in the analysis.

3. Data

Our analysis is based on data from Dow Jones Venture Source. This data-set,
along with Thompson Venture Economics, forms the basis of most academic papers
on venture capital. Kaplan, Sensoy, and Stromberg (2002) compare the two
databases and note that Venture Source is less likely to omit deals, a fact that

is important when looking at firm bankruptcies. The Venture Source data also
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provides more accurate information on exits, in particular data on the pre-money
valuations of firms at IPO and acquisition, both of which are critical to our analysis
of firm outcomes.?

We focus our analysis on US-based startups, because data for these firms
are comprehensive. The US is also a good setting for our study because the
institutionalization of the venture industry in the US implies that startups backed
by venture capital firms are likely to comprise the majority of startups that
commercialize new technologies. Our sample for the analysis is startups whose
first financing event was an early stage (Seed or Series A) investment from 1985
onward. This allows us to focus on the initial investment decision by venture
capital investors and to follow the investments to see their eventual outcome.
Given that we are interested in following the firms until they exit, we truncate the
sample in 2004 to allow ourselves sufficient time for firms that were first financed
in 2004 to achieve an exit. We, therefore, focus our analysis on startups receiving
their initial early stage investment over the twenty-year period from 1985 to 2004
but follow these firms’ eventual outcomes until the end of 2010.

There are 12,285 firms that meet our criteria of US-based startups that received

their first early stage financing between 1985 and 2004 (see Table 1). The

2The pre-money valuation is the value of the firm before accounting for the new money
coming into the firm at the IPO. Because firms raise different amounts of money in the IPO, the
pre-money allows a more clear-cut comparison of value across firms.
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probability that the firm goes bankrupt in our sample is 27%, varying from 20% for

biotechnology and health-care startups to 36% for business and financial services.?

As noted above, a key way of distinguishing whether worse firms or riskier firms
are being funded in hot markets is that their ex post distribution of outcomes is
different. That is, although both risky and worse investments lead to a higher
probability of failure in the context of our sample, risky investments would imply
that, conditional on success, firms funded in active investment markets have a
higher economic return than those funded in less active markets. On the other
hand, worse investments would imply that, even conditional on success, firms
funded in hot markets had lower value than those funded in cold markets. To
examine this claim, a key measure we use is the pre-money valuation at IPO
for firms that eventually had an IPO. As can be seen from Table 1, the median
pre-money valuation for a firm in our sample that had an IPO was $151 million.
However, this varied from over $300 million for communications and networking
startups to just $84 million for industrial goods and materials startups. Table 1
also documents the skewed distribution of returns for successful outcomes: The

average pre-money valuation is double the median. Nevertheless, the pattern

3This number is consistent with Hall and Woodward (2010), who find 22% of their investments
are “confirmed zero-value outcomes.” Following Hall and Woodward, we use an alternative
measure of failure that also captures firms coded as being private, but are more than five years
past their last venture round. Including these firms raises our measure of failure to 55%, in line
with Hall and Woodward’s estimation of 50%.
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across industries when looking at average returns is consistent with the pattern
seen with median returns.

We also report the outcome of exits that include information on acquisitions,
when available. Data on acquisitions are more likely to be available for larger
exits, but this bias does not substantively impact our analysis. Because we are
interested in looking at the tails of the distribution, our aim is to capture the
high value exits. We are, therefore, less concerned about missing information on
acquisitions of firms that may be more likely to be fire-sales. Consistent with this
notion, we report the valuation for all exits above $50 million (including TPOs
above $50 million) that we have information on in our data set. The numbers are

extremely similar to the valuations obtained when looking at only IPOs.

Part of our aim is to determine whether the differences in outcomes were
purely financial or also present in real outcomes. To do so, we also examine firm
innovation using patent data. We hand-match firms that had an IPO to data on
patent assignees in the US Patent and Trademark Office (USPTO) to look at their
innovation prior to when they went public. We look at two different measures
of firm innovation: the raw count of patents granted to the firm that were filed
in the years following its first funding, and the average number of citations per
patent. One challenge with the data on patent filings and citations is that we

need to control for the number of years since the patent was granted, so that we
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do not disproportionately count citations to patents granted in the early years
of our sample. Given that we want to look at patents filed after funding and
the cumulative citations to those patents, we choose a three year window for
each. That is, we look at patents granted to firms that were filed in the three
years following the first funding and the three-year cumulative citations to those
patents.* Matching firms in our sample to the patent database therefore facilitates

the study of the innovations by the startups while they were still private.

In Table 2, we provide descriptive statistics that show the main patterns in the
data. The descriptive statistics highlight the basic pattern we test in section 4. We
find that startups funded in more active investment quarters were slightly younger
and significantly more likely to fail, despite raising more money in their first round
of funding. Successful firms funded in hot markets raised more money prior to their
IPO and, interestingly, took almost the same time from first funding to the IPO.
Conditional on having a successful exit, firms funded in active investment markets
were valued more on the day of the IPO or when acquired, had more patents and
more citations to their patents, suggesting that riskier, more novel startups are

funded in the more active investment quarters.

4While the three year windows are somewhat arbitrary, they are chosen so as to minimize the
number of years that would be dropped from the analysis (given about a two-to-three year delay
in the granting of patents from the time they are filed).
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4. Regression results

We next turn to a multi-variate analysis to better-understand whether there are
systematic differences in the types of startups funded by VCs across the investment

cycle.

4.1. Riskier investments or worse investments?

In Tables 3 and 4, we report results from firm-level regressions that examine
the relation between the financing environment in the quarter a firm received its
first financing, and the ultimate outcome for that firm. The estimations take the
form:

Y; = iOTHFIN, + s X; + ¢, + Tr + & (1)

In these regressions, each observation corresponds to an individual entrepreneurial
firm and the dependent variable, Y; refers to the eventual outcome for firm 7. It
takes the value one if the firm went bankrupt and zero otherwise. ¢;, refers to
industry-level fixed effects, corresponding to the seven industries outlined in Table
1. 7 refers to period fixed effects. Because our hypothesis is about the cyclicality
of investment over time, we cannot absorb all the inter-temporal variation in our
data by including quarter-level or annual fixed effects for the period in which the
startup was funded. However, given that our sample spans 20 years, we also
want to ensure that we do include some period controls to account for systematic
changes in the venture capital industry as it matured. We therefore segment the
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data into three periods: 1985-1990, 1991-1997, and 1998-2004. Period fixed effects
refer to dummy variables for these three periods.’

The variable OT'HFIN, is our main variable of interest and refers to the
log of the number of other firms in the sample that received their initial early
stage financing in the same quarter as firm . It captures the level of financing
activity in the quarter that the focal firm was first funded. The matrix X; refers to
firm-level covariates that we include in the regressions. These include the amount
of money the startup raised in the financing event, the startup’s age at the time
of first financing, and the number of investors in the syndicate that made the
investment. California and Massachusetts account for over 50% of all startups in
the data, and industry observers note that investors in these regions could have
different investment styles. We therefore also include dummy variables to control
for whether the startup was based in California or Massachusetts. All standard
errors are clustered by quarter to account for the fact that our main outcome of
interest is measured at the quarterly-level.

Table 3 reports estimates from OLS regressions where the dependent variable

takes a value of one if the firm went bankrupt.® As can be seen from the table, firms

5 Another approach to control for the time series variation is to include a linear time trend as
a control. However, given that the venture capital is associated with bursts of activity instead
of a steady trend, we prefer the non-parametric approach of controlling for distinct periods of
activity in venture capital.

6We report the results from OLS regressions to facilitate comparisons with the IV regressions
in following tables. The results are robust to running the regressions as probit models.
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that were first financed in quarters with more financing activity are more likely
to fail. Columns 2-5 show that firm age at the time of first funding and raising
more money at the time of first funding are associated with a lower likelihood of
failure. However, even when controlling for these and other covariates, including
industry fixed effects and period fixed effects, we continue to find that firms funded
in more active quarters are more likely to fail. In Column 5 we drop the quarters
associated with the extreme spike in activity during the Internet bubble to ensure
that the results were not being driven by these outliers.

The variable OT'H F'I N, is measured in logs and failure is measured as a binary
variable, so the magnitude of the coefficient in column 4 (with industry and period
fixed effects and all controls) implies that a 10% increase in the number of early
stage investments in a given quarter is associated with a 137 basis point increase
in the probability of failure. Given the baseline failure probability is 27%, this
implies that a 10% increase in the number of firms being funded is associated with
the 5% increase in the probability of failure. Because the variation across quarters
in the number of firms funded is much larger than 10%, the coefficient on Column
4 of Table 3 implies that the magnitude is economically significant. To put it in
perspective, a startup funded in the 75th percentile in the number of firms funded
per quarter has a 75% higher chance of failing relative to one funded in a quarter

representing the 25th percentile in the number of investments (an increase from
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20% chance of failure to a 35% chance of failure). Table 3 therefore highlights the
fact that firms are consistently more likely to fail when they are funded in active
investment markets. These results do not necessarily imply that VCs fund lower
quality firms in hot markets. To make this inference, we also need to examine the
degree of success for the firms that do well.

In Table 4, we report estimates from firm-level regressions where the dependent
variable is the log of the pre-money value for the firm, conditional on it eventually
going public. That is, for the firms in our sample that did eventually go public,

we run regressions that take the form

log(PREV AL); = B,OTHFIN; + 3,X; + ¢, + 1 + & (2)

As with Table 3, each observation in these regressions corresponds to
an individual firm and the dependent variable, log(PREV AL); refers to the
pre-money value for the firm on the day it went public. Again, our main variable
of interest is OT'H F' I Ny, which measures the log of number of firms in our original
sample that were first financed in the same quarter as firm ¢. The matrix X; refers
to firm-level covariates that we include in the regression. These include the startup
firm’s age and revenue at the time of the IPO, the total amount of money it raised
prior to the IPO, and dummy variables to control for whether the startup was

based in California or Massachusetts. As before, standard errors are clustered at
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the quarter-level.

Columns 1 and 2 of Table 4 report the correlation without any industry or
period fixed effects. They show that firms financed in more active quarters are
associated with higher valuations on the day of the IPO. Column 2 controls for a
numbers of covariates that one might worry would lead to a spurious correlation.
For example, if firms funded at different points in the cycle systematically differ in
the age or the revenue they have at the time at which they exit, this could lead to
a spurious correlation. Relatedly, firms funded in active investment markets raise
more money prior to exiting, and this could mechanically lead to the association
we find. The results are robust to these controls. Not surprisingly, we find a strong
positive association between the firm’s revenue at IPO and its valuation. We also
find a positive association between the amount of money raised by the firm prior
to the TPO and its valuation. The coefficient on log of total dollars raised prior
to TPO in column 4 implies that a 10% increase in the amount of money raised
(that is “$4 million) is associated with a 4% increase in the value at IPO (that is,
"$12 million). This implies that the marginal dollar invested by VCs will return
a threefold return for firms that are successful.”.

An important concern with our results thus far is that firms funded in hot

markets could go public in very different environments than those funded in less

"While seemingly large, this needs to be weighted against the extremely large number of
complete write-offs faced by VCs
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active periods. We want to ensure that our results are not simply due to the fact
that firms funded in more active times go public at different times and, hence,
face a systematically different threshold of going public. To address this concern,
we control for the value of the NASDAQ on the day of the IPO in Column 3.
In addition, we also include IPO-year fixed effects in our regressions in Columns
3-5. Including PO year fixed effects implies that our estimations are effectively
comparing firms that had an IPO in the same year but that received funding when
the market was more or less active. We add industry fixed effects in Column 4 and
in Column 5 we again drop quarters with the extreme spike in activity to check
that our results are robust to their exclusion.

As can be seen from Table 4, conditional on going public and controlling for
the year in which they IPO, firms funded in quarters with greater levels of funding
activity have a higher valuation on the day of their IPO. The coefficient on Column
4 (with industry and IPO year fixed effects and all controls) implies that a 10%
increase in the funding activity in a given quarter is associated with a 2.1%, or
$6.5 million increase in the value of a firm if it goes public. Going from the 25th to
the 75th percentile in the number of firms funded is associated with a $54 million
increase in the value at IPO. Our results suggest that VCs fund riskier firms in

quarters with more financing activity.
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4.2. Investor fized effects

Our results so far have shown that startups funded in hot markets were more
likely to be in the tails of the distribution of outcomes than startups funded in
cold markets. While this is consistent with more risky firms being funded in
hot times, that is not necessarily the case. If some investors take advantage of
the better investment opportunities in hot times while others simultaneously fund
worse firms, this could explain our result entirely. That is, our results could be due
to differences in the types of VCs investing in hot versus cold times, as opposed
to the same VCs changing their investments across the cycle.

To probe the results further, we run the same regressions as outlined in Tables
3 and 4, but at the investor-firm level. That is, we change the unit of analysis
from the startup level to the investor-startup level. We, therefore, have multiple
observations for firms with more than one investor in the first round of financing.
In these instances, each observation corresponds to the specific investor-firm pair
in that round of funding, so that Y; becomes Y, and log(PREV AL); becomes
log(PREV AL);;. Expanding the data to the investor-startup level allows us to
include investor fixed effects in a panel in which every investor in each deal is
included, and thereby allows us to examine whether the same investors change the

types of firms they fund in hot and cold markets.® Specifically, Table 5 reports

8Investor fixed effects would still be identified when running specifications at the startup level
as with Tables 3 and 4. However, this would lead to us estimate investor fixed effects using
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results from estimations that take the form:

Y;kzleTHFINt—l—vQXi+¢j+¢k+7T—|—5ik (3)

and

log(PREV AL)y, = ;OTHFIN, + 62X; + 6, + 1y, + 71 + £t (4)

where 1), refers to investor fixed effects and all the other variables are exactly as
defined in Tables 3 and 4.

Table 5 reports these estimates for all VC investors in the sample. Column 1
of Table 5 is comparable to Column 4 of Table 3, except that the regressions in
Table 5 are run at the investor-startup level and also include investor fixed effects.
The fact that the coefficients are extremely similar implies that the increased
failure rates in hot times seem to be driven by within-VC variation in the types of
firms that are funded, as opposed to across-VC variation in hot versus less active
times. Column 4 of Table 5 is comparable to Column 4 of Table 4, except that
the regressions in Table 5 are run at the investor-startup level and also include

investor fixed effects. Comparing the tables highlights that including investor fixed

only about half the investor-startup deals, given the average of about two investors per startup.
Although we cluster our standard errors at the quarterly level, we also check to see that our
results in the tables using investor fixed effects are not arising purely as an artifact of the larger
sample size. The results are extremely similar if we just include one (randomly chosen) investor
per firm as with Tables 3 and 4, and add investor fixed effects.
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effects reduces the coefficient somewhat. That is, part of the effect shown on the
coefficient in Column 4 of Table 4 seems to be driven by different VCs investing
across the cycle. However, the within-VC effect still remains economically and
statistically significant, showing that on average, the same investors also change
the types of investments they make in hot markets.

We next examine whether there are any differences between more and less
experienced investors that are driving the pattern observed above. In Columns
2 and 5 we look at experienced VCs, by including only those VCs that made at
least five investments in the two years prior to the focal investment.? In Columns
3 and 6 we look at the performance of less experienced investors. Columns 2
and 3 of Table 5 therefore compare failure rates for more versus less experienced
investors. Startups funded by less experienced investors have a marginally higher
chance of failing, but this difference is not statistically significant. The difference
is more stark when comparing Columns 5 and 6 of Table 5. They show that less
experienced investors have successes that are not as large and that the relation
found in Column 4 seems to be driven by the more experienced investors. In fact,
we cannot reject the hypothesis that the successful outcomes for less experienced

investors are no different based on whether they were funded in hot or cold markets.

90ur results are robust to alternative ways to measuring whether an investor is experienced.
For example, we have looked at another measure that codes investors as experienced if they made
more than twenty investments over the period 1985-2004. The point estimates are extremely
similar.
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These findings are important as they highlight elements of both the mechanisms
we outlined above. The observed relation between active investment markets and
more experimental firms seems to come from the most experienced VCs changing
the type of investments they make across the cycle. Less experienced investors
show a similar pattern, but their returns from the successes seem much lower,
suggesting that the benefits they accrue from the more risky investments do not
outweigh the costs. While we do not have the data to accurately calculate this,
our results suggest that only the more experienced VCs are able to make money

from their more novel investments in hot markets.

4.8. Money changing deals?

Thus far, we have shown a pattern of more risky investments being undertaken
by investors in hot markets, in particular the most experienced venture capital
investors. One explanation for our results is that venture capital investments are
particularly high at times when risky technologies, ideas and startups are available
to be financed. That is, the same new technologies that attract investment from
venture capitalists could also be riskier opportunities. In this explanation, the
change in the projects that VCs invest in is driven by the investment opportunities.
If this was the main factor driving our results, our OLS results would be biased
upward, as the omitted variable would be responsible for driving the variance in

outcomes and attracting venture capital investment.
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In addition to this explanation, however, it is possible that hot markets
may make investors more willing to experiment, and hence change the type of
investments they are willing to make, toward more risky, innovative startups
in the market (Fleming, Schwienbacher, and Cumming, 2005, and Nanda
and Rhodes-Kropf, 2012). Alternatively, these times may lead investors and
entrepreneurs to manage the startup using strategies that are more risky (Arora
and Nandkumar (2011)). If these factors were important in driving our results,
our OLS coefficient could be biased downward. This is because our proxy for the
willingness of investors to experiment is the number of investments per quarter.
To the extent that measurement error exists in our proxy, this will tend to bias
the OLS coefficients toward zero.

To examine the extent to which these mechanisms could be at play, we turn
to an instrumental variables strategy. Our IV approach is predicated on two
particular features of the venture industry. First, the supply of capital into the
VC industry is greatly influenced by the asset allocation decisions of university
endowment and pension fund managers, who tend to allocate capital to sectors
based on backward-looking (rather than forward-looking) metrics, as well as the
need to re-balance their portfolio based on the performance of other asset classes
(Samila and Sorenson, 2012). Second, and more important, limited partners tend

to allocate capital to private equity as an asset class even though significant
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differences exist in the types of private equity funds within this broader asset
class, and these respond to very different investment opportunities. For example,
leveraged buyout funds focus on established companies with significant revenues
and profits to support leverage and generate value for their investors from financial
engineering and improved operational performance. These are often old economy
firms such as those in manufacturing that need assistance in improving operational
performance. On the other hand, venture capital firms invest in startup firms that
are commercializing new technologies such as a novel biotechnology compound or
an idea for an Internet company.

We, therefore, use an instrumental variables estimation strategy, in which the
number of startup firms financed by venture capital investors in a given quarter is
instrumented with a variable that measures the total dollars raised by leveraged
buyout funds that closed in the five to eight quarters before the firm was funded.
The assumption is that the limited partners’ decision to invest in buyout funds
is uncorrelated with the riskiness of future innovations that lead to early stage
venture capital funding. However, the fact that limited partners allocate capital
to the private equity asset class as a whole leads fund raising by venture and buyout
funds to be associated.'® This IV strategy is similar to Gompers and Lerner (2000).

However, our exclusion restriction is somewhat stronger as it requires that the level

10As a robustness test we also use the count of buyout funds that closed in the five-to-eight
quarters prior to the investments.
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of buyout fund raising two years before is unrelated to the variance in outcomes
for venture capital investments in a given period.

Our instrumental variables estimation should capture that part of the VC
investments that are due to increases in capital unrelated to the investment
opportunities available at the time for venture capital funds. Lagged buyout
fund-raising is used as an instrument to account for the fact that venture funds
take one-to-three years to fully invest the capital in their funds and has the added
advantage of further distancing the instrument from current VC opportunities.!

We run two stage least squares regressions, where the variable OT H F' I N; in
equations (1) and (2) is treated as endogenous and a variable that calculates the
total dollars raised by buyout funds that closed five to eight quarters before ¢
is used to instrument for OT HFIN;. These results are reported in columns 2
and 4 of Table 6. We report the coefficients from comparable OLS regressions in
Columns 1 and 3 for easy comparison. As can be seen from the bottom of Table
6, the regressions have a strong first stage, and pass the F-test for possible weak
instruments.

Comparing the OLS and IV coefficients in Table 6 shows that the IV coefficients

are larger than the OLS coefficients. This pattern suggests that increases in capital

1 To account for the concern that time trends could be driving the IV result, we have also run
robustness checks where we control for the level of contemporaneous buyout fund-raising. The
results remain equally robust when including this control.
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that are unrelated to the investment opportunities facing VCs make them more
likely to invest in riskier startups. That is, the IV regressions accentuate our finding
that risky firms are funded when capital is abundant. These findings are consistent
with a model in which an abundance of capital leads investors to experiment
more and, hence, invest in riskier, more innovative startups, independent of the
investment opportunities available at the time (Nanda and Rhodes-Kropf, 2012).

In Table 7, we report the result of the same regressions but run at the
investor-firm level and including investor fixed effects. The results continue to
hold, implying that the high level of investment activity leads the same VCs to
change the type of investments that they make, toward risky startups that have a
higher probability of failure, but also have bigger successes.

These results suggest a much larger role for financial markets in the
commercialization of new technologies. Instead of just responding to the need
for good ideas to be funded, the results in Tables 6 and 7 suggest that a flood of
money into the venture community could change the type of the projects that get

funded.

4.4. Ruisky versus novel investments

Thus far, the results we have reported in Tables 3-7 are based on financial
measures of success. That is, firms funded in hot markets are more likely to fail,

but are valued higher on the day of their IPO. In Tables 8 and 9, we extend
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the estimation framework we used to study valuation to real outcomes associated
with firm-level innovation. That is, we ask whether these are purely more risky
investments in financial terms or whether the investments VCs make in hot markets
are associated with more novel technologies or innovative firms.

Following a long literature in economics (for example Jaffe, Trajtenberg, and
Henderson (1993)), we use firm-level patenting as our measure of innovation.
Although patenting is an incomplete measure of firm innovation, it is a very
relevant measure of innovation in our sample of high-tech firms. Sixty percent
of the firms in our sample that had an IPO filed at least one patent in the three
years following their first investment. Moreover, patent citations have been shown
to correlate closely with both the quality of inventions as well as their economic
effects (Hall, Jaffe, and Trajtenberg (2005)).

In Tables 8 and 9, we re-run the estimations reported in Tables 6 and 7, but
with the log of the number of patents and log of the average citation per patent as
the dependent variable.!? Columns 1 and 2 of Table 8 show that among firms that
had an IPO, those funded in hot markets got more patents in the first three years
following the first funding than those funded in less active periods. Moreover, the

IV specifications show that this is still robust, again consistent with the results in

12The distribution of patent counts tends to be highly skewed. One estimation approach
is to use count models. We have checked that our patent regressions are robust to Negative
Binomial specifications that are often used in patent research. However, to be consistent in our
comparisons with the IV regressions, we run OLS specifications with logged values of patent
counts and patent citations.
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Tables 6 and 7, suggesting that the supply of capital pushed investors to invest in
more novel opportunities. Although we do control for the amount of money raised
by the firm in its first funding, a concern arises that firms funded in hot times
could be systematically more prone to patenting than those funded in less active
periods, for reasons unrelated to how novel they are. We therefore also look at the
average citations to the patents as a way to measure the impact of the innovations.
Columns 3 and 4 show that the patent citations show a similar pattern, suggesting
that difference is not only due to any increase in patenting propensity by startups
in more active investing periods.

In Table 9, we include investor fixed effects and again report the estimates from
patent and citation regressions run at the investor-startup level. The results of
these regressions continue to document the same pattern, suggesting that even the
most experienced investors are likely to change their investments towards more
novel, innovative startups in periods of high financing activity. Our results using

patent data therefore reinforce the patterns observed using financial outcomes.

5. Robustness checks

We run several analyses to check the robustness of our results. Two sets of
analyses are worth particular note. First, a number of successful exits for firms
are not necessarily through IPOs but can be through acquisitions of the startups.

We therefore check to see whether our results on firm outcomes are robust to a
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different measure of success, namely all exits in our database that are coded as
above $50 million. This measure is patchy by definition, as it might not include all
acquisitions that met the threshold. Nonetheless, it is a useful robustness check
to ensure that our results are not driven by the particular set of firms that had
an [PO. We report the results of these analyses in Table Al. Consistent with
the findings reported in Table 4 and Table 6, we find that firms funded in more
active quarters have higher exit values and that these results are robust to our IV
specification. Our finding, that firms funded in active investment quarters have
higher exits is not restricted to the sample of firms that have an IPO.

Second, we check to see that our results are not driven by outliers. Because
more firms are funded in active quarters, there is a higher likelihood of having
extreme outcomes purely as a result of order statistics. We explicitly check to see
that our regressions on the values at exit are not driven by any outliers. We report
the results from quantile regressions, estimated at the median exit value for firms
that had an IPO and for firms that exited with at least a $50 million valuation.
These results are reported in Table A2, which shows that our results are not driven
by this statistical artifact. As can be seen from the results in Table A2, median

regressions exhibit the same pattern shown in the main results.!?

BFurthermore, we show in Table A3 that firms funded in active investment quarters are less
likely to have an IPO. Because IPOs are tail outcomes in themselves (Hall and Woodward, 2010),
this suggests that our results are due to a substantive difference in the types of firms being funded
across periods rather than a mechanical relationship due to order statistics.
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5.1. FEx ante differences

Thus far, all the differences we have shown are based on ex post outcomes. If, in
fact, the differences we find stem from variations in the willingness to experiment
at the time of the investment, we should also expect to see some differences exist
ex ante. We therefore look at two other measures that could shed light on whether
the same investors invest differently in more versus less active times.

Our first measure is the startup’s age at the time of first funding. Columns 1-2
of Table 10 report the results from both OLS and IV specifications, in which the
dependent variable is the log of the startup’s age at first funding. As with Table
7, the regressions are run on data at the investor-startup level, and all regressions
include investor fixed effects in addition to controlling for startup-level covariates,
industry and period controls. As can be seen from Column 1, startups funded in
more active quarters tend to be systematically younger than those funded in less
active times. Although not the only explanation, it is certainly consistent with
a view that investors are willing to invest in ex ante riskier startups in more hot
times. In Column 2 we examine the IV coefficients. Our results continue to be
robust and again are stronger in the IV regressions compared with OLS, suggesting
that investors are likely to change their investments in active times in ways that
are observable at the time of the investor’s initial investment.

Our second measure examines the size of the syndicate at the time of first
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funding. Nanda and Rhodes-Kropf (2012) provide a rationale for why syndicates
could be systematically smaller when financing risk is low compared with when it
is high. They highlight that times of abundant funding are ones when investors
are less concerned about the difficulty in receiving follow-on funding for their
investment in subsequent rounds. This makes them more willing to have smaller
syndicates, as the insurance provided by having a larger syndicate is less critical
at those times. If the changes we show are driven by changes in financing risk
as outlined by Nanda and Rhodes-Kropf (2012), we may also expect to see these
differences in the size of the syndicates in more active investment markets relative
to less active times. Columns 3 and 4 of Table 10 report the results from both OLS
and IV specifications, where the dependent variable is the log of the number of
syndicate members that round of funding. As with columns 1 and 2, the regressions
are run on data at the investor-startup level, and all regressions include investor
fixed effects in addition to controlling for startup-level covariates, industry and
period controls. Columns 3 and 4 document a consistent pattern that syndicates
tend to be smaller in hot times (controlling for the amount of capital raised in
the round of funding) and, furthermore, that investors change their syndicates in
active times. Although this is not the only possible reason for smaller syndicates
in more active investment climates, these results again provide evidence that is

consistent with the fact that venture capital investors change their investment
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strategies across the investment cycle.

6. Conclusions

New firms that create and commercialize new technologies can have profound
effects on the economy (Aghion and Howitt, 1992, and Foster, Haltiwanger,
and Syverson, 2008). The founding of these new firms and their financing is
highly cyclical (Gompers et al., 2008). Conventional wisdom associates periods
with active investment either with worse firms being funded (a left shift in the
distribution of projects) or with better investment opportunities (a right shift in
the distribution of projects).

However, the evidence in our paper suggests another, possibly simultaneous,
phenomenon. We find that firms that are funded in hot times are more likely to fail
but simultaneously create more value if they succeed. This pattern could arise if
more risky and novel firms are funded in hot times. Our results provide a new but
intuitive way to think about the differences in project choice across the investment
cycle. We show that the same investors invest in more risky, innovative startups
in hot times. Because the financial results we present cannot distinguish between
more innovative versus simply riskier investments, we also present direct evidence
on the level of patenting by firms funded at different times in the cycle. We find
that in addition to being valued higher on the day of their IPO, successful firms

that are funded in hot markets had more patents and received more citations in
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the initial years following their first funding than firms funded in less heady times.

Our IV results also highlight that changes in capital availability that are
unrelated to the investment opportunities seem to exacerbate our results,
suggesting that one mechanism through which hot markets could lead to riskier
investments is that it makes investors more willing to experiment, and thereby
fund more novel, risky investments. This finding is consistent with Nanda and
Rhodes-Kropf (2012), who demonstrate how increased funding in the venture
capital market can rationally alter the type of investments investors are willing
to fund toward a more experimental, innovative project. According to this view,
the abundance of capital associated with investment cycles might not only be a
response to the arrival of new technologies, but could also play a critical role in
driving their creation and commercialization. That is, the abundance of capital
can change the type of firm investors are willing to finance in these times. Financial
market investment cycles can therefore create innovation cycles.

Our findings suggest many avenues for future research that consider the impact
of the cycle on innovation, venture capital, and the development of new companies.
Many of the classic findings in venture capital could be extended to examine how
they are impacted by the investment cycle. For example, the interaction of product
markets and financing strategy (Hellmann and Puri, 2000), the effect of networks

(Hochberg, Ljungqvist, and Lu, 2007), or the question of whether investors pick
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the jockey or the horse (Kaplan, Sensoy, and Stromberg, 2009), could all vary

based on the where investors are in the investment cycle.

39



References

Aghion, P., Howitt, P., 1992. A model of growth through creative destruction.

Econometrica 60, 323-351.

Arora, A., Nandkumar, A., 2011. Cash-out of flameout! Opportunity cost and
entrepreneurial strategy: theory, and evidence from the information security

industry. Management Science 57, 1844-1860.

Brown, J. R., Fazzari, S. M., Petersen, B. C.; 2009. Financing innovation and
growth: cash flow, external equity, and the 1990s R&D boom. Journal of Finance

66, 151-185.

Fleming, G., Schwienbacher, A., Cumming, D., 2005. Liquidity risk and venture

capital finance. Financial Management 34, 77-105.

Foster, L., Haltiwanger, J., Syverson, C., 2008. Reallocation, firm turnover, and
efficiency: selection on productivity or profitability. American Economic Review

98, 394-425.

Gompers, P., Kovner, A., Lerner, J., Scharfstein, D., 2008. Venture capital
investment cycles: the impact of public markets. Journal of Financial Economics

87, 1-23.

Gompers, P.; Lerner, J., 2000. Money chasing deals? The impact of fund inflows
on private equity valuations. Journal of Financial Economics 55, 281-325.

40



Gompers, P., Lerner, J., 2004. The Venture Capital Cycle. MIT Press, Cambridge,

MA.

Gupta, U., 2000. Done Deals: Venture Capitalists Tell Their Stories. Harvard

Business School Press, Boston, MA.

Hall, B., Jaffe, A., Trajtenberg, M., 2005. Market value and patent citations.

RAND Journal of Economics 36, 16-38.

Hall, R. E., Woodward, S. E.,; 2010. The burden of the nondiversifiable risk of

entrepreneurship. American Economic Review 100, 1163-1194.

Hellmann, T., 2002. A theory of strategic venture investing. Journal of Financial

Economics 64, 285-314.

Hellmann, T., Puri, M., 2000. The interaction between product market and
Financing strategy: the role of venture capital. Review of Financial Studies

13, 959-984.

Hochberg, Y. V., Ljungqvist, A., Lu, Y., 2007. Whom you know matters: venture

capital networks and investment performance. Journal of Finance 62, 251-301.

Jaffe, A. B., Trajtenberg, M., Henderson, R., 1993. Geographic localization of
knowledge spillovers as evidenced by patent citations. Quarterly Journal of

Economics 108, 577-598.

41



Kaplan, S., Sensoy, B., Stromberg, P., 2002. How well do venture capital databases
reflect actual investments? Unpublished working paper. University of Chicago,

Chicago, IL.

Kaplan, S., Sensoy, B., Stromberg, P., 2009. Should investors bet on the jockey
or the horse? Evidence from the evolution of firms from early business plans to

public companies. Journal of Finance 64, 75-115.

Kerr, W. R., Nanda, R., Rhodes-Kropf, M., 2013. Entrepreneurship as
experimentation. Unpublished working paper. Harvard University, Cambridge,

MA.

Kortum, S., Lerner, J., 2000. Assessing the impact of venture capital on innovation.

RAND Journal of Economics 31, 674-92.

Lerner, J., Sorensen, M., Stromberg, P., 2011. Private equity and long-run

Investment: the case of innovation. Journal of Finance 66, 445-477.

Li, D., 2011. Financial constraints, R&D investment, and stock returns. The

Review of Financial Studies 24, 2974-3007.

Manso, G., 2011. Motivating innovation. Journal of Finance 66, 1823—-1860.

Metrick, A., Yasuda, A., 2010. Venture Capital and the Finance of Innovation.

John Wiley and Sons, Inc., Hoboken, NJ.

42



Mollica, M., Zingales, L., 2007. The impact of venture capital on innovation and the

creation of new businesses. Unpublished working paper. University of Chicago,

Chicago, IL.

Nanda, R., Nicholas, T., 2011. Did bank distress stifle innovation during the great

depression? Unpublished working paper. Harvard University, Cambridge, MA.

Nanda, R., Rhodes-Kropf, M., 2012. Financing risk and innovation. Unpublished

working paper. Harvard University, Cambridge, MA.

Nanda, R., Rhodes-Kropf, M., 2013. Innovation and the financial guillotine.

Unpublished working paper. Harvard University, Cambridge, MA.

Sahlman, W., 2010. Risk and reward in venture capital. Harvard Business School

Note 811-036 pp. 1-37.

Samila, S., Sorenson, O., 2011. Venture capital, entrepreneurship, and economic

growth. Review of Economics and Statistics 93, 338-349.

Samila, S., Sorenson, O., 2012. Institutional investors and the supply of private

equity. Unpublished working paper Yale University, New Haven, CT.

Scharfstein, D., Stein, J., 1990. Herd behavior and investment. American Economic

Review 80, 465-479.

43



Schumpeter, J., 1942. Capitalism, Socialism, and Democracy. Harper, New York,

NY.

Sorensen, M., 2007. How smart is smart money? An empirical two-sided matching

model of venture capital. Journal of Finance 62, 2725-2762.

Stangler, D., 2009. The economic future just happened. Unpublished working

paper. Ewing Marion Kauffman Foundation, Kansans City, MO.

Tian, X., Wang, T. Y., 2013. Tolerance for failure and corporate innovation.

Review of Financial Studies, Forthcoming.

44



88¢ 98T 0¢ 8 %ET %0¢ 60¢€ s|eli@1ew pue spoog |elisnpu|
¥9¢ 94T 99¢ i %TT %EE 70'T SIIAI3S puUB SPOOT JaWINSUO)
90¢€ S91 C¢LE S61 %L %9¢ LST'Y }2uJa3U| pue d1eMOS JaINdwo)
(744 LST €8¢ 671 %11 %LT T $21U0J193]3 pue aemp.ey Jandwio)
06S ove S99 0ce %ET %CE SIET Supjomiau pue suolledlUNWWO)
(413 0€¢ 08¢ €LC %S %9¢€ 8€L'T S0IAISS |BIDUBULY pUB Ssaulsng
88T GET ST v0T %6T %07 06v'C aJea-yjjeay pue ASojouydaiolg
61¢ S91 T1€ TST %TT %LC S87'TT 19selep ||n4
uol||iW 0§ $ < SUX3  UOI||IW 0§ $ < SUXd (s4ej0p (saejop 0dl Yyum aleys y8uno swuly Jo JaquinN Asnpuj
||e 40} UOlIEN[BA |leJoj uonenjeA  josuoljjiw ul) Odl 40 suoljjiw ul) Odl pajie} a4eys

Asuow-aid 98esany Asuow-aud ueipay

ue pey }jI uonenjea

Asuow-aid a8esany Asuow-aid uelpan

ue pey Ji uopenjea

*0T0Z 42qWada( 40 se dn}Jels ay} JO SWO0INO0 djewW N Y3 pue JUSAS Suloueulf 3SJl) 9Y3 Uo eyep 3Jodal
9M ‘swuly 3SBY1 JO4 00T PUB G86T UDDMIIQ 9SBCRIEP 924N0S 9INJUSA 3Y3 Ul JOISDAUI UB WO SUIDUBUL Y SIIIIS O PaaS PAAIIRJ 1By} SAN1Je)S Pased-Sn Uo So13siiels aAndiIdsap syodad ajges syl

sa11s1e1s aanduasaqg
T9olqel

45



qS'S '8 €L jud3ed Jad suoi1eld aAle|INWND JeaA 9aJy |
'S S'9 T9 Buipuny 1s41) Suimo||o4 saeah 334y3 ul spualed Jo saquuinN
6£TS €SES 6TES uol||lw 0§ $ < SUX3 |[e Jo} uonen|en Asuow-aid aSesany
00¢S 9/€S TTES 0dl 1e anjea Asuow-aid agesany
[43) 1SS 48] 0Od| 01 Joud pasiel siejjop |e101
L9 9 A 0d| 1e 28e w4

Od| ub pby 1by3 swii4
%ET %0T %TT Od| ue pey 1eyl aseys
%81 %CE %LC pajies 1ey3 sdniiels jo aleys
TCe 0Tt 1T 931edIpuAs Suipuny 3sJ1} Ul SI03SAUI JO JOQWINN
€S 6'SS 5SS (s4ejjop Jo suolfjiw) Suipuny 1sJi} Ul PRISaAuUI Siejjod
7'e |4 44 (saeaA) Suipuny 1sa14 18 dnyiels jo ady
S6 €T¢ 147 Jauenb Jad papuny swuij JO JAqUINN
ov oy 08 sJ93Jenb Jo Jaquinn

adwps ay3 ut switd ||y

spolsad spolsad 1\ a|qeliepn

9AI10B SS3| Ul papun4

9AI1de Ul papund

"¥007-866T PUB /66T-T66T ‘066T-G86T Spoliad ay3 Jo yoea ul papuny Suiag sdniiels Jo swial ul sia1enb Jo ueipaw anoge Suiaq
Se paulyap aJe spoliad aAdY spolad SAIIO. SS3| SNSIIA BAINIE Ul SulpuNny 1541 JIBYL SAISIDJ 1BY3 SWIY JO SI1ISIIDI0BIBYD DY} Ul SIOUIIRHIP SHodad 3qel sy

m_uo_._wn_ JUQWI]SaAUI 9AI1dB SSI| SNSJUSA 9AI13E Ul papuny sdnyiels JO sdllsiualoeleyd

¢9lqel

46



80°0 €T°0 60°0 80°0 L0°0 paJenbs-y
8159 L6V'TT L6V'TT L6V'TT S8TTT SUOI1BAISQO JO JSQWINN
S9A SOA SOA ON ON $309449 paxiy Aasnpu
SIA SIA ON ON ON $103}4° paxl} poliad
(sTo0) (9T0°0) (9t0°0) (9T00)
120°0- £620°0- +820°0- +xV€0°0- spasnyoesse|p ul paseq dniels
(600°0) (800°0) (800°0) (800°0)
S00°0 #x6T0°0 #x6T0°0 #x020°0 eluJogi|ed uf paseq dnieis
(¥00°0) (€00°0) (€00°0) (€00°0)
S00°0 #%£00°0 #6000 ##%600°0 91eJIPUAS Ul SI01SBAUL JO J3qUINN
(t00°0) (t00°0) (t00°0) (100°0)
#%€00°0~ ##%%€00°0- #%€00°0~ #%€00°0- Supueuly 1su14 18 98e w4
(£00°0) (£00°0) (800°0) (800°0)
#xx6€0°0- #xx9C0°0" #xxCE00" #%8C0°0" Supueuyy 1s414 sy ur way Aq pasied spuny jo §o7
(0z0°0) (010°0) (£00°0) (£00°0) (800°0)
*xx£S90°0 *xxLET0 +xx,60°0 +xxCOT'0 +xx760°0 ._wtmsa Qwes a9y} ul pasueulj swJlj Jo Joquinu wo._
(s) () (€) (2) (1) 9|qelieA
000¢-866T

si JeaA Buipuny 1 douqg

¥00¢-586T

*AjaAizoadsal 100 pue §0°0 ‘T°0 e dduediyusis

01 J3JBJ 4 x4 PUB 4 ‘5 "J9MEND AQ PaJ33SN|d e SJ04J3 pJepuelS "700Z-866T 40 L66T-T66T ‘06-G86T poldad ayi ul papuny Suiaq dniieis ay3 4o} [0J3U0D
S1034J3 PaxI} POlIdd °T el Ul PaulIN0 S3IISNPUI USASS Y3 404 [0J3U0D S193443 paxIiy Adisnpu] 'sa|ge3 Juanbasgsns ul suoissaidad a|gelien |euawnaisul
y}m suosiiedwod a3e}|ioe) 01 paJodal aie suolledidads §70 wouy S3UaIdIHS0I Ing ‘suoissatdad 3qold Suisn 03 3SNQOJ 4. $3 NS Y ISIMIDYI0 0492
pue pajie} dniJeis ay3 JI SUO JO Sn|eA e s e) d|qeldeA Juspuadap ay) “a4njie} wuly Jo Ayjigeqoad ay3 1e Supjoo| suoissau8a4 §10 Wouy s} NsaJd syiodad |qel siyL

2.n|ie4 Jo Ayljigeqouad pue JuswuoJIAUD Sulpund

€9|qel

47



590 590 €90 150 LT0 paJenbs-y
LL6 L6T'T L6T'T L6T'T 91T SUOI1BAISO JO JaquinN
SOA SOA OoN ON ON S109J49 paxiy Aiasnpu
SOA SOA SOA ON ON S109449 paxly Jeah Od|

(66€°0) (68€°0) (18¢°0)
9850 #%888°0 +xLG8°0 OdI 40 Aep uo DVASVYN 40 anjea 507
(z90°0) (990°0) (¥90°0) (s20°0)
G500 S80°0 «T2T°0 8/0°0 snesnyesse|p Ul paseq dniieis
(6%70°0) (s¥0°0) (¥¥0°0) (0s0°0)
++0TT'0 £+STT0 +xxLST°0 +xx6LT°0 ejuloyi|e) ul paseq dnueis
(t€0°0) (£z00) (820°0) (620°0)
#xxG0V°0 #xx06€°0 +xxC8E°0 *xxVSP°0 0d| 03 Jold pasies spuny [e30} 307
(900°0) (s00°0) (900°0) (£00°0)
+%xx9T0°0- *xx9T10°0- +%xx9T0°0- +%xx9C0°0- Odl 1e a8e s,uul4
(9t0°0) (v10°0) (€10°0) (vT0°0)
#%%GCT°0 #xx6CT°0 #xxLGT°0 ##xT9T°0 Odl 1e 3nuaAaJ s,wiy 807
(£90°0) (150°0) (sv0°0) (590°0) (z80°0)

##%GCC0 #xx7TC0 ##x VP70 ##xETV'0 *xxC6L°0 Jayenb awes ay3 ul padueuly SWUl 40 Jaquinu 507
(s) (v) (€) (2) (1) S|qelien

000¢-866T

00¢-S86T1

si JeaA uipuny j1 douqg

"A|9A1109dsal TO'0 pPUe GO°0 ‘T°0 18 9OUBIIHUSIS 01 UBJDU 44 4 PUE 44 ‘4 "193uENb AQ paia1sn|d aJe sio4ld piepuels "Odl SH pey dniiels ayl yaiym ui seah
9Y31 J0J |0J3U0D 5103443 paxl} JedA-Qd| ‘T 3|qeL Ul PauUIjIN0 SSLIISNPUI USASS SY3 J0J [041U0D S1I9443 PaxIy AJasnpu| "Odl SH 40 Aep ay1 uo uonen|ea Asuow-aud
s, w1} ay3 jo 80| ay3 si 3|qelten yuspuadap 3yl 'Od| Ue pey eyl swuiy Jo anjea Asuow-aid ay3 3e 3uoo| suoissa43a4 SO Wod) synsad ay3 syodaa s|gel siyL

Od| 1e uonienjeAn Asuow-aid pue JuswuoJiAud Suipun4

v o|qeL

48



680 L0 LL0 610 ST0 [44} paJenbs-y
[A LOV'T 656'C 8YEET €99'8 110°CC SUOI1BAJSSQO JO JaquinN
SIA SIA SIA S9A SO SO $1094J3 paxl) J01SaAU|
SIA SOA SIA S9A SOA SOA S109449 paxiy Aisnpuy
SaA SaA SIA SO SO SO $109JJ9 paxiy awl]
SIA SIA SIA S9A SOA SOA S3|qelden |0J3u0)
(060°0) (z800) (690°0) (z10°0) (¥10°0) (TT0°0)
6700 *%xEEC0 *x83T°0 *xx6€T0 x%x0ET0 *xxVET0 Japienb awes ay3 ul padueUl SWL JO JBqUINU 501
(9) (s) (v) (g) (2) (1) 21qelieA
sieah omy soud sieah omy soud SJ101SaAUl ||V sieaA omy Jorid sieaA omy S101S9AUI ||
Ul SJUBWIISIAUI Ul SJUBWIISIAUI Ul SJUBWIISIAUL  Jold Ul SJUSWISIAUI
S > YUM SOA S I YIM SOA S > YIM SHA S T YIM SOA

0d| Uo [euoilipuod anjea Asuow-aid

aunjtey 4o Aujiqeqod

*Aj2A1303dS3J TO'0 PUB GO0 “T°0 38 22UBIIHUSIS 03 JDJD 445 PUB 44 ‘4 "492IEND AQ P2J3ISN|D D1 SI0JID PIBPURIS S1D3443 PAXI) JOISIAUI SPN|IU| SUOISSAIT
||e ‘UOIMPPE U] 't PUB € S3|ge [ Ul Se dWes 3y} dJe $109442 paxly JedA-Qd| pue poliad ‘Aiisnpul ‘Sa|gelieA [043U0D “9-  SUWIN|OD Ul S303)3 PaxIy Jeak-Od| 03 pue g-T suwnjo) ul

$109)J9 paxIy polsad 0} JaJa4 S|0JIUO0D dWI] *SIedA OM] JoLid DY) Ul SJUBWIISDAUL DALY UBY) SS3| YIIM 9SOU] SIPN|OUl P41yl BYL ‘JUSWISIAUI 9y} 01 Jolid sieah oml 3y ul sdniels Jayio anl
15e9| 3B U] PRISaAUI SUIABY SE BUIJSP dM OYM ‘SI0ISIAUI PAJUDIIBAXD 3J0W 3y} Ajuo S}0daJ PUOddS By 'SI0ISIAUI Y3 JO AHIUSPI Y3 UO BIEP DABY M UDIYM JOJ SWLY || SIPN|OUI IS4l
9y "suoledly1dads Jo s19s 334yl 3odal 9 “|9A3| dnels-101SIAUL B 1B 4. SUOISSJIFaJ 9y} 91BWIISS 01 Pash B1eP Yl YdIYM Ul SUoissauSal S10 wouy s3nsad ayl spodad a|jqel siyL

$309}43 Paxl} JOISIAUI Y}IM ‘S3W023N0 dniels pue JusawuoliAu Suipun4

S 9qeL

49



60°'T¢C L9°ST 2135118154

L6T°0 TLT°0 paJenbs-Yy |ellied
(£L0°0) (611°0)
+%x09€°0 «x%xELV°0 papuny wJl} 91043q sJa1ienb g-g spunyj 1noAng Aq pasied siejjop o1

$21351301S 2DD1S 1SJ1f puUDL JUWINIISU] UO JUSIIIf20D

190 790 4% €10 paJenbs-y
L6T'T L6T'T L6Y'TT L6V'TT SUOI1BAJISS]O JO JBqUINN
SOA SOA SOA SOA $109449 paxiy Aasnpu
SOA SOA SOA SOA $109JJ9 paxiy swl]
SOA SOA S9A SOA S9|qelieA |oJluo)

(z0T°0) (150°0) (0g0°0) (010°0)
+xxT9V°0 N walo) +#+xTST'0 +x+LET'0 Japenb awes ay3 ul pasueuly SWIL 40 J3qWINU S0
(%) (€) (2) (1) SIqEMEA

al|ge al|ge
Al (v @10eL Al (€ a19eL

J0 ¥ uwn|od) $10 0 ¥ uwn|od) $10

Odl

aJnjie} Jo Ajljiqeqou
uo |eUOI}IPUOD 3njeA Asuow-ald I1€3 30 AIqeqo.d

"AjaAroadsal TO'0 pue §0°0 ‘T°0 3e duedlyusis 03 4943l

xx% PUB 44 ‘4 "J91ENb Aq paJaisn|d aJe S1oJJd pJepuelS "t pue € sajqe Ul palJodal se aJe 309443 PaXljy PUB SI|QBIIBA [0JIUOD “f PUB € SUWN|OD 10} S109}4 Paxly
JedA-0d| 0} puUB Z pUE T SUWN|0D Ul S3034J3 Paxiy poliad 03 J2)aJ $303442 Paxiy dWI] € PUB T SUWN|O) Ul pajed|jdal aJe ¢ pue ¢ sa|qe] Ul SUoissaigal §10 anizadsal
3y} WOJJ SIUBIDI}200 3Y] ‘UoSIIedwOd JO 3SED U0 "pPapuny Sem Wil ay3 J04aq siaienb 1ySia 03 3l Y} Ul pasod 3ey3 spuny InoAng pagelans| Aq pasiel

sJe||op |e101 93U} YIM pPaluawinIisul | JaJenb USAIS e U] padueuly SWUl JO JaqUINU 3y} 34aym ‘suoissaldal salenbs isea| a8e1s omy Jo s3nsaJ ayy suiodad ajges siyl

Sawo023no dnyJels uo uipuny Jo awi} je [eyded paseasdul JO 109443 3yl
93|qeL

20



SL'TC vl J11s11e1s-4
L9T°0 SYT0 paJenbs-y |eled
(£90°0) (901°0)

*«%xCTE0 %% TOV0 papuny wJlj 810494 sia1ienb g-g spuny InoAng Aq pasied siejjop 807
$21351101S 26D 1S41f pUD JUBWINIISUI UO JU3II[f20D)
LLO LL0 TC0 [44] paJenbs-y
6S6'C 6S6'C 110°CC T10°CT SUOI1BAJDSO JO JAqWINN
SO\ SO\ SOA SO\ S1034J Paxl} JOISIAU|
S9A S9A SIA SaA $3109449 paxiy Adasnpu
SO\ SOA SOA SO\ S109443 paxiy swi|
SOA SOA SOA SOA S9|qeldeA [0J3u0)

(8TT°0) (690°0) (€€0°0) (TT0°0)
*«xx L LEOD *x89T°0 *xxECT0 xxxVET0 Japenb awes ayj Ul padueuly SWUlY JO Jaquinu 507
(¥) (€) (2) (1) SIGEHEA

a|qe a|gqe
Al (5 a1qeL Al (g 910eL

40 ¥ Uwn|o)) S10

40 T uwn|od) $10

Uo |BUOIIPUOD dNjeA ASuow-3id

aunjiey Jo Aujiqeqold

"Aj9A1103dsaul TO'0 PUB SO0 ‘T°0 38 92UBIIJIUSIS 01 JDJB 444 PUB 44 ‘4 "J91END AQ P24S1ISN|D S4B SI0LIS PIBPUER]S "S1OD4D POXI) JOISIAUI
apnaul suolssaiSau ||e ‘uonippe u| ‘g 9|qe| ul pa1iodau se 2Je $1094)3 PaXI} PUB SI|GBLIBA |0JIUOD i PUB € SUWN|OD Ul S1094J3 paxl} JedA-Qd| 01 pue g pue T suwnjo)
Ul 5109449 paxIiy poliad 01 J94aJ SII9)4 PaXIy SWI] € PUe T suwn|o) ul paledijdau aJe g 3|ge] Ul suoissaiSal S0 9A1109dsal Y3 WUy SIUSIDIS0I 3Y) ‘uosliedwod Jo
95E3 404 "JUSWISIAUI [BI04 3Y) 940499 S4a1enb 1ySia 01 aAl 3y ul spuny 3noAng Aq pasies siejjop |B10} 9y} YUM paluswniisul st Suipuny 1S4 SH PIAISIAL W) Y3 1By}
J33Jenb swes ay3 Ul padueuUly SWL JSYI0 JO Jaquinu 3y ‘|9A3] dniJels-103saAuUl 9y} 3. ejep Suisn suolssaudal sasenbs jses| a8eis omy Jo synsad ay3 syuodad s|ges siyl

$109}42 PaxI} JOISIAUI Y3IM ‘Saw033no dniieis uo Suipuny Jo awil 1e [e3ded paseaJdul JO 109449 3y

L3lqeL

51



av'o€ Sv'oe 2115118354
6S€°0 6S€°0 paJenbs-y |ellied
(¥60°0) (¥60°0)
+xx6TS0 +«%%6TS0 papuny wJl} 340439 siauenb g-g spuny 1noAnq Aq pasied siejjop 307
$21351303S 26D]S 1S41f pUD JUWINIISUI UO JUSIII[f20D)
IT0 0T0 LT0 8T0 paJenbs-y
L6T'T L6T'T L6T'T L6T'T SUOIIBAJSO JO JaquinN
SOA SOA SOA SOA $109}49 paxiy Aisnpu|
SO SO SOA SOA S109}49 pPaxly poliad
SOA SOA SOA SOA S3|qelJeA |043U0)
(980°0) (¥50°0) (880°0) (550°0)
«xCLT°0 «xx99T°0 *xx8CC0 %6120 Japenb awes sy} ul padueuly swJlj 4o Jaquinu 807
(v) (€) (2) (1) SIqELEA
Al S10 Al S10

sjuaied 01 suonein

Sunualed jo |99

*Aj9A1109dsal TO'0 pue GO'0 ‘T°0 18 9OUBIIHIUSIS 03 JBJDU 444 PUB 44 ‘4 "J914END AQ P2J9ISN|D DU SIOLID pJepuR)S */ pue g S$3|ge] ul paliodal 1ey) se swes 3yl sl
AS93eJ3s S9|gElIBA |BIUBWNJISUI BYL H00Z-866T 40 £66T-T66T ‘06-S86T poliad ay3 ul papuny 8uiaq dniieis ay3 Joj [0J1UO0D S3I9443 PaXI{ poliad T 3|qel ul pauljno
S3141SNPUl / 9Y3 JOJ |0J1UOD SI1I9443 paxly Auisnpu| ‘eluloi|e) 4O S119SNYILSSe|A Ul paseq Sem Wiy 9y) Joylaym pue Suipuny JO punoJ 1sJlj 3yl ul pasies Asuow

J0 1unowe ay3 ‘Suipuny 1s41j 18 93e S, W1y 9yl ‘©1edIPUAS By Ul SI01SDAUI JO JISGUINU BY] JOJ |04IUOI SUOISSRISAU ||y paluesd sem jualed syl aiep ayl Woly 32J4y)
01dn jualed Jad suoile}d SAIIR|INWND 3Y3 Jo 80| 9y} saunseaw juaied Jad uoiied pue Suipuny 3saiy Suimol|o} sieah 924yl ay3 ul paji4 syualed aaienwWND jo 30| 3y}
saunseaw Suiualed Jo [9A9] 8yl "Qd| Ue pey eyl swuly Aq uolzeaouul 1e 3upjoo| suoissaidau sasenbs 1ses) adels oMl pue $70 WoUy S}NsaJ Y3 sodas a|qel sy

uoljeAouul dnyels pue JUSWUOJIAUD 3ulpund
g a|qel

52



15°9¢ 159°9¢ 2135138354
vZe0 1Z41) paJenbs-y |enJed
(160°0) (160°0)
xxxL97°0 %xxL97°0 papuny wJly 91043q sianenb g-g spuny 1noAng Aq pasied siejjop o1
$213513031S 36D3S 15414 PUD JUSWINIISU| UO JUSIIIff20)
€C0 €0 80 60 paJenbs-y
656°C 6S6°C 656°C 656°C SUOI1BAIDSO JO JaqUINN
SOA SOA SOA SOA $1094J9 Pax1} JOISAAU|
SOA SOA SIA SIA S109449 paxiy Adisnpu|
SIA SOA SaA SaA $109}49 paxl} poliad
SOA SOA SIA SOA sa|qeldeA |0J43U0)
(860°0) (920°0) (£60°0) (690°0)
x*%C0C'0 *x19T°0 *x%x6€C0 *%C8T'0 Joyenb swes ay3 ul padueuly swdly Jo Jaquinu 307
(v) (e) (@) (1) SIqELIEA
Al S10 Al S10

sjualed 01 suoilei)

Sunualed jo |ana7

‘AjaAn10adsal 700 pue

G0'0 “T°0 3 SOUBDIHIUSBIS 01 U9 4 44 PUB 4y ‘4 "J2MEND AQ PAISISN|D DJE SI0IID PIEPURIS "SI PAXI JOISDAUL JO UOISN|DUI [BUOIHPPE BY} YHM 8 d|ge Ul SE dWES
9y} 2Je S3|gelIeA [BIUSWINIISUI PUE S109}43 PaXI} ‘S9|CEIIEA |043U0D |9A3] dNnle)s-403saAU| 3y} e elep Suisn Ing g 3|ge ) Ul Se suo|ssalgaJ awes ay3 syodas 9|qel SiyL

$1094J pPaxi} JOISIAUI Y1M ‘UoijeAouul dnliels pue Juawuodiaud Suipund

6°9|qel

93



TA'AA! C¢T'ST J11s11e15-4
0ST0 0ST'0 paJenbs-y |eiyed
(z1T°0) (zoT'0)
*%x5CV°0 *xx9TV°0 papuny wuJlj 910494 s1a1ienb g-g spuny inoAnq Aqg pasied siejjop 307
$21351101S 30D1S 15414 PUD JUSWINIISU| UO JUSIIJ30D
90 90 LT0 8¢°0 paJenbs-y
110°C¢ 110°C¢ 110°C¢ 110°C¢ SUOI}BAJSCO JO JDQWINN
SOA SOA SOA SOA S109449 Paxl} JOISAAU|
SOA SOA SOA SOA S108443 paxiy Asnpu
SOA SOA SoA S9A $123}J9 paxI} polad
SOA SOA SOA SOA S9|qelIeA [041U0)
(520°0) (600°0) (££0°0) (0g0°0)
*%x80T°0- *%x0€0°0" *xxG6C°0- +++8VT°0- Janenb swes sy3 ul padueuly SwJly Jo Jaquinu 807
(v) () (2) (1) SIq_HEA
Al S10 Al S10

Suipuny 1541} 1e 9IS 93E2IPUAS

Suipuny 3s41) 3e 98e s, dnpeis

‘A|9A1302dsal TO'0 PUe G0°0 ‘T°0 18 9OUBIIHUBIS 01 UBJDU 444 PUE 44 ‘4 "192eNb AQ paia1sn|d aue sioulo piepuels */ d|ge] ul pariodad se ale A3ajesis
S9|gelIBA [BIUSWINJISUI Y] PUE S109)43 PaXI4 ‘S9|geIIBA [0J1U0) “91BDIPUAS Sulpuny 1S41) 9y} Ul S103S3AUL [eHdED SUNJUSA JO Jaquinu 3y} Jo 80| 3y} SI 3|qelien
juspuadap syl 249ym suolssaiSas wouy synsal podad  pue ¢ suwnjo) ‘Suipuny isiiy 1e 38e s,dniiels sy Jo 80| aya sI 9|gelden Juspuadap syl 943ym suoissaiSau
woJj S}ynsaJd 1odau g pue T suwnjo) °|9A3] dn1ieis-101saAuUl 9y3 1e elep 3uisn suoissaldas sasenbs 1ses| 98e1s omy pue S0 4O snsad ay3 suodaa 9|qel siy |

Suipuny 15414 JO AW} 3B SAOUDIDYIP dIUE XJ
0T 3|qelL

o4



€9°09

nseIs-4

vzeo paJenbs-y |ellied
(660°0)
*x5729°0 papunj wJly 94043q siamenb g-g spuny 1noAng Aq pasies siejjop 8017
$21151101S 36D1S 15414 pUD JUSWNIISU| UO JUSIII[f20D
9¢’0 9€'0 paJenbs-y
6LL'T 6LL'T SUOI1BAIDSO JO JaquINN
SIA S9A S109)49 paxij Asisnpu
S9A SaA S109449 pax1y JeaA-1ux3
S9A S9A S9|gelJeA [0J3U0D
(290°0) (€€0°0)
«x+TLT0 +%x990°0 Janenb swes sy ul padueUly SwJly JO Jaquinu 807
(2 (1) SIqELEA
A\ S10

uol|jiw

0G $ < SHX3 uo anjeA Asuow-alid

"Aj9A1309dsal TO'0 PUe GO°0 ‘T°0 18 OUBIIHUBIS 01 U9JDU 44 4 PUB 44 ‘4 191ENb AQ paia1sn|d aJe siould piepuels

‘uol|jiw 05 $ Mmojag anjea Asuowaud e Yyum sQd| S9PN[IXa pue B1ep ABY M UDIYM JOJ UOH||IW 0§ S SA0QE suolyisinboe
Sapnjoul siyl Odl Ue pey 1eyl swuiy Ajuo Suisn Jo peslsul uoljjiw 05 $ SA0JE 1IXS UB YIM suwllj [|e sapnjoul ajdwes

93 292 SS2UISNCOJ B SE ‘UISASMOH ‘9 3|ge] 4O 7 PUB € SUWN|0) Ul Pash SUOISSaJ8aJ wody s3NsaJd ay3 spodad ajgel siyl

INOSS @A0ge S1IXa J0J uolien|eA Asuow-aud pue JuswuoJiAuL Sulpuny

v 9|qel

95



6LLT L6T'T SUOI1BAJDSO JO JAqWINN

SOA SOA $103443 paxyy Adsnpuj
SaA S9A S109}49 paxiy JeaA ux3
(ss0°0) (v£0°0)
790°0- 6L0°0 s}9sNYdesse|A ul paseq dniiels
(8€0°0) (0s0°0)
9¢0'0 *x8TT0 eluloyljed ul paseq dnyels
(£0€°0) (9£v°0)
*xx9C0'T %0880 11Xd Jo Aep uo DYASVYN 40 anjea 8o
(610°0) (820°0)
*%x9€E0 *xxE0V°0 11x9 031 Joud pasied spuny |e101 807
(¥00°0) (£00°0)
£00°0- +*x9T0°0- Od| 1e 93e s, w4
(v€0°0) (¥s0°0)
+£90°0 *«xxV8T0 Jouenb awes ayl ul padueuly swul Jo Jaquinu 807
(2) (1)
uol|jiw QS $ anoqe Od| Uo |euoiipuod
S1IX3 [|e Uo anjeA Asuow-ald anjeA Asuow-aud

"Aj9A1309dsa4 TO'0 PUE GO0 ‘T°0 38 2IUBIIHIUSIS 03 J9J3J 4 sex PUB 44 ‘4 "19MEND

Aq paJaisn|d aJe S04 pJepuels ‘palinboe sem Jo Od| SH pey dniiels ay3 Ydlym ul JeaA ay3 Joy [0J3UO0D S1I3442 paxly Jeak-1x3

*T 9]geL Ul PAUI[IN0 S3IIISNPUI / BY} JOJ [0J3U0D S108449 PaxIly AJisnpu]  "1xa Ue pey wdi 3yl Aep ayi uo uolzenjea Asuow-aud ayi
40 80| ay3 si 3|qereA Juapuadap ayl Yaiym ui (Uuelpaw ay3 18 palewilsa) suoissaidal aji3uenb wody synsal ay3 spodad aqes syl

SWJ1Y [NJSSIINS JO UOIIBN|BA UBIPIIA]
ALILTE

o6



¥0'0 500 v0'0 ¥0'0 €00 paJenbs-y
8159 L6Y'TT L6VTT L6V'TT S8T'eI SUOI}BAJSCO JO JAQWINN
SOA SOA ON ON ON S109)49 paxiy Aisnpu|
SOA SOA SOA ON ON $103J}J9 paxl) poliad
(v10°0) (ot0°0) (ot0°0) (ot0°0)
+G20°0 9100 +8T0°0 9100 s13@snyoesse|y Ul paseq dniiels
(110°0) (£00°0) (£00°0) (£00°0)
*xx6€0°0 #%%x920°0 #5200 +#%x020°0 eluJoyljed ul paseq dnyeis
(+00°0) (€00°0) (€00°0) (€00°0)
x*x0T00 +*x900°0 +%x600°0 +%x600°0 91ed1pUAs Ul S101S9AUI JO JBqWINN
(£00°0) (s00°0) (s00°0) (500°0)
*%x6C0°0 *x%CC0°0 *+ET0°0 +x710°0 Suioueuly 1sa1 s1 Ul wuly Ag pasies spuny jo 07
(¥10°0) (800°0) (600°0) (600°0) (600°0)
+#x780°0- +#%5C0°0- +#%x00T°0- +x%G0T°0- #%%00T°0- Janienb awes ay1 ul padueuly SWL Jo Jaquinu o7
(s) (v) (€) (2) (T) S|qeleA
000Z-866T S! 1eah
00¢-986T1

Suipuny y1 doug

‘Ajan130adsal TO'0 pPUe S0°0

‘T°0 38 90UBDIIUSIS 0} D)3 45 PUB 4 ‘5 "JO1IEND AQ PRJ3ISN|D BJE SIOLID PJEPURIS "F00Z-866T 40 L66T-T66T ‘06-G86T Poliad ayl ul papuny Suiag dniels
3Y1 JOJ [0J3U0D S10944d PaXI} POlIAd T 3|qeL Ul PaUI|INO SIIIISNPUI UDBASS Y3 404 [04IUOD S109443 Paxly AJISnpu| "asIMIaY1o 049z pue Od| Ue pey dniels
3y1 Jl BUO JO AN|eA B SXE] d|gelIeA JUBpUAdap YL "Odl Ue pey wul 3yl 1ey3 Ayljigeqoad ay3 3e Suiyoo| suolssaigal S0 wody synsaJd spodad a|ges siyL

Od| ue jo Anjiqeqoud pue JuswuoJIAud Suipund

€V 9|qel

o7



