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Abstract

Percutaneous interventions are commonly performed during minimally invasive brain surgery, where a straight rigid instrument is inserted through a small incision to access a deep lesion in the brain. Puncturing a vessel during this procedure can be a life-threatening complication. Embedding a forward-looking sensor in a rigid needle has been proposed to tackle this problem; however, using a rigid needle, the procedure needs to be interrupted if a vessel is detected. Steerable needle technology could be used to avoid obstacles, such as blood vessels, due to its ability to follow curvilinear paths, but research to date was lacking in this respect.

This thesis aims to investigate the deployment of forward-looking sensors for vessel detection in a steerable needle. The needle itself is based on a bioinspired programmable bevel-tip needle (PBN), a multi-segment design featuring four hollow working channels. In this thesis, laser Doppler flowmetry (LDF) is initially characterised to ensure that the sensor fulfills the minimum requirements for it to be used in conjunction with the needle.

Subsequently, vessel reconstruction algorithms are proposed. To determine the axial and off-axis position of the vessel with respect to the probe, successive measurements of the LDF sensor are used. Ideally, full knowledge of the vessel orientation is required to execute an avoidance strategy. Using two LDF probes and a novel signal processing method described in this thesis, the predicted possible vessel orientations can be reduced to four, a setup which is explored here to demonstrate viable obstacle detection with only partial sensor information.

Relative measurements from four LDF sensors are also explored to classify possible vessel orientations in full and without ambiguity, but under the assumption that the vessel is perpendicular to the needle insertion axis. Experimental results on a synthetic grey matter phantom are presented, which confirm these findings.

To release the perpendicularity assumption, the thesis concludes with the description of a machine learning technique based on a Long Short-term memory network, which enables a vessel’s spatial position, cross-sectional diameter and full pose to be predicted with sub-millimetre accuracy. Simulated and in-vitro examinations of vessel detection with this approach are used to demonstrate effective predictive ability. Collectively, these results demonstrate that the proposed steerable needle sensorisation is viable and could lead to improved safety during robotic assisted needle steering interventions.
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Chapter 1

Introduction

1.1 Motivation

Brain disorders are a major public health problem. They cost the European Economy approximately 35% of the overall disease burden, where one-third of all European citizens have had at least one brain disorder (Sobocki et al. 2006). Brain tumours, as an example of a brain disease, are comparatively rare, but very costly per case (DiLuca & Olesen 2014). Therefore, to tackle this challenge, technology development regarding diagnosis, prevention, and treatment of brain disease is required (DiLuca & Olesen 2014).

Minimally invasive surgery (MIS) has been used as a method for disease diagnosis and treatment in a variety of human tissues, such as in the brain, liver, and gastrointestinal tract (Proctor & Black 2005, Gillams 2005, Fuchs 2002). MIS can be defined as a surgical procedure that is less invasive than traditional open surgery (Goldberg et al. 2005). Compared to open surgery, this procedure offers several benefits to the patient, such as reduced trauma and a faster recovery time (Westebring-Van Der Putten et al. 2008). The use of MIS is particularly favourable in neurosurgery, due to the delicate and complex nature of the nervous system and the need to leave surrounding healthy neural tissue unharmed (Proctor & Black 2005).

One subset of MIS is percutaneous (i.e. through the skin) intervention, which involves the
insertion of a needle or a catheter of a few millimetres in diameter through the skin and into the tissue. Percutaneous interventions have been commonly performed in neurosurgeries, such as during deep brain stimulation (DBS) implantation (Shukla & Okun 2016), epilepsy treatment (Quigg & Harden 2014), and a relatively new direct drug infusion method to the brain called Convection Enhanced Delivery (CED) (Barua et al. 2014). As the surgeon does not have direct vision to the surgical site, the procedure is performed with image guidance (e.g. ultrasound, magnetic resonance imaging, and computer tomography). To improve the accuracy of the procedure, surgical robotic systems have also been implemented. The positioning accuracy of the robot and its ability to manipulate the surgical instruments are useful in assisting the surgeon, particularly during lengthy procedures (Li et al. 2002). The first robotic-assisted surgery was performed by Kwoh et al. (1988) to obtain brain biopsy samples using a modified industrial robot. The robot was implemented as an insertion guide for the biopsy needle. Using the robot, a faster and a more accurate positioning capability, compared to the stereotactic frame, was achieved. In contrast with the use of an industrial robot in its early application, current commercially available autonomous clinical neurosurgical robots, such as the Neuromate (Renishaw Plc.), are specifically designed to fit in a neurosurgical suite, and are equipped with software to perform precise image-based planning and visualisation of multiple trajectories (Li et al. 2002).

Even though robots have been used to manipulate surgical instruments in conjunction with pre-operative and intra-operative images, current percutaneous intervention procedures are generally performed using straight rigid needles. A rigid needle cannot compensate for a misplacement of the needle tip without retraction and reinsertion, which increases tissue trauma (Patel et al. 2007). In addition, not all lesions can be accessed because a straight path between the insertion point and the target area is not always viable. This limitation is driving researchers toward the development of a robotically controlled flexible instrument that can be steered to follow an arbitrary three-dimensional path within a substrate, referred to as a steerable needle.

The Mechatronics in Medicine Laboratory at Imperial College London is developing one such steerable needle to access deep lesions in the brain, which is inspired by the ovipositor of
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certain insects. The needle consists of multiple segments (minimum of three) that can be steered by creating an axial offset between each segment. The unique multi-segment design of the needle allows an actuation strategy where the segment is moved forward in turn, cyclically. This actuation strategy could reduce tissue deformation during the insertion, thus increasing insertion accuracy whilst hypothetically reducing tissue damage (Leibinger et al. 2016).

During percutaneous intervention in the brain, the needle must avoid major blood vessels, as inadvertently puncturing one can pose a life-threatening complication that reduces the benefits of MIS. In a recent study about DBS implantation, for instance, up to 5% of patients undergoing this procedure had such complications (Fenoy & Simpson Jr 2014). Before surgery, preoperative imaging data are commonly used to plan a vessel-free insertion path; however, the data can be unreliable due to intra-operative brain shift and limited imaging resolution. In order to avoid these complications, real-time sensing during surgery is required. As of the date of this thesis, Wardell et al. (2016) had deployed a laser-based sensor in a rigid needle while performing DBS implantation procedures. Using this sensor, a vessel in front of the needle tip, which had not been previously detected in the preoperative images, could be identified and subsequently avoided. However, even though a steerable needle system can follow a curvilinear path to avoid obstacles, there had been no reported use of a forward-looking sensor to detect and avoid a vessel in front of the needle tip.

Endowing a steerable needle with a real-time vessel detection sensor would help to fully utilize the steering capability of the needle. Using a steerable needle, the procedure could still be performed by generating a new insertion path to the target without the need for a full needle retraction. In addition to vessel presence detection, information acquired about the vessel pose could be inferred to provide the necessary knowledge to plan and execute a subsequent avoidance strategy.


1.2 Thesis Aim and Objectives

The aim of the study in this thesis was thus to:

*Investigate a method to improve the safety of percutaneous intervention procedures for minia-
turised programmable bevel-tip needles, by embedding sensors to detect the presence of a vessel
during the insertion process, to be evaluated in realistic soft tissue phantom materials.*

Endowing a steerable needle with real-time intraoperative vessel detection sensors will decrease
risks of haemorrhage during intervention procedures, which is an essential aspect for the steer-
able needle to be viable for clinical usage. With regards to the biologically inspired steerable
needle concept conceived at Imperial College, its outer dimension first needs to be reduced.
Materials and manufacturing strategies that would allow its overall diameter to be shrink down
to a clinically acceptable size are thus investigated. Secondly, a comprehensive study of possible
embed vessel detection sensors suitable for a clinically sized needle prototype is performed.
A sensor is then chosen and characterised to study its compatibility with deployment within
the steerable needle ecosystem. The knowledge of vessel pose is crucial for the steerable needle
system to execute an avoidance strategy. Therefore, algorithms to infer vessel pose from sensors
measurements are developed. The possibility to deploy more than one sensor inside the bio-
logically inspired steerable needle is explored and exploited during algorithms development for
vessel pose inference. Several approaches, including machine learning, are explored to improve
prediction accuracy, and *in-vitro* experiments are performed to isolate the relevant parameters
for the model and to quantify detection performance.

Consequently the objectives of this thesis are:

- To develop strategies to miniaturise the current needle prototype from an initial size of
  4 mm outer diameter down to a size of no more than 2.5 mm outer diameter, which
  should be manufactured in a biocompatible material (e.g. via the use of additive layer
  manufacturing in plastic or metal in the first instance, followed by subcontracting of an
  advanced design for final manufacture).

- To investigate the range of real-time vessel detection systems associated with deep needle
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The research presented in this thesis has resulted in a number of peer-reviewed publications in international journals and conferences. A list of all relevant publications, with a brief statement about their relevance with respect to this thesis, can be found below.


This study investigated our first effort to miniaturise the biologically inspired needle that is under development at Imperial College London using a laser-based additive manufacturing (AM) technique. The needle was difficult to manufacture due to the intricate design of its interlock mechanism and its high aspect ratio. A benchmark part was designed to systematically evaluate the optimum build strategy for the needle using an AM machine. Even though a needle was successfully built, the needle was too stiff to be used as a
steerable needle. Nonetheless, the manufacturing strategy developed in this publication could be translated to manufacture other high aspect ratio components. This research is presented in Chapter 3.


The characterisation results of a laser Doppler flowmetry (LDF) sensor were presented in this publication. Since the position of needle’s working channels had an offset with respect to the needle axis, this publication also discusses the minimum requirements for the sensor detection range as to avoid puncturing a vessel in front of the needle.

- Vani Virdyawan, Matthew Oldfield, and Ferdinando Rodriguez y Baena (2018). ”Laser Doppler sensing for Blood Vessel Detection with a Biologically Inspired Steerable Needle”. In: Bioinspiration and Biomimetics, 13:2, p 026009

This study provides a valuable insight into develop an algorithm to predict vessel pose using laser Doppler flowmetry (LDF) sensors. Characterisation results of the LDF sensor showed that the perfusion value measurements of the LDF did not give any information about vessel position. The vessel positions were defined based on axial and off-axis distance from the probe. Moreover, a single perfusion value can be associated with many different axial and off-axis distance combinations. A look-up table for a specific vessel and tissue properties was created to relate a perfusion value with its corresponding axial and off-axis positions. In this publication, successive measurements were used to reduce the possible positions of the vessel and measurements from a second probe were used to reduce the possibility of the vessel pose ambiguity. This research is presented in Chapter 4.

This publication investigated the use of relative measurements from four forward-looking sensors to infer the "no-go" area in front of the steerable needle based on an assumption that the vessel is located in a perpendicular plane to the needle insertion axis. The algorithm in Chapter 4 could only be applied to a specific vessel and tissue optical properties. The use of relative measurements in this publication acted as a normalisation step for the perfusion value, which then allowed the method to be used for any vessel and tissue optical properties. This research is presented in Chapter 5.

In addition to the above publications, Chapter 6 discusses the use of a Long Short-Term Memory network to improve vessel pose predictions accuracy, which is about to be submitted as a further publication. Using the machine learning technique, vessel pose and diameter could be defined even without assuming vessel perpendicularity to the insertion axis. Predicting the vessel diameter and locations were performed without previous knowledge about the vessel and tissue optical properties. These results demonstrate a significant improvement in the prediction accuracy and detail, compared to the results in Chapter 4 and 5.

1.4 Thesis Structure

This thesis consists of an investigation in the use of forward-looking sensors embedded within a biologically inspired steerable needle.

Chapter 2 aims to describe the need for using real-time vessel detection sensors in a steerable needle system. Relevant literature about medical needs, vessel detection sensors for deep needle insertion, and the needle steering concept, is presented. Additionally, the state of the art in needle steering sensorisation is summarised.

Chapter 3 discusses strategies to miniaturise the biologically inspired steerable needle. In the first half of this chapter, an approach to miniaturising the needle prototype using metal additive layer manufacturing is discussed. Here, a systematic method to develop the manufacturing strategy is discussed based on the characterisation results of a benchmark component. The
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second half of this chapter discusses a micro-extrusion process to produce the functional prototype that was subsequently implemented by our subcontractor to produce a clinically sized, medical grade 2.5 mm flexible needle. Additionally, the development of a fixture to accurately create the bevel-tip angle in each of the needle segments is described.

Chapter 4 investigates the feasibility of using forward-looking sensors in the biologically inspired steerable needle. Additionally, this chapter describes the method to predict the vessel position using successive measurements of a sensor, and a method to reduce vessel pose ambiguity based on two sensors embedded within the needle.

Chapter 5 describes the algorithm developed to predict a "no-go" area based on measurements from four sensors embedded in the biologically inspired steerable needle. In this chapter, the effect of readings taken by the sensor during continuous needle insertion is also explained.

Chapter 6 investigates the use of a machine learning technique based on a Long Short-term Memory network to predict vessel parameters such as vessel diameter, as well as the full vessel pose (i.e. position and orientation) with improved accuracy and detail with respect to methods presented in previous chapters. A simulation method to generate a large array of training data for the network is explained, followed by application of the trained network to real experimental data, with the aim to assess prediction accuracy under a realistic set-up.

This thesis concludes with Chapter 7, where a summary of the main findings resulting from the completed work is presented. The limitations of this work and a number of future research avenues are also highlighted.
Chapter 2

Literature Review

2.1 Introduction

This chapter presents a thorough review to make the context of the thesis clear. It begins with an introduction of clinical needs in minimally invasive brain surgery. The efforts to avoid vessel puncture during minimally invasive brain surgery using rigid needles are then explained. The limitations of rigid needles, which can only follow a straight insertion path and are unable to correct any misalignment drive the development of steerable needle systems. The designs of steerable needle systems are discussed, with a primary focus on the programmable bevel-tipped needle that has been developed at Imperial College London. The state of the art in the sensorisation of steerable needles is also presented to investigate the gap between the latest technological developments and the current clinical need to avoiding blood vessel punctures.

This chapter is an edited version of the following publications:


- Vani Virdyawan, and Ferdinando Rodriguez y Baena, Vessel Pose Estimation for Obstacle Avoidance in Needle Steering Surgery using Multiple Forward Looking Sensors, in:
2.2 Percutaneous Intervention in Brain Surgery

The use of percutaneous intervention during brain surgery is favourable due to the delicate and complex nature of its structure and the requirement to leave surrounding healthy tissue unharmed (Goldberg et al. 2005). These methods have been performed for biopsies (Pinggera et al. 2017), deep brain stimulation (DBS) implantation (Shukla & Okun 2016), epilepsy treatment (Quigg & Harden 2014), thermal ablation for tumour therapy (Goldberg et al. 2005), and a relatively new direct drug infusion method to the brain called Convection Enhanced Delivery (CED) (Barua et al. 2014). Generally, such procedures offer several benefits for the patient due to reduced trauma and a faster recovery time (Westebring-Van Der Putten et al. 2008). However, puncture of a blood vessel during the insertion process can pose a life-threatening complication for which a robust solution that works with all vessel sizes has not yet been found (Binder et al. 2003, Field et al. 2001, Fenoy & Simpson Jr 2014, Woodworth et al. 2006, Hall 1998, Umemura et al. 2003). Field et al. (2001) reported that up to 8% of patients who underwent a biopsy procedure had this complication, while during deep brain stimulation, Fenoy & Simpson Jr (2014) found an occurrence of 5%.

Even though preoperative imaging data are used to plan a safe, obstacle-free path (De Benedictis et al. 2017), intraoperatively, brain shift and other tissue deformations (such as pulsatile motion and breathing) may occur that would invalidate the plan, with the subsequent need for updated images to be acquired (Gerard et al. 2017). To avoid these complications, real-time sensing is needed in the operating theatre. Unfortunately, commonly used imaging modalities such as Magnetic Resonance Imaging (MRI), X-Ray and Ultrasound do not lend themselves to use intraoperatively in this application. MRI is expensive, requires significant processing time to construct the image volume and requires MRI-compatible tools (Peters & Cleary 2008, Miga 2016). The ionising radiation of X-rays hinders its application in lengthy surgical procedures.
While ultrasound can and has been used intraoperatively, its resolution is currently not able to capture millimetre-size vessels, and ultrasound waves cannot easily penetrate the skull (Liang et al. 2013). Even though there is an option to use intraoperative ultrasound through a burr hole, this method cannot reduce the incidence of intracranial haemorrhages (Allouch et al. 2014). In addition, there are in fact high-risk vessels with a diameter larger than 0.2 mm but smaller than 1 mm (Huang et al. 2013) that would be too small to be detected during preoperative imaging due to the resolution of MRI and CT where voxel sizes are typically $0.59 \times 0.59 \times 1$ mm (Bériault et al. 2014). Based on these limitations of the current imaging modalities, several efforts have been made to detect a vessel by embedding a sensor in a rigid needle.

### 2.3 Sensors for Vessel Detection in Brain Surgery

One major challenge for embedding a sensor at the tip of a needle for percutaneous intervention procedures is to miniaturise the sensor size. The sensor has to be fitted inside needles that have diameters in the range of 1.3 - 3.0 mm (Parittotokkaporn 2011). Based on the area that needs to be investigated with respect to the axis of the needle, there are two types of viewing systems: forward viewing, and side viewing. In the literature, two imaging modalities have been embedded inside rigid surgical needles: ultrasound and light-based systems.

A single crystal ultrasound has been used to manufacture a miniature ultrasound probe (Hartley & Cole 1974, McPhillips et al. 2015). The single crystal system can be implemented either as a forward or side viewing probe (McPhillips et al. 2015) (Figure 2.1a). Since the probe consists only of a single crystal, it only gives depth information about the investigated tissue (referred as A-scan). The size of the probe can be miniaturised down to a diameter of 0.66 mm, as was designed for retinal surgery (Zhou et al. 2007). Ungersböck et al. (1992), Hertel et al. (2005), and Yamasaki et al. (1994) used a commercially available single crystal ultrasound Doppler probe with a diameter of 1 mm during biopsy procedures. The tissue in front of the needle was investigated by checking the Doppler reading of the probe. Using this method, the needle was inserted incrementally with an insertion depth equal to the maximum depth detection of the
Doppler ultrasound sensor.

A two-dimensional (B-scan) and three-dimensional (C-scan) image require scanning of the single crystal ultrasound probe. Inside the tissue, scanning the probe may not be possible. To image a 3D volume in front of the needle, Light et al. (2007) designed a $6.48 \times 6.48$ mm forward viewing matrix array ultrasound to be implemented in a neuro-endoscope (Figure 2.1b). The probe has a pyramid shape field of view to visualise brain structures. Schiavone et al. (2017) also proposed a matrix array ultrasound probe to be embedded into a surgical probe. However, instead of a forward viewing probe, they designed a side viewing probe to be embedded into a 1.9 mm diameter sedan type biopsy needle. The probe generates two-dimensional images. Miniaturisation of an ultrasound system is still very challenging, with the smallest probe having a diameter of 0.66 mm. Light-based systems, on the other hand, are easily miniaturised due to the use of optical fibre to deliver the laser/light to and to collect the information from the tissue, in which the smallest probe has a diameter of 0.125 mm (Liang et al. 2013).

Optical Coherence Tomography (OCT) is a high resolution imaging modality that employs low coherence interferometry of light to provide near histological information (Podoleanu 2005). Like a single crystal ultrasound probe, it generates A-scan images and requires axial scanning or rotation of the probe to get B-scan and C-scan images. Liang et al. (2011) developed a forward viewing OCT probe that has a diameter of 0.5 mm (Figure 2.2). A Gradient Index (GRIN) rod lens was used to deliver to and receive the laser from the tissue. To obtain the
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B-scan images, the laser beam was scanned at the surface of the proximal end of the lens using a galvanometer scanning mirror (see Figure 2.2). Blood vessels were detected by using Doppler OCT (DOCT). Even though it has a high resolution (17 $\mu$m axial resolution, and 12 $\mu$m transverse resolution) its depth detection is only 1 mm.

![Figure 2.2: Schematic of the forward viewing OCT probe using a long thin GRIN rod lens with a galvanometer scanning mirror to acquire B-scan images. FC: fibre coupler, PC: polarization controller, C: collimator, BD: balanced detector, MZI: Mach-Zehnder interferometer, DAQ: data acquisition board, M: mirror, GSM: galvanometer scanning mirror, O: objective lens, AS: alignment stages, GL: GRIN lens needle. Reprinted, with permission, from Liang et al. (2011) ©2011 Optical Society of America](image)

Even though OCT has a very high resolution, it requires extensive post-processing and an expensive system to obtain the images. Since the primary requirement for vessel detection in a rigid needle is detecting the presence of a vessel in front of the needle without having to know the exact location of the vessel, Liang et al. (2013) simplified the OCT probe design by developing a Coherence-gated Doppler (CGD) probe. The system did not need interferometer path length scanning, signal digitization and demodulation of an OCT system. The Doppler beating signals are converted to audio signals to differentiate tissue, vein and artery. The use of a single mode fibre and a GRIN multimode fibre for focussing allowed the probe diameter to reach 0.125 mm. The probe has significantly deeper detection range compared to OCT, with a depth detection range of $3.4 \pm 1.3$ mm and a lateral resolution $< 100$ $\mu$m.
Laser Doppler Flowmetry (LDF) monitoring systems are commonly used to monitor microcirculation (i.e. circulation in very small vascular capillaries). The LDF sensors detect blood vessels by measuring the Doppler shift generated by the movement of the blood cells that they contain. Laser light is delivered into tissue through an illumination fibre, scattered inside the tissue, and collected by a collection fibre. Due to this scattering, it is challenging to determine the source of the signal, and thus determining the absolute perfusion value of blood flow is not possible (Fredriksson et al. 2010). Therefore, the perfusion value is relative and is calibrated with Brownian motion of latex particles in water, with an arbitrary unit (AU). LDF probes have been used in real clinical procedures. Haj-Hosseini et al. (2018) used an LDF probe during tumour biopsy, while Wardell et al. (2016) used the probe during DBS implantation procedures. A perfusion value threshold was implemented to detect the presence of a vessel close to the needle (see Figure 2.3). Besides the perfusion value, total light intensities (TLI) of the sensors were recorded to check tissue greyness.

**Figure 2.3:** Example of perfusion value measurements using an LDF probe during a DBS implantation procedure to the left and right globus pallidus internus (GPI). Very high blood flow values (in this case >300 AU) were observed during the insertion to the right GPI target. Reprinted, with permission, from Wardell et al. (2016) ©2016 S. Karger AG

DOCT, CGD, and LDF detect the presence of a blood vessel based on Doppler shift of the illumination light due to blood cells movement. It should be noted that CGD and LDF also record the movement of the tissue, and this movement needs to be accounted for since the movement of large scattering particles with slow movement will be erroneously recorded as a high perfusion value (Öberg 1999). Therefore, a very slow needle insertion or an intermittent insertion process have been performed to reduce this measurement error in previous work (Liang et al. 2013, Wardell et al. 2016, Haj-Hosseini et al. 2018).
DOCT, CGD, and LDF require a laser with a certain coherence length. Instead of using laser as the illumination source, Markwardt et al. (2017) designed a simpler system using a cheaper broadband LED as the illumination source. The presence of a vessel close to the probe was determined by comparing the remission spectra of 578 and 650 nm. The 578 nm wavelength is the local absorption maximum for oxygenated haemoglobin, while the second wavelength gives the highest possible difference in haemoglobin absorption. The probe consists of two fibres, one for illumination and one for collection, with an offset of 1.8 mm between them, which was integrated into a biopsy needle (Figure 2.4a). To perform side viewing, the tip of the fibres were ground at an inclination angle of 45° and coated with aluminium. The probe has a detection range of up-to 0.8 mm. However, it can not differentiate between blood vessels and blood in the interstitium from an injured minor blood vessel (Markwardt et al. 2017).

Interstitial Optical Tomography (iOT) was proposed by Goyette et al. (2015) and Pichette et al. (2015a) to allow 360° interrogation of tissue surrounding a biopsy needle (Figure 2.4b). Blood vessels are detected by associating high-absorption brain areas to high concentration of haemoglobin. The probe has an outer diameter of 1.7 mm and consists of 12 pairs of illumination and detection fibres. A micro-prism was attached into the tip of each fibre pair for side-viewing. The tissue was illuminated sequentially using a broadband light source. Except for the fibre that shared the same prism, the signals were recorded sequentially. The intensity of each source detector pair was used to determine the safe area in the brain to sample the tissue. iOT can detect a blood vessel surrounding the needle up to a distance of 2 mm.

Fluorescent dye has also been used for vessel detection in percutaneous intervention neurosurgery (Göbel et al. 2012). Indocyanin green (ICG) fluorescent dye was injected into the vascular system. The dye was excited with 785 nm laser light (the maximum absorption wavelength of the dye). The fluorescence can then be visualised by filtering the excitation light. In order to deliver the illumination light and receive the fluorescence signals, semi-flexible coherent fibre bundles with an outer diameter of 1 mm were used. The fibre bundles comprise of several tens of thousand of individual fibre cores. The forward viewing fluorescence signals can be visualised with an area of a 0.7 mm diameter. This system could detect the presence of a blood vessel up to 1 mm from the tip of the fibre bundles.
Table 2.1 summarises the sensorisation method in rigid needle systems that were discussed in this section. The dimension of the sensors and its detection range could be used to highlight suitable sensors for a particular application.

### 2.4 Steerable Needle Systems

The systems mentioned in Section 2.3 were embedded in a rigid needle. This means that, if there is an obstacle (e.g., a blood vessel) detected along the insertion path, the procedure must be interrupted. To address this limitation, current research has been directed towards

### Table 2.1: Rigid needles sensorisation. LDF: laser Doppler flowmetry; OCT: Optical Coherence Tomography; CGD: Coherence-gated Doppler; US: ultrasound

<table>
<thead>
<tr>
<th>Reference</th>
<th>Modality</th>
<th>Viewing</th>
<th>Dimension $\leq$</th>
<th>Detection range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haj-Hosseini et al. (2018)</td>
<td>LDF</td>
<td>Forward</td>
<td>$2.2$ mm</td>
<td>$2$ mm</td>
</tr>
<tr>
<td>Liang et al. (2011)</td>
<td>Doppler OCT</td>
<td>Forward</td>
<td>$0.5$ mm</td>
<td>$1$ mm</td>
</tr>
<tr>
<td>Schiavone et al. (2017)</td>
<td>Matrix Array US</td>
<td>Side</td>
<td>$1.9 \times 4$ mm</td>
<td>NA</td>
</tr>
<tr>
<td>Liang et al. (2013)</td>
<td>CGD</td>
<td>Forward</td>
<td>$0.125$ mm</td>
<td>$4$ mm</td>
</tr>
<tr>
<td>Ungersböck et al. (1992), Hertel et al. (2005)</td>
<td>Single Crystal US</td>
<td>Forward</td>
<td>$1$ mm</td>
<td>$15$ mm</td>
</tr>
<tr>
<td>Wardell et al. (2016)</td>
<td>LDF</td>
<td>Forward</td>
<td>$2.2$ mm</td>
<td>$2$ mm</td>
</tr>
<tr>
<td>Göbel et al. (2012)</td>
<td>Fluorescence</td>
<td>Forward</td>
<td>$1.0$ mm</td>
<td>$1$ mm</td>
</tr>
<tr>
<td>Light et al. (2007)</td>
<td>3D Matrix Array US</td>
<td>Forward</td>
<td>$6.48 \times 6.48$ mm</td>
<td>$30$ mm</td>
</tr>
<tr>
<td>Markwardt et al. (2017)</td>
<td>Remission Spectroscopy</td>
<td>Side</td>
<td>$0.5$ mm</td>
<td>$0.8$ mm</td>
</tr>
<tr>
<td>Pichette et al. (2015b), Goyette et al. (2015)</td>
<td>Interstitial Optical Tomography</td>
<td>Side</td>
<td>$1.7$ mm</td>
<td>$2$ mm</td>
</tr>
<tr>
<td>McPhillips et al. (2015)</td>
<td>Single Crystal US</td>
<td>Side and Forward</td>
<td>$1.7$ mm</td>
<td>$15$ mm</td>
</tr>
<tr>
<td>Yamassaki et al. (1994)</td>
<td>Single Crystal US</td>
<td>Forward</td>
<td>$1.2,3$ mm</td>
<td>$7$ mm</td>
</tr>
</tbody>
</table>
the field of steerable needles, as these have the ability to steer around obstacles and thus correct for any misalignment (Abolhassani, Patel & Moallem 2007). Steering inside tissue is achieved by controlling the bending of the needle either as a direct result of passive needle-tissue interactions or active modification of the needle shape (van de Berg, van Gerwen, Dankelman & van den Dobbelsteen 2015). Steerable needle designs cover needle-base manipulation (DiMaio & Salcudean 2003), bevel-tipped needles (Webster et al. 2005), concentric tube needles (Webster, Okamura & Cowan 2006, Dupont et al. 2010), tendon actuated needles (van de Berg, Dankelman & van den Dobbelsteen 2015, Adebär et al. 2016, Gerboni et al. 2017), and programmable bevel-tipped needles (Ko et al. 2011). For a complete overview of the steerable needle designs, the reader is referred to the literature (e.g. van de Berg, van Gerwen, Dankelman & van den Dobbelsteen (2015)).

DiMaio & Salcudean (2003) proposed a needle base manipulation method to steer the needle. By changing the orientation and lateral position of the needle base, the shape of the needle inside the tissue can be altered, enabling the needle tip position and orientation to be controlled (Figure 2.5). Glozman & Shoham (2007) modelled the needle as a linear beam supported with virtual springs to perform trajectory tracking under closed-loop fluoroscopic guidance. As the needle penetrates deeper in the tissue, the needle motion becomes constrained (DiMaio & Salcudean 2003) (Figure 2.5 right) and the steering moments around the base increase rapidly (van de Berg, van Gerwen, Dankelman & van den Dobbelsteen 2015). This can lead to a risk of tissue slicing by the needle (Leibinger 2016).

The tip of the tendon-actuated needle can be articulated during the insertion to control tool-tissue interaction forces and thus the insertion trajectory. van de Berg, Dankelman & van den Dobbelsteen (2015) described a two-degree-of-freedom ball-and-socket joint tendon actuated needle tip to achieve 3-D steering. A simpler design was proposed by Adebär et al. (2016) by using a single-degree-of-freedom joint in the needle tip. 3-D steering can be performed by rotating the needle during the insertion. A further development of the needle has been used to perform multiple ablations via a single entry in *ex-vivo* liver (Gerboni et al. 2017). Even though the tendon-actuated design achieves a small radius of curvature (< 50 mm), articulating the tip will displace the tissue surrounding the tip of the needle (Adebär et al. 2016), which is
A concentric tube needle consists of several telescoping pre-curved super-elastic tubes (Webster, Okamura & Cowan 2006, Dupont et al. 2010). Each of the tubes can be retracted, extended, and rotated with respect to one another. In doing so, their curvature will interfere with one another, affecting the shape of the overall needle. Therefore, steering concentric tube needles does not require tool-tissue interaction forces to be exploited. However, for use as a steerable needle system, follow-the-leader deployment (e.g. the shaft exactly follows the path of the tip) of the concentric tube robot is necessary, which continues to present significant technical challenges (Garriga-Casanovas & Rodriguez y Baena 2018).

The most commonly used method for needle steering is based on bevel-tipped needles. Due to tip asymmetry, the bevel-tipped needle bends more than cone or triangular tipped needles (Okamura et al. 2004) (Figure 2.6a). Needle bending due to asymmetric tip forces is usually assumed to follow a constant curvature (Webster, Kim, Cowan, Chirikjian & Okamura 2006). The curvature is affected by several parameters, such as tissue mechanical properties, needle diameter (Misra et al. 2010) and bevel angle (Webster et al. 2005). Interestingly, in contrast with experimental results in a soft tissue phantom, in *ex-vivo* tissue, the needle bevel angle does not have any effect on the needle curvature (Majewicz et al. 2010). In an application where a tighter radius of curvature is needed, a bevel-tipped needle with pre-curved tip (Wedlick & Okamura 2012) and flexure-tip (Swaney et al. 2013) have been proposed.
Since deflections of the bevel-tipped needle naturally occur if the needle is inserted into soft tissue, Abolhassani, Patel & Ayazi (2007) rotated the needle by 180° at certain insertion depths to compensate for the needle deflection to steer the needle in a straight trajectory. Engh, Podnar, Kondziolka & Riviere (2006) introduced spinning of the needle to achieve a straight insertion (Figure 2.6b). Additionally, by changing the duty cycle of the spinning needle, defined as the ratio of pure insertion to insertion with rotation, the curvature of the needle can be controlled (Engh, Podnar, Kondziolka & Riviere 2006). Continuous rotation of the needle, however, prevents the use of sensors in the needle due to cable wind up issues (Majewicz et al. 2014). To tackle this problem, Majewicz et al. (2014) introduced two steering algorithms: continuous insertion with bidirectional rotation and duty-cycled flipping. Spinning of the needle also can cause damage to the surrounding tissue during insertion (Swaney et al. 2013). To minimise tissue damage, 3D needle steering by minimising the number of needle rotations has also been suggested (Abayazid et al. 2014, Shahriari et al. 2015). Tissue damage due to needle rotation may prevent the use of bevel-tipped steerable needles in a soft and delicate tissue such as brain. This limitation, fuelled research into the development of a novel biologically inspired steerable needle system where axial rotation is not necessary.

**Programmable Bevel-Tip Needle Steering**

The programmable bevel-tip needle (PBN) design, first demonstrated by Frasson et al. (2012) offers a multi-segment approach, which is inspired by the ovipositor of parasitic wasps in the Ichneumonoidea family. The ovipositor, which is approximately 0.2 mm in diameter, can be as long as 18 cm, possessing the ability to penetrate wood and to steer within it to reach a suitable location to lay eggs (Quicke 2014). It consists of multiple valves, called ventral and dorsal valves, which interlock with one another through a dovetail mechanism called the olistheter (Quicke 2014). The olistheter holds the valves together, but also allows them to slide independently with respect to one another. This unique configuration enables the insect to enact a reciprocating insertion strategy, in which forward axial motion is performed sequentially by each valve, in such a way to avoid buckling even in the presence of a hard substrate, such as the bark of a tree (Sakes et al. 2016, Vincent & King 1995).
Outward facing teeth are present at the tip of the valves, which can be used to anchor each segment onto the wood to generate a tensioning force that stabilizes the insertion (Vincent & King 1995). After failing to reproduce this mechanism based on anisotropic surface characteristics (Frasson et al. 2008), teeth were replaced by a complex sequential insertion method that achieves the same tensioning effect through the ratio between stationary and moving segments of a 4-part PBN (i.e. always maintaining a larger amount of contact surface that is stationary at any one point during the insertion). Oldfield et al. (2015) demonstrated that such an approach enables a reduction in the motion of the tissue surrounding the needle, thus improving the accuracy of needle tip delivery.

Detailed observation of a parasitic wasp probing behaviour shows that the multi-segment ovipositor is also useful for steering. The offset between segments generates an asymmetric reaction force in the tip of the ovipositor during the insertion process that results in bending along a prescribed direction (Figure 2.7). By varying this asymmetry, the radius of curvature of the bend can be controlled, enabling the ovipositor to be steered (Cerkvenik et al. 2017).
Similar to its biological counterpart, the PBN design consists of at least two segments that are linked by a dovetail mechanism, enabling these to slide with respect to one another. Embodiments of a four-segment needle demonstrate the ability to steer along an arbitrary three-dimensional (3D) path (Secoli et al. 2018) (Figure 2.9c) without relying on transmission of torque from base to tip. Therefore, PBNs can be manufactured from highly compliant materials that can be matched to a softer tissue, such as brain, in order to enhance dexterity (Gilbert & Webster 2013). In addition, compliant materials can also be useful to manufacture an implantable needle for long term brain treatment (Rosenbluth et al. 2011), a clear focus of the current, EU funded EDEN2020 project (www.eden2020.eu).

Due to the intricate design of the needle, the PBN development was performed using additive manufacturing process. Early PBN prototypes with a diameter of 12 mm (Ko et al. 2011) were manufactured using a rubber like material using a 3D printer (Object Connex500™). Using the 3D printer machine, the smallest four-segment PBN that was successfully manufactured has a 4 mm diameter, which was manufactured with a ‘composite’ body structure with alternating rigid and soft sections (Burrows et al. 2017) (Figure 2.8). However, to be clinically viable, the needle should have a diameter < 2.5 mm (Parittotokkaporn 2011). Therefore, the current embodiment of the needle is manufactured using a biocompatible polymer with an outer diameter of 2.5 mm (Matheson et al. 2018), which is the same size as that of commercially available biopsy needles (e.g. the sedan side cutting biopsy needle, A2430-01, Electa, Stockholm, Sweden). Figure 2.9

Figure 2.7: The tip force is symmetric where the segments are aligned so that there is no bending in the ovipositor, the asymmetric force where the ovipositor has an offset produces bending
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Figure 2.8: The 4 mm PBN that was manufactured using additive manufacturing with rubber like materials. Each needle segment has soft (black) and rigid (black) section, as described in (Burrows et al. 2017)

Figure 2.9: (a) The PBN with all of the segments aligned, and (b) with offsets introduced into the needle. (c) Cross section of the needle, which has a diameter of 2.5 mm and four, 0.3 mm OD working channels. Steering direction can be controlled by changing leading segment.

shows microscope images of the PBN, a representation of the relative motion between segments, and a schematic of its cross section. Figure 2.9c shows that the needle has a lumen in each of its segments. The lumen can be used as a conduit to deliver drugs and minimally invasive instruments, or as the working channel for imaging modalities based on optical fibres.

2.5 Image Guidance and Sensorisation of Steerable Needles

In the literature, the performance of a steerable needle system is usually reported in terms of its ability to steer around obstacles and its targeting accuracy. Extensive research has been conducted into needle designs, the modelling and control of the needle, and needle path planning. In this section, steerable needle sensing methods are discussed. The sensing methods are classified into two main categories: image guidance, and sensors embedded in the needle or
in the robotic platforms.

2.5.1 Image Guidance

Tracking the needle tip is required for controlling the needle in a close loop manner. One method to obtain this information is by using imaging modalities, such as: camera, ultrasound, X-ray, and MRI.

Camera

A camera and a pair of cameras in a stereo set up have been used in transparent phantoms (Misra et al. 2010, Swaney et al. 2013, Abayazid et al. 2014, Bernardes et al. 2013, Swensen et al. 2014, Bui et al. 2016). The use of a single camera for tracking the needle tip is justified by the assumption that the needle is steered in a plane. For 3D steering, a more sophisticated two cameras system is used. Using cameras, besides tracking the tip position of the needle, the whole shape of the needle can also be measured. The needle shape reconstruction is usually performed during needle characterisation to find the maximum curvatures that can be performed by the needle (Swaney et al. 2013, Misra et al. 2010). The requirement of the needle to be in the camera line of sight, however, limits its use in a real clinical set-up.

Ultrasound

Ultrasound (US) is inexpensive, portable, without ionisation radiation, and provides real-time images. With these advantages, ultrasound has been extensively used in steerable needle researches (see Table 2.2). However, US images are noisy, therefore several methods such as hough transforms (Vrooijink et al. 2014, Ayvali & Desai 2015), modified optical flow (Ayvali & Desai 2015), and random sample consensus (RANSAC) (Waine et al. 2016) have been implemented to detect the needle tip and shape. Adebar et al. (2014) improved the visibility of the needle in ultrasound images by generating a high frequency low amplitude movement of the needle so that its shape could be easily segmented using the Doppler mode of a 3D ultrasound probe.
In addition to imaging the needle, ultrasound has also been used to track target movements (Chevrie et al. 2018) and to visualise tissue ablation (Gerboni et al. 2017).

However, even though a 3D ultrasound probe is able to visualise the surgical site in 3D, the algorithm to process the images is computationally expensive and the images have slow frame rates (Waine et al. 2016, Ayvali & Desai 2015). Thus, a 2D ultrasound probe, which has a higher acquisition rate, is the current standard used in clinics (Ayvali & Desai 2015). Depending on the orientation of the needle in US images, there are two types of images: sagittal images and axial images (Waine et al. 2016). In a sagittal image, the needle is visualised within the plane of the US beams. The shape of the needle and the target can be easily visualised using this imaging mode.

An axial image, on the other hand, is a US image where the needle axis is perpendicular to the US beams. The cross section view of the needle in an axial US image has a tail-shape structure instead of a circular shape, which is referred to as comet-tail artefact (CTA) due to the acoustic impedance difference between the needle and soft tissue (Vrooijink et al. 2014). Needle shapes can be reconstructed using axial images by measuring the needle position at several insertion depths (Waine et al. 2016, Gerboni et al. 2017). To track the needle tip using axial images, the US probe is attached to a robotic platform that is moved with the same speed as the needle (Lehmann et al. 2018, Carriere et al. 2018, Fallahi et al. 2017, Khadem et al. 2017, Li, Jiang, Liang, Yang, Yu & Wang 2017, Abayazid et al. 2016, Moreira & Misra 2015, Abayazid et al. 2015). Full pose of the needle can be estimated by using an assumption that there is no twist (Vrooijink et al. 2014). Since axial images only track the needle tip, Moreira & Misra (2015) scanned the tissue before needle insertion using the US probe to measure the target and obstacle positions. By adding one more degree-of-freedom to the robotic platform to rotate the US probe with respect to its axis, the probe can be used to perform both sagittal and axial imaging (Ayvali & Desai 2015).

Additionally, ultrasound images have also been used to obtain tissue stiffness information. Neubach & Shoham (2010) used tissue movement in front of the needle tip, which was visualised using ultrasound sagittal images, to classify tissue stiffness. The shape of the needle inside the
tissue has also been used to estimate the tissue stiffness. Using sagittal images to obtain the needle shape, Lehmann et al. (2018) calculated the tissue stiffness using energy method while the needle was moved laterally.

**MRI**

The high tissue contrast of MRI makes it an ideal imaging modality to perform preoperative imaging. However, to use it intraoperatively, robotic systems require MR compatibility in its actuation and sensorisation. Due to the long acquisition time of MRI, images have been used after needle insertion to measure the targeting error (Su et al. 2016, Krieger et al. 2011). Seifabadi et al. (2016) designed a master-slave robotic system for continuous MRI guidance procedures. The purpose of this system is to reduce the need of moving the patient in and out of the scanner during the procedure. Images from the MRI can be generated at 2 frames/s which is sufficient for visual feedback to the operator. However, the needle tip has an artefact with a diameter of a few millimetre, which makes tip tracking with a high accuracy difficult.

**X-ray**

X-ray based imaging modalities, such as fluoroscopy and CT, have also been used for image guidance in steerable needle systems. Bui et al. (2016) used an X-ray machine to measure the deflection of the needle during characterisation of their steerable needle system in ex-vivo tissue. Robert et al. (2013) used a CT scan to image needle deflections in soft tissue phantoms and investigated the force acting on the needle to produce such deflections. The targeting accuracy of a concentric tube needle that consists of two tubes has also been investigated using a CT scan by comparing the planned and actual path of the needle (Torabi et al. 2014). Glozman & Shoham (2007) and Shahriari et al. (2017) tracked the needle tip using a C-arm fluoroscopy system. C-arm fluoroscopy is a promising real time imaging modality due to its ability to achieve fast imaging (3-15 frames/s). Even though it has relatively fast frame rates, Glozman & Shoham (2007) performed intermittent imaging because of the blur of the image if taken
while the needle is moving. One factor that limits the use of X-ray based imaging modalities is ionising radiation to patients and medical staffs during a lengthy procedure.

### 2.5.2 Embedded Sensors

In addition to the use of imaging modalities, sensors embedded either in the needle or in the robotic platform have also been used to provide information about tip positions, forces, and needle shapes.

**Electromagnetic Tracker**

Electromagnetic (EM) tracker has been used to track the needle tip (Chevrie et al. 2018, Shahriari et al. 2017, Patil et al. 2014, Rucker et al. 2013, Ko & Rodriguez y Baena 2013). Five and six degree-of-freedom (DOF) EM tracking sensors have been used for measuring the position and orientation of the needle tip. Compared to six DOF EM sensors, five DOF EM sensors have a smaller diameter. However, they are unable to measure the rotation of the needle with respect to its longitudinal axis. For a needle that has high torsional stiffness, a rotation encoder in the base of the needle can be used to measure the needle twist angle (Shahriari et al. 2017, Chevrie et al. 2018). However, for a long bevel-tipped needle with duty cycle spinning, the use of six DOF EM sensors is needed to compensate for torsional wind up (Swaney et al. 2015). The Em tracker can be used either in a transparent tissue phantom or in real tissue. The measurements from an EM tracker have also been combined with other imaging modalities, such ultrasound (Chevrie et al. 2018), and CT (Shahriari et al. 2017). One of the drawbacks of EM trackers is that the accuracy of the tracker is sensitive to the presence of ferromagnetic materials in the workspace (Abayazid, Kemp & Misra 2013).

**Force and Torque Sensor**

In addition to needle tip tracking, the knowledge of interaction forces during needle insertion could improve the targeting accuracy of steerable needles (Abolhassani, Patel & Moallem 2007).
The interaction force can be classified into tissue puncturing, tissue cutting, needle-tissue friction, and tissue deformation (Rossa & Tavakoli 2017). To measure the interaction forces and torques, a six DOF commercially available force and torque sensor is usually used at the base of the needle (Chevrie et al. 2018, Lehmann et al. 2018, Rossa et al. 2017, Misra et al. 2010, Neubach & Shoham 2010, Glozman & Shoham 2007, Abolhassani, Patel & Moallem 2007). Abolhassani, Patel & Ayazi (2007) used the information from the reaction forces and moments at the base of the needle to estimate the needle deflection. At the beginning of the insertion, the needle was moved laterally to estimate the tissue Young’s modulus to improve deflection prediction. Based on this work, Rossa et al. (2017) introduced a data driven model to predict tissue deflection based on the force and torque measurements at the needle base combined with the insertion depth and rotation angle of the needle. Even though the model requires a large database to train it to be accurate, it predicts in-plane and out-plane deflection in heterogeneous tissue with < 2 mm accuracy. The force sensor in the needle base has also been used to improve the safety of needle insertion procedures. Glozman & Shoham (2007) and Neubach & Shoham (2010) measured the lateral force of a base-manipulation steerable needle to show that closed-loop control does not significantly increase the reaction forces at the needle base. Chevrie et al. (2018) proposed a needle insertion procedure that compensates for tissue movement due to physiological motion of the patient. The movement compensation could reduce the lateral force due to large tissue motion, lowering the risks of tearing tissue.

**Fibre Bragg Grating (FBG)**

Fibre Bragg Grating (FBG) sensors have also been used as a sensoritation method in steerable needles. An FBG is a distributed reflector constructed along an optical fibre length (Hill & Meltz 1997). The FBG reflects a wavelength as a function of the spacing between each grating and transmits other wavelengths. Because the reflected wavelength of the FBG can be shifted by a change in the grating period, it can be used as a mechanical sensor of temperature, strain, and force (Iordachita et al. 2009, Antonio-Lopez et al. 2014, Westbrook et al. 2015). In the field of steerable needles, several researchers have used FBGs as a shape sensing modality by computing the needle’s shape from the strain measurements (Li, Jiang, Liang, Yang, Yu &
Figure 2.10: Illustration of a needle embedded with three optical fibres. In each fibre, fibre Bragg grating sensors were located at three axial positions: 11, 26, and 70 mm from the tip of the needle. Reprinted, with permission, from Li, Li, Gonenc, Duan & Iordachita (2017) ©2016 John Wiley and Sons

Wang 2017, Xu et al. 2016, Henken et al. 2014). To achieve three-dimensional shape sensing, at least three fibres are required (inset in Figure 2.10). The fibres are radially positioned at a distance from the axis of the needle. With a bending moment applied to the needle, each fibre experiences a different strain. This strain is measured via the FBG and is then used to compute the shape of the needle. To obtain the whole shape, FBGs are located in at least two different axial locations along the needle (Figure 2.10). In addition to FBG-based shape sensing, Xu et al. (2016) developed a force-curvature model to measure the force at the tip of the needle based on its shape. Li, Li, Gonenc, Duan & Iordachita (2017) detected the change of the tissue mechanical properties using the strain measurements of the FBG sensor that is close to the tip of the needle.

Other Embedded Sensors

In addition to the aforementioned sensing modalities, there are other sensing systems that have been implemented in steerable needles: optical tracking, OCT, and hall effect sensing. Carriere et al. (2018) used an optical tracker to measure the insertion depth for a surgeon-in-the-loop needle insertion system. In this system, the surgeon inserted the needle manually through a trocar that rotated the needle automatically to steer. Ayvali et al. (2012) studied the use of OCT in an active steerable needle system to perform in-situ diagnosis. However, their study only showed the feasibility of using OCT probe in a bending needle. Reed et al. (2009) measured the lag between the needle base and the needle tip while the needle rotated inside the tissue.
The lag was measured by comparing the encoder reading at the needle base with the hall effect sensor measurements at the needle tip. They showed that torsional friction causes more than 45° discrepancy between the base and the tip angles.

Since each imaging modality and embedded sensor has its own advantages and disadvantages, measurements from several sensors or imaging modalities could be combined to improve the targeting accuracy of steerable needle systems. Therefore, in the literature, it is common to find a steerable needle system that was equipped with several sensing systems (Table 2.2). Table 2.2 shows the sensorisation methods that were used in steerable needles, which are discussed in this section. The table could be used to suggest the possible combination of sensing systems in steerable needles.

2.6 Conclusion

In this chapter, the problem of vessel puncture during percutaneous brain surgery was introduced, followed by the use of embedded sensors used to reduce the risk of haemorrhage. Ultrasound based systems were found to offer deeper penetration depth into brain tissue compared to the light-based systems. Deeper depth penetration means that a vessel can be detected earlier, which is advantageous. However ultrasound transducers are difficult to miniaturise, which hinders their deployment inside the needle. On average, a light-based system could detect a vessel that lies 1 mm away from the probe. This distance is enough to prevent vessel puncture as long as the needle is inserted slowly during the procedure.

Following a review of sensing systems, this chapter explained major needle steering designs, which have been used to avoid vessels along the insertion path. Bevel-tipped needle designs have been widely used due to their simple construction and ability to follow-the-leader. However, the need to rotate the needle about its insertion axis may hinder its application in delicate tissue structures such as in the brain. Programmable bevel-tip needles, on the other hand, do not need to be rotated in order to steer. In addition, the multi-segment design of PBNs can be deployed with a reciprocal motion actuation strategy that offers the potential to reduce tissue
disruption. Although any steerable needle system has the ability to avoid an obstacle, to date there is no reported use of a steerable needle system with embedded sensors to avoid a vessel along its path. Indeed, the main focus areas for steerable needle sensing to date have been position tracking, force sensing, and shape sensing.

This thesis discusses the sensorisation of PBNs to solve the clinical need to avoid haemorrhages. A detection method based on measurements from forward looking optical sensors embedded within the steerable needle segments is developed to infer vessel pose. Vessel pose information provides the necessary knowledge to plan and execute a subsequent avoidance strategy. This method could also be applied to other steerable needle designs, and is the subject of subsequent chapters.
Table 2.2: Steerable needle sensorisation; US: ultrasound, EM: Electromagnetic Tracker; FBG: Fibre Bragg Grating; Cam: Camera; F/T: Force and Torque Sensor; Oth: Other sensing modalities

<table>
<thead>
<tr>
<th>Reference</th>
<th>Sensing Modalities</th>
<th>System Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chevrie et al. (2018)</td>
<td>US: ●, MRI: ●, CT: ●, EM: ●, FBG: ●, Cam: ●, F/T: ●, Oth: ●</td>
<td>5 DOF EM sensor to track the needle tip, the motor encoder to measure the rotation about needle axis, 3D US to track the target.</td>
</tr>
<tr>
<td>Shahriari et al. (2017)</td>
<td>US: ●, MRI: ●, CT: ●, EM: ●, FBG: ●, Cam: ●, F/T: ●, Oth: ●</td>
<td>5 DOF EM tracker combined with intermittent CT images. The rotation of the needle with respect to the needle axis is measured using rotary encoder assuming there is no twist.</td>
</tr>
<tr>
<td>Waime et al. (2016)</td>
<td>US: ●, MRI: ●, CT: ●, EM: ●, FBG: ●, Cam: ●, F/T: ●, Oth: ●</td>
<td>Needle shape reconstruction based on successive axial US images. The cameras were used to validate the shape reconstruction.</td>
</tr>
<tr>
<td>Vremanink et al. (2014)</td>
<td>US: ●, MRI: ●, CT: ●, EM: ●, FBG: ●, Cam: ●, F/T: ●, Oth: ●</td>
<td>A 2D US probe was attached in a robotic platform, the features of the US images were extracted based on hough transform.</td>
</tr>
</tbody>
</table>
Table 2.2: Steerable needle sensorisation; US: ultrasound, EM: Electromagnetic Tracker; FBG: Fibre Bragg Grating; Cam: Camera; F/T: Force and Torque Sensor; Oth: Other sensing modalities

<table>
<thead>
<tr>
<th>Reference</th>
<th>Sensing Modalities</th>
<th>System Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayvali &amp; Desai (2015)</td>
<td>US</td>
<td>A 2D US probe to measure the shape and track the tip of the needle by changing the US images from sagittal to axial</td>
</tr>
<tr>
<td>Abayazid et al. (2015)</td>
<td>MRI</td>
<td>A 2D US probe is attached in a 5DOF robotic platform to scan and track the needle inside curved surface</td>
</tr>
<tr>
<td>Adebar et al. (2014)</td>
<td>CT</td>
<td>3D US power Doppler imaging mode to measure the position of the needle</td>
</tr>
<tr>
<td>Swensen et al. (2014)</td>
<td>EM</td>
<td>Two cameras for stereo imaging were used during transparent phantom experiments, C-arm fluoroscopy was used for biological tissue to track the needle tip</td>
</tr>
<tr>
<td>Henken et al. (2014)</td>
<td>FBG</td>
<td>FBG for shape measurement</td>
</tr>
<tr>
<td>Torabi et al. (2014)</td>
<td>Cam</td>
<td>CT scan was performed after each intervention procedure to compare planned and actual path</td>
</tr>
<tr>
<td>Patil et al. (2014)</td>
<td>F/T</td>
<td>5 DOF EM tracker to track the needle tip pose</td>
</tr>
<tr>
<td>Robert et al. (2013)</td>
<td>EM</td>
<td>CT slices to measure needle deflection</td>
</tr>
<tr>
<td>Bernardes et al. (2013)</td>
<td>Oth</td>
<td>Imaging feedback from a camera</td>
</tr>
<tr>
<td>Rucker et al. (2013)</td>
<td>Oth</td>
<td>5 DOF EM tracker to track the tip</td>
</tr>
<tr>
<td>Abayazid, Roesthuis, Reilink &amp; Misra (2013)</td>
<td>US</td>
<td>A Camera and a 2D US probe in sagittal mode to track the needle tip</td>
</tr>
<tr>
<td>Sweany et al. (2013)</td>
<td>MRI</td>
<td>A camera to measure needle curvatures</td>
</tr>
<tr>
<td>Ko &amp; y Baena (2013)</td>
<td>MRI</td>
<td>EM tracker to track the needle tip</td>
</tr>
<tr>
<td>Ayvali et al. (2012)</td>
<td>MRI</td>
<td>Two cameras in stereo configuration to measure the needle pose, and OCT for in situ diagnostic</td>
</tr>
<tr>
<td>Misra et al. (2010)</td>
<td>EM</td>
<td>Force sensor to measure tool tissue interaction and two cameras in stereo configuration for tracking</td>
</tr>
<tr>
<td>Neubach &amp; Shoham (2010)</td>
<td>F/T</td>
<td>Sagittal US images to track the needle, tissue stiffness prediction based on tissue movement in front of the needle tip, and force and torque measurements during insertion</td>
</tr>
<tr>
<td>Reed et al. (2009)</td>
<td>MRI</td>
<td>Hall effect sensor to measure the lag between the base and the tip inside the tissue while the needle is rotated</td>
</tr>
<tr>
<td>Glozman &amp; Shoham (2007)</td>
<td>MRI</td>
<td>A fluoroscopic image was taken to plan the insertion. Intermittent fluoroscopy images were taken during the insertion</td>
</tr>
</tbody>
</table>
Table 2.2: Steerable needle sensorisation; US: ultrasound, EM: Electromagnetic Tracker; FBG: Fibre Bragg Grating; Cam: Camera; F/T: Force and Torque Sensor; Oth: Other sensing modalities

<table>
<thead>
<tr>
<th>Reference</th>
<th>Sensing Modalities</th>
<th>System Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abolhasani, Patel &amp; Ayazi (2007)</td>
<td>US</td>
<td>US for studying internal tissue deformation, A camera to image needle deflection at the entry point, 5 DOF EM tracker to track the needle tip position, 6 DOF force and torque to measure the force and moments acting on the needle</td>
</tr>
</tbody>
</table>
Chapter 3

Manufacturing of a Programmable Bevel-Tip Needle

3.1 Introduction

Previously, Leibinger et al. (2015) used a 4 mm outer diameter functional prototype of the programmable bevel-tip needle, which was manufactured using additive manufacturing out of a rubber-like material, to investigate tissue motion due to needle deflection. The miniaturisation of the PBN down to \(< 2.5 \text{ mm}\) in diameter is required so that the needle has a clinically viable size (Parittotokkaporn 2011). Consequently, materials and manufacturing strategies that would allow the overall diameter of the PBN to be reduced while taking into account sterility and the possibility of single-use must be investigated. The PBN’s interlock mechanism is, however, difficult to produce using conventional subtractive manufacturing processes due to its tiny size diameter \(< 2.5 \text{ mm}\) compared to its length (200 mm). Micromachining processes can produce very small features \((\approx 10 \mu\text{m})\). However, they typically have a working volume below \(50 \times 50 \times 50 \text{ mm}\) (Qin et al. 2010). Another manufacturing option is to use a milling machine. Even though manufacturing a 0.3 mm square groove along the length of a 1 mm diameter needle with 172 mm length can be performed using a milling machine (Roesthuis et al. 2014), to mill the PBN dovetail mechanism requires the use of a special cutting tool that has the same shape as
3.2 Additive Manufacturing of a High Aspect Ratio Part

Additive manufacturing (AM) is a rapidly evolving process that is suitable for producing complex structures that are needed in small quantities (Vayre et al. 2012). Additive manufacturing of a rubber-like material played an important role in the development of the biologically inspired programmable bevel-tip needle, where functional prototypes with a diameter of 12 mm (Ko et al. 2011) down to a 4 mm diameter (Leibinger et al. 2015, Burrows et al. 2017) had been manufactured using this method. The first effort to miniaturise the 4 mm PBN down to a 2.5 mm diameter was performed using additive manufacturing as well. However, instead of using the AM of a rubber-like material, a metal-based additive manufacturing machine was

the male interlock mechanism (see Figure 2.9c), which is not commercially available. Another option is to change the PBN design so that the interlock mechanism has the same shape as the available dovetail cutting tools on the market (e.g. Harvey Tool, Rowley, USA), which makes the cross section design suboptimal (Leibinger et al. 2014).

In this Chapter, two manufacturing strategies are discussed. Firstly, the relationship between the build angle, support structure interval, and geometric accuracy to optimise the cost and time required to successfully build high aspect ratio parts using a Selective Laser Melting (SLM) machine have been investigated. Secondly, a manufacturing method for the polymer-based PBN that was eventually executed by our subcontractor using an extrusion process, is described. Finally, the development of a fixture to manufacture the bevel-tip for the extruded needle, which was developed by the author, is explained. Part of this Chapter is a revised version of the following conference publication:

chosen due to its ability to produce parts using a wide range of biocompatible materials, such as stainless steel, cobalt-chrome, titanium, and nitinol.

Selective Laser Melting (SLM) is a method of additive manufacturing in which a thin layer (∼ 0.03 mm) of metal powder is selectively melted using a laser beam. The laser has adequate energy to rapidly melt sections of the powder, allow them to coalesce and subsequently solidify. However, this rapid heating and cooling generate residual stresses in the solidified component (Mercelis & Kruth 2006), which can produce warping if it is not well anchored to the build platform (Mumtaz et al. 2011). Support structures are needed to anchor portions of the part not in direct contact with the build platform, especially in cases of thin parts or parts with overhanging structures. Unfortunately, the higher the number of support structures, the more difficult it is to remove the part from the build platform.

The PBN has a high aspect ratio (the ratio of its length to diameter is ∼ 88:1). As a result, the needle cannot be built perpendicular to the build platform (i.e. vertically) as it would exceed the system’s maximum build height, require very large volumes of expensive yet unused metal powder, and result in excessive build time. Additionally, building in the vertical direction can cause high aspect ratio parts to bend during the building process which also provides an upper limit. As an alternative, the needle can be manufactured parallel or at an acute angle to the build platform. However, changing the build orientation will change the sliced data cross section in each layer which will affect the number of support structures and time needed to build the part (Mumtaz et al. 2011).

3.2.1 Related Works

Several research groups (Kruth et al. 2005, Fahad & Hopkinson 2012, Abdel Ghany & Moustafa 2006, Castillo 2005, Byun & Lee 2003, Moylan et al. 2012) have developed methods to assess the performance of additive manufacturing processes using a benchmark part. Although each benchmark part has its own characteristics and geometry, all are primarily interested in characterising the system’s accuracy and the minimum feature size that can be built. This information has been used as a guideline for designing parts for manufacture using AM. However, in the
3.2. Additive Manufacturing of a High Aspect Ratio Part

case of manufacturing a high aspect ratio part (e.g. a small diameter with a long length) this information is insufficient because this type of part is susceptible to warping and effects related to its orientation on the build platform that are not characterised by the above benchmark parts. Another benchmark part has been developed by Vora et al. (2013) to evaluate the maximum length of an overhang structure that can be built without warping. The part has a range of overhang lengths with successively longer overhang structures but does not include variable build angles.

3.2.2 Material and Methods

Assessment of Renishaw AM250 machine

To determine the optimal manufacturing strategy for building a multi-segment needle, a benchmark part was developed that can give information regarding the optimum interval between support structures, the build angle with respect to the build platform, and the geometrical accuracy. The benchmark part has overhang lengths of 0.1 - 1.0 mm in intervals of 0.1 mm, overhang lengths of 1.0 - 2.0 mm in intervals of 0.2 mm, and a maximum overhang length of 5.0 mm. Each overhang structure has a semi-circular cross-section with a diameter of 1.2 mm to replicate a needle's geometry. The progressively longer structures are built above the previous overhang with an interval of 3.0 mm to minimise the required build height. These progressively longer overhangs can be used to determine the optimum distance between support structures by investigating the maximum length that can be built without warping. This maximum length is, however, influenced by the build angle with respect to the build platform and thus the benchmark part was designed with a range of angles (0 - 45° with an interval of 5°). Figure 3.1 shows the CAD model of the benchmark part.

After manufacture of the benchmark part, a set of measurements were taken using a calibrated optical microscope equipped with a digital camera (Zeiss - Axio Icc.1, Carl Zeiss AG, Oberkochen, Germany) to measure the level of warping and the geometry of the part. Using the known calibration (1038 x 1392 pixels, with 1.86 μm per pixel) of the microscope and a
transverse image of each overhang, the level of overhang warping was determined by recording the pixel location of a consistent point at the base of the overhang and another at its tip. The level of warping was then calculated as the difference (in μm) between the two pixels in a direction perpendicular to the overhang structure (Figure 3.2).

The geometry of the overhang structure was assessed using a circularity measurement. The most common method to measure circularity is least-square circle (LSC), however this method can reject a good part due to a possible overestimation of form tolerance (Carr & Ferreira 1995). To avoid this, minimum zone circle (MZC) that minimize the maximum error between the data and the reference is used (Cioboata et al. 2012). Based on the MZC method, an object’s circularity can be defined as the difference between two reference circles, one sufficiently large to encapsulate all deviations from the circular profile and one small enough that no deviations fall with it (Cioboata et al. 2012). The circularity measurement can be made by capturing a cross section image of the overhang structure. After filtering the image, the circularity profile of the cross section can be determined using an edge detection algorithm (Figure 3.3). A
procedure to find the MZC is described by Maresca et al. (2012).

Figure 3.3: The cross section image of an overhang structure taken by a measurement microscope (left) and its circularity measurement using the MZC method (right)

Needle Manufacturing

Using the data collected in Section 3.2.2, which characterise warping for a high aspect ratio part, an optimal build strategy was defined for our specific application; namely, a two-segment needle, with a diameter of 2.4 mm and 200 mm in length (Figure 3.4). Instead of a four-segment needle as described by Oldfield et al. (2014), the two part needle was chosen as a stepping stone to produce an optimized four-segment PBN using SLM. To define the optimal build strategy several factors are considered:

- To reduce build cost and time, build height should be minimised by building the part as parallel as possible to the build platform

- The interval between two support structures is chosen from the maximum overhang length that can be built with warping below an unacceptable minimum threshold

- The maximum build angle between the part and the build platform is constrained by the available material; whereby larger angles increase build height and thus required material
The circularity measurement is used to determine the build angle such that critical features - in this case the needle interlock mechanism - are built within an acceptable geometric tolerance for the application.

![Figure 3.4: The drawing of the 2 part PBN. In addition to the central needle, note that each segment has a “wing” so that it can be pushed or pulled using a nitinol wire 1.6 mm in diameter connected to an actuation box.](image)

### 3.2.3 Results and Discussion

Table 3.1 and Table 3.2 show the warping and the circularity of each overhang structure. The circularity measurements were only conducted for overhang structures with <100 μm of warping because, for higher values of warping, the cross section is no longer sufficiently semi-circular (more than 20% of its diameter). A 5 mm overhang length cannot be built horizontally (0°) and exhibits very high warping (250 - 1200 μm) for 5° - 15°. Starting from 20°, the 5 mm overhang length can be successfully built. The unsupported structure without warping increases from 0.4 mm to 0.5 mm in length at a 20° build angle and increases further at 30° and 40° to 0.6 mm and 0.7 mm, respectively. The small value of warping (<100 μm) may be correlated to the slicing process of the CAD data which has 30 μm and the powder grain size (40 μm).

The circularity measurement for less than 100 μm warping shows for all parts, the circularity is not strongly related with warping. However, the circularity shows a significant difference between build angles (One-way ANOVA, F: 8.58, P value: <0.0001). This relationship can be seen in Table 3.2. The average circularity of each angle shows a higher build angle produces a better circularity profile. Therefore, to achieve improved accuracy a part should be built as near to vertical as possible given other constraints.
3.2. Additive Manufacturing of a High Aspect Ratio Part

Based on the result of the benchmark part and the criteria to determine the manufacturing strategy several parameters were chosen. First, the maximum build angle can be selected based on the availability and cost of material required to fill the system’s build chamber. In our case, this criterion dictates a maximum build height of 70 mm. Therefore, the maximum allowable build angle is equal to 17° due to the desired 200 mm needle length. Thus, suitable build angles for this criterion vary from 0° to 15°.

The second constraint that must be considered is the geometric tolerance required for proper operation of the manufactured part; in this case, the needle’s interlock mechanism. By heuristically changing the size of the male and female interlock features, the interlock mechanism was found to function properly with a geometric error of < ±60 μm. Therefore, a 15° build angle was chosen as it was the only orientation capable of achieving the required accuracy.

Finally, given the selected build angle, the final parameter to be defined is the interval between support structures. This can be determined based on the chosen build angle and the data from Table 3.1. Specifically, the maximum overhang structure that can be built without warping is 0.4 mm. However, a 0.5 mm overhang length results in only 30 μm of warping which is equal to the metal powder particle size thus the overhang length can be extended to 0.5 mm. The first trial of this build strategy was used to manufacture a function PBN that has 70 mm in length (Figure 3.5) using a smaller machine to speed up the process. Although shorter than the final goal, this PBN is a proof of concept of the build strategy because has a similarly high aspect ratio (≈29:1) and allows evaluation of the functionality of the interlock mechanism.

![Figure 3.5: A two part needle with 70 mm in length has been built using the build strategy described in this Chapter](image)

The results from the benchmark part can also be used to develop build strategies for manufacturing any part that has a high aspect ratio or has a high aspect ratio feature using SLM. By changing the build orientation with respect to the build platform the likelihood of warping
can be reduced. In addition, this reduces the required number of support structures thus increasing the surface quality of the part. In terms of geometric accuracy, a comparison between circularity profiles at 45° and 90° (vertical) build angles using paired t-test shows no significant difference (Figure 3.6). This findings provide greater freedom for manufacturing a part using the SLM process; particularly to manufacture medical devices that have intricate geometry.

![Figure 3.6: Circularity measurements boxplot of 45° and 90° build angle](image)

**Figure 3.6**: Circularity measurements boxplot of 45° and 90° build angle

### 3.3 Manufacturing Process for Polymer PBNs

The metal version of the PBN that was built using the manufacturing strategy described in section 3.2 was too stiff to be used as a steerable needle. Besides, a needle with a length of 200 mm could not be manufactured due to limitations in the build volume. Therefore, a second manufacturing process to produce the needle was explored.

Extrusion is a manufacturing process in which the materials are pushed into a die to produce a fixed cross-sectional area. One of the advantages of the extrusion process is its ability to produce various cross section shapes. A complex hollow shape can also be manufactured by adding a mandrel to the die (Zahid Qamar 2018). With these advantages, extrusion is a viable option to manufacture the PBN.

XOGRAPH ltd., an extrusion manufacturer based in Stonehouse, Gloucestershire, United Kingdom, was chosen as the subcontractor to produce the PBN out of a biocompatible polymer.
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Table 3.1: The warping of the benchmark part in a different overhang lengths and build angles

<table>
<thead>
<tr>
<th>Overhang Length (mm)</th>
<th>Warping (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0°</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>0</td>
</tr>
<tr>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>70</td>
</tr>
<tr>
<td>0.6</td>
<td>40</td>
</tr>
<tr>
<td>0.7</td>
<td>30</td>
</tr>
<tr>
<td>0.8</td>
<td>60</td>
</tr>
<tr>
<td>0.9</td>
<td>110</td>
</tr>
<tr>
<td>1.0</td>
<td>70</td>
</tr>
<tr>
<td>1.2</td>
<td>20</td>
</tr>
<tr>
<td>1.4</td>
<td>150</td>
</tr>
<tr>
<td>1.6</td>
<td>220</td>
</tr>
<tr>
<td>1.8</td>
<td>200</td>
</tr>
<tr>
<td>2.0</td>
<td>260</td>
</tr>
<tr>
<td>5.0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3.2: The average of cross section circularity for each build angle

<table>
<thead>
<tr>
<th>Build Angle (°)</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circularity (μm)</td>
<td>136</td>
<td>152</td>
<td>128</td>
<td>111</td>
<td>111</td>
<td>106</td>
<td>89</td>
<td>86</td>
<td>81</td>
<td>69</td>
</tr>
</tbody>
</table>

The extrusion process that was performed by XOGRAPH ltd. to manufacture the PBN is included in this section for completeness.

3.3.1 Extrusion Process for Polymeric PBNs

The schematic diagram of the extrusion process to manufacture the PBN segment is shown in Figure 3.7. Firstly, the polymer in the form of granule was fed into the extruder. Inside the extruder, a rotating screw pushed the material towards the extruder head. The heat from a
heating element combined with the heat from the shearing energy between the granule and the rotating screw melted the polymer inside the extruder (Zahid Qamar 2018).

**Figure 3.7:** Schematic diagram of the extrusion process to manufacture the PBN. Image Courtesy: XOGRAPH, ltd.

An extrusion die that had a shape similar to the outer shape of the PBN segment was attached in the extruder head (Figure 3.8a). By passing the melted polymer through the die, the polymer had an interlocking, dove-tail, cross-section design (Figure 3.10b). To produce the working channel, a mandrel was added to the die (the red arrow in Figure 3.8a). Using the mandrel, a prototype with a single working channel (the earlier prototype as in Figure 2.9b) or even two working channels (Figure 3.8b) in each segment could be produced. The hall off then pulled the extruded material through a water tank to cool the polymer and solidify it. The tension during this pulling process was necessary to ensure the quality of the extruded part (Zahid Qamar 2018).

The PBN was manufactured by extrusion from clear flexible biocompatible polymers. During prototype development, several polymers with shore-A hardness ranging from 76 - 89 were extruded. After several iterations, the final prototype was manufactured from hy-vin® XT80730 (INEOS Compounds Aycliffe Ltd., Durham, United Kingdom) with an 89 shore-A hardness. A series of prototypes were successfully produced by XOGRAPH ltd.: a 4 mm diameter PBN with one working channel in each segment, a 2.5 mm diameter PBN with one working channel in each segment, and a 2.5 mm diameter PBN with two working channels in each segment. During the extrusion process of the PBN with two working channels, colour particles were added to colour code the segment (Figure 3.8b). Figure 3.9 showed the evolution of the PBN prototypes from the 12 mm diameter PBN manufactured using rapid prototyping process of rubber-like
material to the 2.5 mm colour coded extruded PBN with two working channels.

**Figure 3.8:** a) The extrusion die that was attached into the extruder head. The red arrow shows the mandrel to produce two working channels in the PBN segment; b) A 2.5 mm colour coded PBN with two working channels in each segment. Image courtesy: XOGRAPH ltd.

**Figure 3.9:** The PBN prototypes evolution from a 12 mm outer diameter needle manufactured using a rapid prototyping process (left) to a 2.5 mm outer diameter colour-code needle manufactured using an extrusion process (right)
The extrusion process produced a long PBN segment. This long segment was then cut into the required length (e.g. 200 mm). Four segments that had been cut were then assembled to produce a complete needle assembly. While cutting the extruded segment into the desired length was easily done, since the polymer was soft, it was challenging to manufacture its tip into a precise shape (i.e. 30° or 45° bevel tip angle). A fixture to produce the PBN’s bevel tip accurately and consistently was then developed, which is described in the following section.

3.3.2 Fixture Design

The tip of the PBN should be designed to have a pyramid shape (Figure 3.10a) when the four segments of the PBN are aligned. The bevel tip angle of each segment was defined as the angle between the needle axis and the tip surface (see Figure 3.10a). To get this shape, each segment was cut in two cutting directions (A_c and B_c direction in Figure 3.10b). Figure 3.10b shows the projection of these cutting directions in the xy-plane. Both of these projections had a 45° angle with respect to the y-axis. The angle between each cutting direction to the z-axis was equal to the bevel tip angle of each segment.

Cutting the PBN segment accurately without any fixture was difficult since it bent while a cutting force was applied. The fixture was designed to minimise this bending during the cutting process. Using a fixture also ensured repeatability of the cutting direction. Ideally, it had the same shape as the external shape of the PBN segment. However, due to the small features of the interlocking mechanism, it may not be possible to manufacture using an additive manufacturing method. Therefore, a simplified version of the segment’s external shape was used instead (Figure 3.11a).

To get the optimum fixture geometry, several geometries with 0.05 mm increments with the shape of Figure 3.11a were printed using a resin-based additive manufacturing machine (Form 2, Formlabs Inc., Somerville, Massachusetts, United States). After the printing, the segment was manually inserted into each geometry to find the best dimension where the segment could be easily inserted with less rotation. At the top of the fixture, two m3×0.3 mm threads were added manually so that the segment could be secured using a screw during the tip cutting
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Figure 3.10: a) The shape of the tip of the needle; b) The cross section of the needle with the projection of the cutting direction $A_c$ and $B_c$ in the $xy$-plane.

The cutting processes were performed using a milling machine. The fixture was clamped into a milling machine with an angle equal to the desired bevel tip angle. A needle segment was then inserted into the fixture and was then cut. The segment was subsequently removed from the fixture, and the next segment was then cut without removing the fixture from the clamp. Bevel tip angle measurements were then carried out using a calibrated optical microscope equipped with a digital camera (Zeiss - Axio Icc.1, Carl Zeiss AG, Oberkochen, Germany).

3.3.3 Results and Discussion

Figure 3.12 shows angle measurements for the fixture and the bevel-tip of the 4 mm in diameter PBN, as an example. The desired bevel-tip angle was 45°. However, since the fixture was tilted...
manually in the milling machine, an error of \(\approx 1^\circ\) was observed. Six needle segments were cut using this fixture. The bevel-tip angles of the segments were \(45.8^\circ \pm 0.3^\circ\). In addition to \(45^\circ\) bevel-tip angle, a fixture with a \(30^\circ\) angle was also manufactured. The manufactured fixture has an angle of \(31^\circ\), and the segments bevel-tip angle were \(32^\circ \pm 0.5^\circ\). Even though the first cutting plane was cut using a milling machine, the second cut to remove the excessive part from the male interlock mechanism was performed manually using a knife while the segment was placed inside the second fixture hole. Table 3.3 summarises the bevel-tip manufacturing results.

**Table 3.3:** The comparison between the designed bevel-tip angle and the manufactured bevel-tip angle

<table>
<thead>
<tr>
<th>Designed Angle ((^\circ))</th>
<th>Fixture Angle ((^\circ))</th>
<th>Mean Bevel-Tip Angle ((^\circ))</th>
<th>Standard Deviation ((^\circ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>31.0</td>
<td>32.0</td>
<td>0.4</td>
</tr>
<tr>
<td>45</td>
<td>45.8</td>
<td>45.8</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The results show that the method described here could be used to manufacture a consistent bevel-tip angle with a variability of less than \(1^\circ\). The accuracy of the bevel-tip angle depends on the fixture angle. The tilting of the fixture in the milling machine was performed manually. Therefore, after removing the fixture from the milling machine, there might be differences in the fixture angle if it was clamped in the machine again to perform another tip cutting. To remove this inconsistency, the fixture holes can be three-D printed in the desired angle directly. With this method, the variability of the angle only depends on the accuracy of the additive manufacturing machine used to build the fixture.

![Figure 3.12](image1.png)  
![Figure 3.12](image2.png)

**Figure 3.12:** Measurements of the a) fixture angle, and b) bevel-tip angle using optical microscope (Zeiss - Axio Icc.1). The angle of the fixture is \(45.8^\circ\) and the bevel tip angle is \(45.7^\circ\).
3.4 Conclusion

To be viable for clinical application, miniaturisation of the PBN from 4 mm to a diameter to < 2.5 mm was required. Two approaches were considered to miniaturise the needle: using metal additive manufacturing and using an extrusion process. In this chapter, the challenge of producing a needle that has a high aspect ratio using metal additive manufacturing has been discussed and solved using a benchmark part to develop the optimised build strategy. Even though a 70 mm length PBN was built successfully utilising the manufacturing strategy developed in section 3.2, the needle was too stiff to be used as a steerable needle. Therefore, an extrusion process was chosen to manufacture the miniaturise PBN, which was completed in partnership with a commercial extrusion manufacturer, XOGRAPH ltd.

Using a fixture, consistent and accurate bevel tips were also achieved. Since the fixture was built using a resin-based additive manufacturing machine, a new fixture for different bevel tip-angles can easily be produced. This advantage can speed up the prototyping process to identify the optimum bevel tip angle of the PBN. In Chapter 4 and Chapter 5, the polymer PBNs with manufactured bevel tip segments were embedded with forward-looking sensors to detect the presence of a vessel during insertion. Using these sensors, a vessel that cannot be detected during preoperative imaging can be avoided.
Chapter 4

Laser Doppler Flowmetry for Blood Vessel Detection with a Programmable Bevel Tip Needle

4.1 Introduction

Each segment of the Programmable Bevel Tip Needle (PBN) has a working channel that can be used to insert optical fibres for imaging or diagnostics. This working channel has a diameter of 0.3 and 0.6 mm for the 2.5 mm and the 4 mm diameter PBN, respectively. The diameter of the working channel dictates the maximum size of the sensor that can be embedded in the PBN. As shown in Table 2.1, light-based systems are more suitable to be inserted in the PBN.

This chapter is organised as follow. Firstly, a feasibility study of using forward-looking sensors based on Laser Doppler sensing in the 2.5 mm diameter programmable bevel-tip needle is discussed. The tip of the needle was manufactured using the method explained in Chapter 3.3. Secondly, an algorithm is presented, which enables prediction of the vessel orientation and position using two sensors embedded within the needle, with experimental results using the proposed algorithm discussed. This chapter concludes with a discussion and summary of the
4.2 Single Channel Laser Doppler Flowmetry Characterisation

Laser Doppler Flowmetry (LDF) monitoring systems are commonly used to monitor microcirculation (i.e. circulation in tiny vascular capillaries). Since light is scattered inside the tissue, determining an absolute perfusion value using LDF is not possible. Brownian motion of latex particles suspended in water is used as a standard to calibrate an LDF system (Fredriksson et al. 2010) (referred as motility standard). Therefore, an LDF monitor measures relative perfusion value with an arbitrary unit (AU). Compared to other light-based vessel detection systems, OCT, LDF, and CGD could differentiate between blood vessels and blood in the interstitium from a minor injury without the need of injecting any fluorescent dye into the patient. The simulation results of Fredriksson et al. (2009) showed that the measurement range of LDF possesses a large off-axis detection range compared to OCT and CGD (up to a few mm for LDF, 10 μm for OCT, and 40 μm for CGD). Consequently, as a feasibility study, a single channel commercially available laser Doppler system (OxyFlo™, Oxford Optronix, Abingdon, UK), with a bare-fibre type probe (NX-BF/F, Oxford Optronix, Abingdon, UK) was chosen as the sensor (Figure 4.1a), since an offset exists between the centre of the PBN lumens and the centre of the needle itself (see Figure 2.9c).

In this study, LDF is used to detect the presence of larger vessels, with a diameter > 0.2 mm (Huang et al. 2013). The Doppler probe that was used consists of two fibres, one for
Figure 4.1: a) A bare-fibre type probe (NX-BF/F, Oxford Optronix, Abingdon, UK) with its corresponding cross-section (inset); b) LDF probe schematic diagram. Light is delivered through an illumination fiber, scattered in the substrate and collected using a collection fibre. A: Illumination fiber, B: Collection fiber, C: Scattered light, D: substrate

illumination and the other for collecting the light (Figure 4.1b). In Fredriksson et al. (2009) it was shown that, for 0 to 1.2 mm fibre separation (i.e. the centre to centre distance between fibres), the larger the separation between source and collector fibres, the deeper the source of the reflected signals that could be detected. Due to the lumen size of each needle segment (0.30 mm, Figure 2.9c), the probe that was used during the experiment had a tip length of 60 mm, with a diameter less than 0.30 mm. Both the illumination and collection fibres had a diameter of 0.15 mm, with 0.15 mm fibre separation. The probe should have the ability to detect a vessel located in front of the tip of the needle. To verify the use of the probe as a vessel detector able to inform an eventual puncture avoidance system, the measurement range of the probe was firstly characterised to comply with the requirements of having $>0.67$ mm depth detection, and $>0.88$ mm off-axis detection (Figure 4.2).

4.2.1 Materials and Methods

The sensing capabilities of the probe were tested using a phantom that mimicked the optical properties of a blood vessel inside human grey matter. In order to achieve the $0.75 \text{ mm}^{-1}$ reduced scattering coefficient of human grey matter (Yaroslavsky et al. 2002), 3 g/L titanium
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Figure 4.2: Minimum requirements for the detection range of the probe that is used for vessel detection in the PBN. A: the PBN, B: Optical fibres, C: Blood vessel

Dioxide (TiO$_2$) (Akarçay et al. 2012) was added to 4.5% by weight gelatine, achieving a measured Young’s Modulus of 7 kPa (Burrows et al. 2013), which is in the range of measurement taken for grey matter (Franceschini 2006). Compression tests were performed to compare the stiffness of the phantom with TiO$_2$ and the stiffness of the phantom without TiO$_2$. Each sample was prepared in a cylinder shape with a diameter of 30 ± 1 mm and a height of 11 ± 1 mm. Figure 4.3 shows the results of the compression test. The force and displacement curves for both samples show a good agreement, indicating that both phantoms have a similar stiffness.

A capillary tube with an outer diameter of 0.9 mm and an inner diameter of 0.6 mm was used as a blood vessel phantom, while the blood surrogate was milk, with 1.5% fat content (Öberg 1999). In here, depth detection is defined as the distance between the probe and the outer surface of the tube, while the off-axis (lateral) distance is defined as the distance between the centre axis of the tube and the centre axis of the probe. To test the measurable depth of a vessel below the gelatine surface, the capillary tube was placed at a gradient (θ$_v$) inside the gelatine. The maximum depth detection range was investigated by scanning axially above the tube on the gelatine surface (Figure 4.4a). The off-axis detection range was measured by moving the probe laterally across the tube’s axis (Figure 4.4b). The Doppler probe was held inside a capillary tube in a two degree-of-freedom (DOF) precision linear stage (Figure 4.5).
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![Figure 4.3: Compression tests results of phantom with 3g/L TiO\textsubscript{2} (red dash-dot line) and without TiO\textsubscript{2} (solid black line)](image)

![Figure 4.4: Schematic diagram of the characterization procedure for: a) depth detection range, b) off-axis detection range. A: LDF probe, B: blood vessel phantom, C: direction of movement, $\theta_v$: the angle of the vessel phantom](image)

During the experiments, milk flow velocities were achieved using a syringe pump (Graseby 3200, Graseby Medical Ltd., UK). The depth detection range was measured for three different flow velocities, 1 mm/s, 5 mm/s, and 10 mm/s, with 0.30 mm depth increments, starting from 0.30 mm tube depth. Lateral measurements were only performed for 5 mm/s flow velocity, which represents the maximum flow velocity described in (Liang et al. 2013), with 0.10 mm resolution.
and at four different tube depths (0.30, 0.90, 1.50, and 2.10 mm). In order to calibrate the zero depth position, the sensor was moved along the gelatine surface (right to left, Figure 4.4a) until it touched the tube. Since the tube was placed manually in the gelatine box, the computed uncertainty in finding the zero depth position was estimated as ± 0.10 mm. In each position, the Doppler signal was measured a minimum of 5 times and the average was taken.

### 4.2.2 Characterisation Results

Figure 4.6 shows the perfusion value for different flow velocities at various depths. Figure 4.7 shows the off-axis perfusion value for a flow velocity of 5 mm/s at found depth positions when measured across the capillary tube. The background signal of the LDF system was measured when there was no flow in the capillary tube and was found to fluctuate (mean: 13.7 AU, standard deviation: 29.4 AU). The threshold for vessel detection was empirically set at 120 AU
since, starting from this value, the perfusion level showed a statistically significant difference for all depths, when compared to the lowest measurement value at 2.00 mm off-axis position. Using this threshold, the maximum detection depth for a 5 mm/s flow velocity was found to be 2.10 mm. Using the same setup, measurement thresholds for 1.20, 1.00, 0.50, and 0.30 mm off-axis positions of the Doppler probe were found to be 0.30, 0.90, 1.50, and 2.10 mm depth, respectively. For the same position, 10 mm/s flow velocity gives a higher perfusion value compared to 5 mm/s. Consequently, the maximum detection depth also increases to 2.70 mm. A lower, 1 mm/s flow velocity also gives a lower perfusion value, with maximum detection depth of only 0.90 mm. Comparing these characterisation results to the characteristics of our needle (Figure 4.2), the minimum detection range of 0.67 mm at 0.88 mm off-axis distance for blood detections is fulfilled for flow velocities above 5 mm/s.

Figure 4.6: Mean and standard deviations of perfusion value against capillary depth for three different flow velocities, the dash-dot line is the threshold value.
4.3 Vessel position and orientation prediction - Feasibility Study

In this section, a new method to predict the position and orientation of a possible vessel in front of the needle is proposed. The detection algorithm is based on the characterisation results for 5 mm/s flow velocity (Section 4.2). These characterisation results show that, for a given perfusion value, the exact position and orientation of a vessel cannot be determined using a single measurement, since positions that give the same perfusion value are not unique. Successive measurements, combined with measurements from multiple optical probes made possible due to the PBN’s multi-segment design, were used to infer the tube position and orientation. For the algorithm developed here, the assumption is made that the vessel detected by the probe is just one and that it is lying approximately in a plane normal to the needle axis. The implications of this assumptions are explored in Section 5.10, while Chapter 6 proposes a machine learning based technique to release this constraint.

Figure 4.7: Mean and standard deviations for off-axis perfusion value when measured laterally across the capillary at different depths, the dash-dot line is the threshold value.
4.3.1 Materials and Methods

Insertion Experiments using Two LDF Probes

The same tissue and blood vessel phantom was used as for the characterisation experiments (Section 4.2). A tube was placed inside a gelatine box on a gradient (Figure 4.8a). Two laser Doppler probes were placed in the PBN prototype, as shown in Figure 4.8b. The needle, embedded with the probes, was then placed in a two DOF linear stage. To investigate the ability of the probes to discriminate vessel pose, measurements were taken for several tip off-axis positions (defined with respect to the needle coordinate system \((x_n, y_n, z_n)\) in which the axis of the vessel intersects with \(x_n\)). By moving the PBN in the \(y\) direction, a variable tip off-axis distance could be created. Perfusion values from both of the probes were measured in five different tip of-axis positions: -0.35, -0.18, 0.00, 0.18, and 0.35 mm. At each tip off-axis position, the needle was advanced in the positive \(z\) direction at 0.50 mm increments, as in Wårdell et al. (2016), since it is the minimum resolution needed to be able to detect local changes in microvascular measurements, starting 3.00 mm away from the tangent plane of the vessel in the \(xy\)-plane. This starting position was set as \(z = 0\). During all insertions, the flow velocity was maintained at 5 mm/s. For every depth increment, the needle was kept in place and the Doppler signal was measured during that time, alternating between the two probes (5 s for each probe) due to the inability of the detection system chosen here to look at both simultaneously. Ten repetitions were performed for each tip off-axis position. The experimental set-up for predicting the tube position and orientation is shown in Figure 4.9. Parameters of the experiments are shown in Table 4.1.

Table 4.1: Parameters of the insertion experiments

<table>
<thead>
<tr>
<th>No</th>
<th>Angle (°)</th>
<th>Tip Off-axis (mm)</th>
<th>(z) position (mm)</th>
<th>Repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>-0.36</td>
<td>3.00</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>-0.18</td>
<td>3.00</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
<td>3.00</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0.18</td>
<td>3.00</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.36</td>
<td>3.00</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 4.8: (a) A schematic diagram of vessel detection experiments with a global coordinate system. (b) The position of two laser Doppler probes in the PBN with the definitions and terminology used for predicting the vessel; three local coordinates at the tip of the needle \((x_n, y_n, z_n)\), the bottom probe \((x_{pb}, y_{pb}, z_{pb})\), and the top probe \((x_{pt}, y_{pt}, z_{pt})\) were used. A: The PBN, B: vessel phantom, C: tissue phantom, D: Gelatin box, LD: laser Doppler probe, TO: tip off-axis distance, TP: top probe off-axis distance, LP: bottom probe off-axis distance.

Figure 4.9: Insertion configuration for vessel prediction experiments, the LDF system used here was the same single channel LDF system as in Section 4.2. A: LDF system, B: linear stage, C: the PBN, D: syringe pump, E: brain phantom, F: vessel phantom.
Algorithm Development for Vessel Position and Orientation Prediction

To develop the algorithm for predicting the vessel position and orientation (i.e. the pose), the characterisation results from Section 4.2.2 were approximated using a two dimensional function. To find the best approximation, off-axis and depth measurements were analysed individually before being combined into a single expression. The steps to find the approximating function were as follows:

- The depth perfusion value is approximated using an exponential function since the probability of a transmitted photon is also an exponential function (Wang et al. 1995).

- The off-axis perfusion value for each depth is approximated by a bell shaped function with the Gaussian $f_{zi}(y) = a_0 e^{-y^2/a_1^2}$, where $a_1$ is a variable used to account for off-axis perfusion values at different depths.

The complete behaviour was thus approximated as:

$$f(y_p, z_p) = (c_1 e^{(-y_p^2/(c_2 e^{(c_3 z_p)^2})^2)) + c_4}) e^{c_5 z_p} + b$$

(4.1)

where $b$ is background noise, $y_p$ is the off-axis distance from the laser Doppler probe to the vessel, and $z_p$ is the off-axis distance from the laser Doppler probe to the vessel, and $z_p$ is the depth of the laser Doppler probe from the vessel. Constants $c_1 - c_5$ were found empirically using the MATLAB (The Mathworks inc., USA) curve fitting toolbox. Table 4.2 shows the parameter values of $c_1 - c_5$ and $b$. The two-dimensional (2D) map of perfusion values obtained from 4.1 is shown in Figure 4.10. LDF perfusion values for a given depth and off-axis position can be obtained from 4.1. However, during the insertion process, the depth ($z_p$) and the off-axis ($y_p$) position from the probe must be inferred from the measured signals using the inverse of 4.1. A lookup table of 4.1 facilitates its conversion into a grid used for mapping the insertion environment and provides the additional benefit of overcoming difficulties associated with an analytical inverse function, as the off-axis position, $y_p$ approaches zero.

Unlike a standard laser range finder that gives a measured distance directly, the LDF sensor
4.3. Vessel position and orientation prediction - Feasibility Study

Table 4.2: Parameters used in equation 4.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>$c_2$</td>
<td>$c_3$</td>
<td>$c_4$</td>
<td>$c_5$</td>
<td></td>
</tr>
<tr>
<td>4.698</td>
<td>-0.296</td>
<td>0.167</td>
<td>0.639</td>
<td>-2.197</td>
<td>0.068</td>
</tr>
</tbody>
</table>

Figure 4.10: 2D map of the perfusion value generated using (4.1)

does not provide a unique vessel position. Even in the case of same vessel properties, there are multiple depths and off-axis positions that results in the same perfusion value. This is illustrated using the contour plot shown in Figure 4.11. To tackle this ambiguity, the recorded contour lines from each probe were transformed into global coordinates while the needle was advancing. A rigid glass tube was used as the blood vessel phantom, so an assumption could be made that the vessel in front of the needle would not move while the needle advanced towards it. Using this assumption, unique solutions were found at the intersection of two isolines in the global coordinate of two incremental measurements. The contour lines show that there is a possibility of four intersection points (a pair at each of the two different $z$ positions). In order to reduce the solution to a pair at the same $z$ position, a minimum of three consecutive measurements is therefore required.

It should be noted that, up to this point, we assumed the vessel to be a line that lies on a plane
Figure 4.11: Contour plot of the LDF perfusion value measurements, each line showing depth and off-axis positions for the same perfusion value.

parallel to the $xy$-plane perpendicular to the insertion axis of the needle (see Figure 4.8a). The location of this plane was at the $z$ position where the three contour lines intersect. To convert the 2D map into three dimensions, the probe measurements was assumed to possess rotational symmetry about the probe $z_p$ axis ($z_{pt}$ for the top probe and $z_pb$ for the bottom probe) and normal to the vessel’s assumed plane. This means that, in the vessel plane, the possible probe off-axis distance ($y_p$) is rotated, generating a detection circle. The vessel position and orientation is then the tangent line of this detection circle, for which there are infinite solutions. To reduce the number of possibilities, measurements using the second embedded probe are used, as these measurements provide another detection circle. The vessel is then determined as coinciding with the tangent line to both of the circles, reducing the number of possibilities to four by solving the following equations simultaneously (Weisstein 2002a):

\[
(t_{bp} - x_{tp}) \cdot (t_{bp} - t_{tp}) = 0 \tag{4.2}
\]

\[
(t_{tp} - x_{tp}) \cdot (t_{bp} - t_{tp}) = 0 \tag{4.3}
\]

\[
|t_{tp} - x_{tp}|^2 = TP^2 \tag{4.4}
\]

\[
|t_{bp} - x_{bp}|^2 = LP^2 \tag{4.5}
\]
where $t_{tp}$ and $t_{bp}$ were the points of tangency to the two circles. $x_{tp}$ and $x_{bp}$ were the centre of the detection circle with radii of $TP$ and $LP$ from the top and bottom probe, respectively.

### 4.3.2 Vessel Pose Prediction Results

Figure 4.12 shows the mean and standard deviation of perfusion values for ten insertion experiments, using two laser Doppler probes, at five different tip off-axis positions. It shows that the position of the tube affects the perfusion value from each laser Doppler probe. At 0 mm tip off-axis position, there is no significant difference in perfusion values between the tow probes for all distances to the vessel. However, for the remaining tip off-axis position, statistically significant differences in perfusion values ($t$-test, $p = 0.01$) are observed, starting from vessel positions which are 1.50 mm (Figure 4.12a and 4.12b) and 1.00 mm (Figure 4.12d and 4.12e) away from the tip of the needle.

The algorithm to predict vessel pose was used to analyse the data for each insertion. An example of how this algorithm works is shown in Figure 4.13, using the mean value measurements of the bottom probe at 0 mm tip off-axis position. A significant perfusion value (>120 AU) was detected at point A in Figure 4.13a that gives a corresponding contour line of possible vessel positions in the $xz$-plane in global coordinates, as shown in Figure 4.13b. At the next increment (point B) another contour line was recorded (Figure 4.13c). Even though, in this case, there already were a pair of intersections points at the same $z$ position, another measurement at point C was still required to account for the worst case scenario, where three successive measurements are required. After recording the perfusion values at Point C, the third set of contour lines were recorded at the $z$ position of the vessel plane ($z = 3.10$ mm) and the radius of the detection circle ($LP = 0.70$ mm) of the bottom probe were determined (Figure 4.13d). Repeating this method for the top probe then gave two detection circles. The possible number of vessel poses was then reduced to four, shown by dash-dot lines in Figure 4.14.

To investigate the performance of the algorithm, every insertion was analysed. The characterisation results (Section 4.2.2) show that, for a given depth and off-axis position, there is a variability in the LDF perfusion value. Therefore, in order to look for the corresponding contour
Figure 4.12: Mean and standard deviation of perfusion values for the top (asterisk) and bottom probes (circle), from 3.00 mm away from the surface of the needle, with 0.50 mm increments at a) -0.36 mm, b) -0.18 mm, c) 0.00 mm, d) 0.18 mm, and e) 0.36 mm tip off-axis position. The inset in each figure shows the position of the vessel. The red circle in the inset represents the top probe, and the blue circle represents the bottom probe. The experiment set-up is shown in Figure 4.9.
Figure 4.13: a) The mean perfusion value from the bottom probe (Figure 4.12c). The possible vessel position at point A, B, and C is shown in b), c), and d) respectively, the dash-dot line is the insertion axis of the laser Doppler probe. The circles in d) show the possible vessel positions after three successive measurements.
Figure 4.14: Four possible tube position and orientation reconstructions (three dash-dot lines and one solid line) located on the plane perpendicular to the insertion axis (parallel to the $xy$-plane) using two detection circle methods. The solid line is the most parallel line to the ground truth that is used to quantify the vessel reconstruction. Inset shows the intersection of the line at $x = -0.02$. O: tip of the PBN, A: position of the bottom probe, B: position of the top probe, C1: the detection circle of the bottom probe, C2: the detection circle of the top probe.

To quantify how good the tube reconstruction is, a comparison to the ground truth (Table 4.1) was conducted. Three parameters were compared:

- The $z$ position of the detected vessel
- The angle between the vessel and the tangent line between the two detection circles that lies closest to it, where the angle of the vessel was set experimentally to $2^\circ$ for all trials
- The $x_n$ intersection of the tangent line of the two detection circles that lies closest to the vessel (inset in Figure 4.14 (in this case, $x_n$ and $y_n$ align with $x$ and $y$ of the global coordinate)), which should equal to the real tip-off axis position of the vessel with respect to the needle tip.

Using the parameters above, the mean of the recorded depth position is 3.00 mm, with 0.35
4.4 Discussion

The characterisation results illustrate the detection range of the 800 nm wavelength LDF probe. Using 5 mm/s flow velocity in a tube with an inner diameter of 0.6 mm fulfils the minimum requirement to detect the vessel in front of the tip of 2.5 mm outer diameter PBN prototype, as it was shown to cater for up to 1 mm off-axis detection at 0.9 mm depth (Figure 4.2). One of the advantages of LDF is that it has a fast response time (Rajan et al. 2009). During insertion, an increase in the perfusion value means that the tip is approaching a vessel. If a high perfusion value is detected, the insertion can be stopped and, based on the vessel pose estimate, an avoidance strategy that complies with the needle’s geometrical and steering constraints can be implemented. Using the sensors, needle insertion can be performed in a safer manner, allowing even vessels that may not have been visible in preoperative images, to be avoided. Indeed, the sensors can detect vessels with a diameter as small as 0.6 mm, which may be hard to image using MRI, due to the limited resolution of the reconstructed volume (typically 0.59 x 0.59 x 1.50 mm, as in (Bériault et al. 2014). Additionally, compared to MRI guided procedures, in which the patient has to be moved in and out of the scanner (Sillay et al. 2014), the method and approach described in this chapter should reduce surgical time without compromising patient safety.

The measurement value of the laser Doppler system is affected by both the concentration of

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Angle (°)</th>
<th>Tip Off-axis (mm)</th>
<th>z position (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>5.8</td>
<td>-</td>
<td>3.00</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>15.1</td>
<td>-</td>
<td>0.35</td>
</tr>
<tr>
<td>RMS Error</td>
<td>15.6</td>
<td>0.36</td>
<td>0.37</td>
</tr>
</tbody>
</table>
the scattering particles and the flow velocity. Figure 4.6 shows that a vessel with higher flow velocity can be detected further ahead compared to a lower velocity. Therefore, a vessel with lower flow velocity may not be detected before it is too close to the tip of the needle to initiate an avoidance procedure. Nonetheless, the 5 mm/s flow velocity is half the value of the average blood flow velocity in a small vein (10 mm/s) and a quarter of the blood flow velocity in an arteriole (20 mm/s) (Fredriksson 2009). It is therefore reasonable to believe that the system will work at least as well for more realistic physiological flow velocities. However, the size of the vessel also needs to be considered. In smaller vessels, the lower blood concentration inside it would reduce the perfusion value. Therefore, before surgical implementation, a minimum value of perfusion for vessels that must be avoided during surgery should be defined.

In this chapter, two laser Doppler probes have been used to determine a safe region for the steerable needle to access in order to avoid a vessel sensed along its insertion path. The work in this chapter was focused on a 5 mm/s flow velocity inside a 0.6 mm inner diameter tube to prove the concept of LDF-based vessel detection. Due to a dependency on depth and flow velocity, it is not possible to determine the exact position of blood vessels with respect to the needle using a single measurement. Using two diagonally positioned laser Doppler probes in opposite PBN working channels shows the discrepancy between the perfusion values as a function of the distances between the vessel phantom and the probes. In Figure 4.12c, where the tip off-axis was set at 0 mm, there is no significant difference between the perfusion values from the top and bottom probes, since the distance from the vessel phantom to each probe is equal. For other tip off-axis positions, significant differences are observed, starting at the maximum detection range of 2.1 mm away from the sensor. In a two dimensional world, where a tube/vessel has zero gradient with respect to the normal plane to the needle, the problem of vessel avoidance becomes one of moving on the plane, and thus the vessel can be identified and avoided. However, the vessel angle is in the range of $0^\circ \pm 180^\circ$ to the needle’s normal plane, and thus further data processing is required.

Successive measurements using at least three data points have been used to determine the distance from the tip of the needle to the tube surface and the possible tip off-axis position. Successive measurements rely on the accuracy of the inverse of (4.1). Equation 4.1 was derived
empirically, since understanding the random scattering inside a medium like brain tissue is commonly achieved using simulation results based on random walks (Fredriksson et al. 2009, Hennessy et al. 2014). In this paper, (4.1) was only used to smoothen the characterisation data.

Using two probes, the distance from the tip to the needle is determined by the mean of the distance from the top and the bottom probes. The average distance prediction from the probe to the surface of the tube gives sub-millimetre accuracy, with an RMS error of 0.37 mm. However, the RMS error of the angle measurement is 15.6°. The effect of the tip geometry has not been considered in the prediction algorithm presented here, and this may be the main source of this rotational inaccuracy. However, for the steerable needle, in order to avoid an obstacle (e.g. a vessel), the avoidance direction can be set at 90° to the direction of the vessel axis. If this avoidance direction is used, it is still safe to avoid the vessel, even with the angular RMS error measured here. The algorithm outputs four possible poses for the vessel, and thus the needle “escape” direction should be set as the one which would result in the smallest risk to puncture any of these. As this method is believed to be the first method to employ embedded optical fibres to predict vessel pose, no comparison in terms of accuracy of the system can be made with the existing literature. In Chapter 5 and 6 four LDF probes were used, since this eliminate any possible ambiguity of possible vessel configurations.

It should be noted that the detection range of the sensor is only 2.1 mm from the needle tip. The detection range can be increased by using a sensor with a longer wavelength (currently the system uses an 800 nm laser). However, using an optical system, the longest detection range that is found in the literature is 3 - 4 mm (Liang et al. 2013). This is less than the minimum radius of curvature of our latest PBN design (a detection depth of 15 mm is needed for a needle with 70 mm radius of curvature, assuming the vessel to be avoided has a diameter of 1 mm, with 0 mm tip-off-axis position). Therefore, a short retraction, followed by reinsertion may be required to completely avoid the vessel, depending on its predicted orientation. Even though retraction is required, full extraction and reinsertion can be avoided, which would be the only option for rigid needle designs. The inverse data computed from the perfusion value of depth and off-axis positions used in this chapter is only valid for the given combination of vessel, medium properties and sensing configurations. Any change in the flow velocity rates, tube
diameter, optical properties of the tissue phantom, and the type of the sensor, may change the relationship of the empirical inverse function described here.

4.5 Conclusion

This chapter discussed a novel vessel detection method for steerable needle systems with multiple lumens. The specific proof-of-concept implementation described in this chapter employs two laser Doppler flowmetry probes connected to a single channel LDF monitor. Errors of 0.37 mm (RMS) in depth detection and 15.6° angular error for predicting the vessel pose were achieved, but with significant potential for improvement. Since it was shown that vessel direction can be predicted using multiple probes combined with successive measurements, finding a complete relationship for every parameter is possible. This investigation is discussed in Chapter 5. Chapter 5 also discusses the effect of probe movement inside the tissue on the perfusion reading, alongside an investigation performed with a four-channels LDF monitor that can measure the perfusion in all of the channels simultaneously.
Chapter 5

Multiple Forward Looking Sensors to Predict Vessel Pose

5.1 Introduction

Chapter 4 discussed the feasibility of using forward-looking sensors in a steerable needle, which have two main purposes: 1) to detect the presence of a vessel; 2) to determine the possible vessel pose if a vessel has been identified. More specifically in PBNs, having a sensor in each segment is crucial since the steering of the needle is performed by changing the leading segment/s. Therefore, by embedding a sensor in each segment, the presence of a vessel in front of any one of the four segments can be detected. As explained by Wardell et al. (2016) and shown by our investigation in Chapter 4, the perfusion value threshold can be used to determine the presence of a vessel in the proximity of the sensor (i.e. 120 AU).

In Chapter 4 the perfusion characterisation was only performed in the static condition, while in this chapter, besides the static condition, a perfusion reading where the needle is moving was also investigated. An LDF system measures the Doppler shift effect of the light refracted by the scattering particles. Since the tissue is also a scattering particle, the LDF monitoring system also records the movement of the tissue, and this movement needs to be accounted for since the movement of a large number of scattering particles with slow movement could be
erroneously recorded as a high perfusion value (Öberg 1999).

The results in Chapter 4 also demonstrated that vessel pose (i.e. position and orientation) prediction can be achieved by using successive measurements combined with a look-up table of the inverse perfusion value obtained with two LDF probes. However, this method only works for a given pair of tissue and vessel properties. In this chapter, a novel detection strategy is proposed, based on the relative measurements of four probes embedded within a PBN prototype with a diameter of 4 mm (Figure 5.1). Using these relative measurements, vessel pose estimation can be achieved for any tissue optical properties and without reliance on the inverse function of the perfusion value. In addition, it is hypothesised that, if the needle is inserted using a constant insertion speed, the background perfusion value affecting vessel measurements would be constant. This assumption is exploited to suggest an approach where vessel presence can be discriminated from bulk tissue movement. The use of the 4 mm diameter PBN in this chapter is due to sensor size availability. The tip of the sensor has a length of 60 mm with a diameter of 0.3 mm. However, the rest of the sensor has a diameter of 0.6 mm, which does not fit in the working channel of the 2.5 mm diameter PBN, but it fits in the working channel of the 4 mm diameter PBN.

This chapter is presented in two parts. In Section 5.2, a four-channel commercial laser Doppler blood-flow monitoring system is characterised. The characterisation in this chapter is the complementary to the characterisation in Section 4.2 due to the use of two different systems. In Chapter 4, the LDF monitor uses 800 nm wavelength laser while the four-channel LDF used in this chapter uses 785 nm laser. The characterisation includes static measurements, where the perfusion value is measured for different vessel sizes and tissue properties, and dynamic measurements, where the perfusion value is obtained while the PBN is moving forward with constant insertion speed. In Section 5.3, an algorithm based on the relative measurements between sensors is presented, which enables the vessel pose to be classified with a known degree of uncertainty. Section 5.4 discusses these results, while the summary of the main findings is included in Section 5.5. The contents presented in this chapter are reproduced with permission from the following publication:

Figure 5.1: Left: scaled-up prototype of the PBN used here (B) and laser Doppler probes embedded within the needle (A). The needle has an outer diameter of 4.0 mm, with 4 working channels, each with a diameter of 0.6 mm (right)

5.2 A Four-Channel Laser Doppler Flowmetry Characterisation

5.2.1 Material and Methods

A commercially available, four-channel laser-Doppler tissue monitor (OxyFlo™ Pro XL (Oxford Optronix, Abingdon, UK)) with bare-fiber type probes (NX-BF/F (Oxford Optronix, Abingdon, UK)) was characterized. The laser has a wavelength of 785 nm, with a power < 0.5 mW at the probe tip. The probe diameter is 0.3 mm. Perfusion values were recorded using a LabJack U3-HV (LabJack Corporation, Colorado, USA) with a 150 Hz update rate.

Firstly, perfusion values for different flow velocities (5, 20, 40, 80 mm/s) and vessel phantom sizes (0.3 and 0.6 mm inner diameter) were measured to investigate the dynamic range of the equipment. A capillary tube with an inner diameter of 0.6 mm and an outer diameter of 0.9 mm was used as the vessel phantom. To change the inner diameter to 0.3 mm, a polyethylene tube was placed within the capillary tube. The vessel phantom was embedded at at a gradient
inside the same grey matter phantom as described in Chapter 4.2.1. To mimic the reduced scattering coefficient of blood (1.8 mm\(^{-1}\)), 3.5% fat milk diluted in water to obtain the 25% volume fraction was used as a blood surrogate (*Handbook of optical biomedical diagnostics* 2002). The same automatic syringe pump as explained in Chapter 4.2.1 was used to achieve the flow velocities. All measurements were performed with one Doppler probe perfectly aligned (i.e. 0.00 mm off-axis position) with the vessel, 0.30 mm away from the probe tip.

Secondly, perfusion values for grey matter phantom and white matter phantom were compared, where the white matter phantom was made by adding 15 g/L TiO\(_2\) (\(\mu'_s \approx 3.8 \text{ mm}^{-1}\) and \(\mu_a = 0.005 \text{ mm}^{-1}\)) into gelatine (Akarçay et al. 2012). The comparison was done for a 0.6 mm diameter vessel phantom at 20 mm/s flow velocity, with 0.00 mm off-axis position and the vessel placed at different depths from the probe tip (0.30 - 2.10 mm, with 0.30 mm increments) and at different off-axis positions (-2.00 - 2.00 mm, with 0.20 mm increments) and the depth fixed at 0.30 mm. The gelatine box was mounted on the top of a kinematic base (KB25/M, Thorlabs, New Jersey, USA), which could be assembled and disassembled with high repeatability (26.72 \(\mu\text{rad}\)) so that the position of the vessel phantom with respect to the probe could be calibrated only once, beforehand. The bottom of the kinematic base was mounted on a two degree-of-freedom (DOF) precision linear stage. Figure 5.2 shows the characterisation set-up for the four-channel LDF monitor. In order to calibrate the position of the vessel, the sensor was moved until it touched the vessel and the position was recorded. Based on the calibration of the whole set-up, repeatability of \(\pm 0.10 \text{ mm}\) was achieved in measuring the "zero position" of the vessel with respect to the probe.

The third set of experiments was conducted to investigate the effect of different constant insertion speeds on perfusion values. Four insertion speeds were tested: 0.2, 0.4, 0.6, 1.0 mm/s, all within the grey matter phantom. During insertion, the perfusion values were recorded and compared to the perfusion value obtained while the probe was stationary. On completion of this characterisation experiment, the feasibility of detecting the vessel located in front of the needle, as it travelled at 0.20 mm/s towards it, was investigated.
5.2. A Four-Channel Laser Doppler Flowmetry Characterisation

Figure 5.2: Experimental set-up used for LDF characterisation, the vessel and grey matter phantom were placed on top of a 2 DOF linear stage that can be moved in the $x_{st}$ and $y_{st}$ directions

5.2.2 Results

Since determining an absolute perfusion value is not possible, an LDF monitor measures relative perfusion value with an arbitrary unit (AU). If the concentration of moving particles is kept constant, the perfusion value of an LDF monitor increases linearly with the increase of flow velocity up to the dynamic limit of the instrument (Fredriksson et al. 2007). Figure 5.3a shows that the dynamic limit for the set-up is 20 mm/s for both vessel phantom. This flow velocity is equal to the flow velocity of an arteriole (Fredriksson 2009).

For a given flow velocity and vessel diameter, Figure 5.3b and 5.3c show that the higher the reduced scattering properties, the lower the perfusion value. At 0.30 mm axial depth and 0.00 mm off-axis position, for instance, the perfusion value in the grey matter phantom gives 5 times the perfusion value of the white matter phantom (1500 AU compared to 300 AU). Even though the perfusion value of the grey matter phantom is not always 5 times the perfusion value of the white matter phantom, results demonstrate that, in general, this value is always higher.

The stationary probe experiment in the absence of a vessel within the phantom produced a perfusion value of 20 AU. Conversely, as can be seen in Figure 5.4a, this perfusion value increases by 200 AU for 0.2 mm/s insertion speed and 400 AU for 0.4 mm/s insertion speed. A high spike
Figure 5.3: Characterization results: a) perfusion value for different flow velocities in a vessel with 0.6 mm and 0.3 mm inner diameter; b) perfusion value for 20 mm/s flow velocity in grey matter phantom and white matter phantom, with vessel placed at variable axial depths; c) perfusion value for 20 mm/s flow velocity in grey matter phantom and white matter phantom, with vessel placed at different off-axis distances.

was always observed at the beginning of the insertion for all of the experiments. In Figure 5.4a there is another spike at 25 s. However, since it represents a sudden increase of perfusion value and is short in duration (0.6 s), we could safely assume that it was not due to an approaching vessel, and could thus discard it. Mean and standard deviation for 0.2, 0.4, 0.6, and 1.00 mm/s insertion speeds are shown in Figure 5.4b. Statistically significant differences are observed for all of these measurements (one-way ANOVA, F: 317.4, \( p < 0.0001 \) with Post-Hoc Tukey test).

The virtually constant offset values identified can be fit linearly (\( R^2 = 0.96 \)) with

\[
B_O = 1382 \times v - 137.4 \tag{5.1}
\]
where $B_O$ is the perfusion offset value and $v$ is the insertion speed. The feasibility of detecting a vessel using 0.2 mm/s insertion speed is shown in Figure 5.4c. Starting from 140 s, perfusion increased up to 956 AU. The insertion was then manually stopped. The perfusion value dropped to 780 AU, showing that there is a vessel in front of the probe. The perfusion value drop was $\approx 200$ AU which, as expected, is equal to the perfusion value offset for 0.2 mm/s.

**Figure 5.4:** Characterization results: a) perfusion value for constant insertion speed of 0.2 mm/s and 0.4 mm/s; b) mean and standard deviation of perfusion values obtained for 0.2 mm/s, 0.4 mm/s, 0.6 mm/s, and 1.0 mm/s insertion speeds; c) constant insertion speed of 0.2 mm/s, with a vessel detected at time 155 s, at which point the insertion was stopped. The distance from the probe to the vessel was $\approx 2$ mm. The perfusion value drop was $\approx 200$ AU which, as expected, is equal to the perfusion value offset for 0.2 mm/s.
5.3 Vessel Pose Classification

Due to the high variability in perfusion values as a function of tissue and vessel parameters, it would be near impossible to ascertain depth and off-axis position of a vessel for a given perfusion value, without prior knowledge of these parameters. In addition, using a single probe, it would be impossible to estimate the pose of a vessel lying in front of the tip of the needle. In this chapter, a laser Doppler probe was embedded in each of the four segments of a PBN. The vessel pose is determined by comparing the simultaneous measurements from all four laser Doppler probes.

5.3.1 Materials and Methods

The probes were embedded in the PBN working channels (Figure 5.1), at different $x - y$ positions but on the same orthogonal plane, when all the segments are aligned. The following assumptions were made:

1. only one vessel is ever in view,

2. the vessel is located on a plane which is approximately perpendicular to the insertion axis,

3. the portion of the vessel is straight inside the detection range of the sensors.

On this basis, the distance between the vessel and the laser Doppler probe can be described as in Figure 5.5a. The axis of the vessel is defined as:

$$ax + by + c = 0$$

(5.2)

where $-\frac{c}{a}$ is the $x$-intercept of the line, and $-\frac{c}{b}$ is the $y$-intercept of the line. The distance from each probe to the axis of the vessel is

$$d_n = |ax_n + by_n + c| / \sqrt{a^2 + b^2}$$

(5.3)
5.3. Vessel Pose Classification

Here, \( n = 1, 2, 3, 4 \), and \( d_n \) is the distance of the vessel to the respective probe. Based on Figure 5.3c, the closer the off-axis distance of the vessel to the probe, the higher the perfusion value measured.

To classify the vessel pose, the measurement values were then sorted from highest to lowest: \( P_{v1}, P_{v2}, P_{v3}, P_{v4} \) being the highest and \( P_{v4} \) the lowest perfusion values. \( P_{v1} \) relates to the distance \( d_{v1} \) between the vessel and the respective probe. Consequently, \( d_{v1} \) is the shortest distance and \( d_{v4} \) the longest. Since there were four probes, the total number of classes is equal to the number of permutations of the set \( Pr = \{P_1, P_2, P_3, P_4\} \), which is \( 4! = 24 \) classes. Boundaries of vessel pose classes are calculated by solving: \( d_1 = d_2, d_1 = d_3, d_1 = d_4, d_2 = d_3, \) and \( d_3 = d_4 \). The boundaries are then given by

\[
a = -\left(b(y_n + y_m) + 2c\right)/(x_n + x_m) \tag{5.4}
\]

and

\[
a = -b(y_n - y_m)/(x_n - x_m) \tag{5.5}
\]

with \( n = 1, 2, 3, 4 \), \( m = 1, 2, 3, 4 \), and \( n \neq m \).

In the equation of a line, the gradient is \(-\frac{a}{b} = \tan \theta \). By setting \( b = 1 \), class boundaries can be obtained for \(-90^\circ < \theta < 90^\circ \). For \( \theta = 90^\circ \), the value of \( \tan \theta \) approaches infinity, therefore the value of \( b \) is set to 0 and \( a \) is set to 1. Figure 5.5b shows the boundary between classes as a function of \( \theta \) and \( c \), with probe positions given in Table 5.1. The probe positions were measured using a calibrated optical microscope (Zeiss - Axio Icc.1, Carl Zeiss AG, Oberkochen, Germany) with a resolution of 1.86 \( \mu \)m per pixel.

<table>
<thead>
<tr>
<th>Table 5.1: Position of laser Doppler probes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probe</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>
Figure 5.5: a) Representation of a vessel (red line approximation) detected by four probes ($P_1$, $P_2$, $P_3$, $P_4$); b) Boundary of the 24 classes as a function of two parameters, $\theta$ and $c$

Relative measurements between probes are used to define the area of $\theta$ and $c$ that could result in the same measurement output. Since four probes are used, there are $C_2^4 = 6$ comparisons to be made. Each comparison produces an area

$$A_k = \begin{cases} 
  d_{k1} \leq d_{k2}, & \text{if } P_{k1} > P_{k2} \\
  d_{k1} = d_{k2}, & \text{if } P_{k1} = P_{k2} \\
  d_{k1} \geq d_{k2}, & \text{if } P_{k1} < P_{k2}
\end{cases}$$

(5.6)

where $k = 1, 2, 3, 4, 5, 6$, $d_{k1}$ is the distance from the vessel to the first probe, with perfusion value $P_{k1}$, and $d_{k2}$ is the distance from the vessel to the second probe, with perfusion value $P_{k2}$. Possible vessel poses $A_v$ are given by

$$A_v = \bigcap_{i=1}^{6} A_k$$

(5.7)

An ideal sensor can discriminate a very small difference in off-axis vessel position. However, sensors used here were not ideal and thus suffered from limited sensitivity. Therefore, the boundary is included in equation 5.6 if $P_{k1} \neq P_{k2}$. In addition, a tolerance $d_i$ was used in the comparisons so that $|d_{k1} - d_{k2}| \leq d_i$ if $P_{k1} = P_{k2}$. As evident in Figure 5.3c, the higher the
perfusion value the steeper the slope between two off-axis distance. This means that $d_l$ is also a function of the perfusion value. Based on the characterisation results (Section 5.2.2), two ranges of $d_l$ were used so that

$$A_k = \begin{cases} |d_{k1} - d_{k2}| \leq 0.6, & \text{if } P_{k1} = P_{k2}, P_{k1} < 100AU \\ |d_{k1} - d_{k2}| \leq 0.2, & \text{if } P_{k1} = P_{k2}, P_{k1} \geq 100AU \end{cases}$$

(5.8)

A schematic and the experimental set-up for vessel pose classification are shown in Figure 5.6a and 5.6b, respectively. The needle was mounted in a rotation mount (RSP05/M, Thorlabs, New Jersey, USA) with a resolution of $2^\circ$, attached onto a three DOF linear stage with needle coordinates $(x, y, z)$ placed at the tip of the needle. The three DOF linear stage was used to change the $z$ position of the vessel and to make small adjustments during the “zeroing” calibration. As in Section 5.2.1, the gelatine box was mounted onto a kinematic base. To produce variable $c$ values, the two DOF linear stage was translated in the $y_{st}$ direction. For $-90^\circ < \theta < 90^\circ$, the translation in $y_{st}$ for a given $c$ is

$$d_{st} = c \cos \theta$$

(5.9)

Experiments were conducted for three cases. To ascertain the feasibility of the algorithm, a first set of experiments was carried out at $0^\circ$, for five $c$ positions (0.40, 0.20, 0.00, -0.20, -0.40 mm). For each position, the perfusion values were measured for the vessel phantom at -1.80 - 0.00 mm $z$ position, with 0.30 mm increments. Based on these results, the second set of experiments was performed for 24 random pairs of $c$ and $\theta$ values (Table 5.2). For each pair, the vessel was located at $z = -0.60$ mm. For all of the classification experiments, the flow velocity rate was set at 20 mm/s, with a 0.6 mm internal diameter capillary tube inside the grey matter phantom. The third set of experiments were performed using a 0.3 mm diameter vessel phantom at $0^\circ$ and 0 mm $c$ position. The perfusion values were measured for the vessel phantom at -0.90 - 0.00 mm $z$ position, with 0.30 mm increments. All measurements were repeated at least 8 times. The classification was done based on the statistically significant
difference between measurements of each probe at a given position.

Due to the close distance between the probes ($\approx 1.9$ mm). Cross talk between each probe was observed. To avoid cross talk between each probe, the measurements were conducted by activating each channel in turn, after an initial calibration of each probe separately, using motility standard provided by the manufacturer. The perfusion value from each probe was recorded for 5 s. The average value of this measurement was used to compare measurements between the probes.

Figure 5.6:  
(a) A schematic diagram of vessel detection experiments with the needle coordinate system ($x$, $y$, $z$) located at the tip of the needle. The needle can be rotated with respect to its axis ($\theta_{rm}$) to change the $\theta$ value. Moving the sample box in $y_{st}$ direction changes the $c$ value. By moving the needle in the direction of $x_{st}$, more than one insertion can be done in a sample. 

(b) Experimental set-up used for vessel classification. The vessel and grey matter phantom were placed on top of a 2 degree of freedom (DOF) linear stage that can be moved in the $x_{st}$ and $y_{st}$ directions. The PBN was mounted on a rotation mount fixed to a three DOF linear stage.

5.3.2 Results

All of the data were checked for normality using the Shapiro-Wilk normality test, with $p = 0.01$. Comparisons of perfusion values between each probe were performed using a one-way ANOVA, with post-hoc Tukey test. As can be seen from Figure 5.7a - Figure 5.7e, a high perfusion value ($> 120$ AU) started to be detected in one of the probes at $z = -1.20$ mm. Hence, the classification algorithm was executed based on measurements at $z = -0.60$ mm, which is midway between the first detected $z$ position and the tip of the needle.
For $\theta = 0^\circ$, in the first experiments all of the vessel angles were correctly predicted. There is one error in the estimate for $c = 0.40$ mm, where the difference between the actual $c$ value with the predicted value was 0.06 mm. All possible vessel poses are drawn as a grey area in Figure 5.7f - 5.7j. The predicted values for 24 random pairs of $\theta$ and $c$ have 1.6$^\circ$ and 0.37 mm RMS error respectively, where the RMS error for $\theta$ is less than the resolution of the rotation mount. High errors in $c$ are found mainly for poses where the angle approaches 90$^\circ$ (Table 5.2) and further data analysis was conducted to check for the source of these errors. As described in section 5.3.1, to set $c$, the linear stage was translated in the $y_{st}$ direction by $d_{st}$. To check for the sensitivity of $d_{st}$ as a function of $\theta$, directional error was used

$$\text{dir}_{\text{error}} = c_{\text{error}} \cos \theta$$

The directional RMS error was found to be 0.1 mm, which is equal to the uncertainty of finding the zero position of the vessel. Figure 5.8a shows perfusion values while the probes approach a vessel with a 0.3 mm diameter. A high perfusion value started to be detected at $z = -0.6$ mm. The classification algorithm was executed at $z = -0.3$ mm. The vessel angle and position were correctly predicted by the algorithm as can be seen in Figure 5.8b.

Table 5.2: Pairs of $\theta$ and $c$ values that were used during the experiments and the prediction error

<table>
<thead>
<tr>
<th>$\theta$ (°)</th>
<th>-80</th>
<th>-50</th>
<th>-30</th>
<th>-20</th>
<th>-10</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{\text{error}}$ (°)</td>
<td>0.0</td>
<td>3.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.6</td>
</tr>
<tr>
<td>$c$ (mm)</td>
<td>-1.60</td>
<td>0.80</td>
<td>-1.00</td>
<td>-0.40</td>
<td>0.80</td>
<td>1.20</td>
<td>-1.20</td>
<td>0.20</td>
<td>-1.80</td>
<td>-0.80</td>
<td>1.00</td>
<td>-0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.60</td>
</tr>
<tr>
<td>$c_{\text{error}}$ (mm)</td>
<td>0.71</td>
<td>0.15</td>
<td>0.07</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\text{dir}_{\text{error}}$ (mm)</td>
<td>0.12</td>
<td>0.10</td>
<td>0.04</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### 5.3.3 Sensitivity Analysis

**Methods**

If a vessel is not perpendicular to the insertion axis, the axial distance ($d_{ax2}$ and $d_{ax3}$, see Figure 5.9) from the vessel to each one of the probes may not be the same. Here, the tilt angle was defined as the angle between the vessel with the $xy$-plane ($\alpha$ in Figure 5.9). To investigate the sensitivity of the method developed in this chapter to the assumption that the vessel is...
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Figure 5.7: Perfusion values of four probes during insertion of the needle approaching a 0.6 mm vessel at different depths, starting at $z = -1.80$ mm with the following values for $c$: a) $c = 0.40$ mm, b) $c = 0.20$ mm, c) $c = 0.00$ mm, d) $c = -0.20$ mm, and e) $c = -0.40$ mm. Possible vessel poses predicted using relative measurement of four probes: f) $c = 0.40$ mm, g) $c = 0.20$ mm, h) $c = 0.00$ mm, i) $c = -0.20$ mm, and j) $c = -0.40$ mm. Predictions were made at $z = -0.60$ mm. Grey area: predicted vessel pose, red line: vessel pose, $P_1$: probe 1, $P_2$: probe 2, $P_3$: probe 3, $P_4$: probe 4, $O$: tip of the needle.

Figure 5.8: a) Perfusion values of four probes during insertion of the needle approaching a 0.3 mm vessel at different depths, starting at $z = -0.90$ mm with $c = 0$ and $\theta = 0^\circ$. b) Possible vessel poses predicted using the algorithm developed in this section. Prediction was made at $z = -0.30$ mm. Grey area: predicted vessel pose, red line: vessel pose, $P_1$: probe 1, $P_2$: probe 2, $P_3$: probe 3, $P_4$: probe 4, $O$: tip of the needle.

perpendicular to the insertion axis (i.e. the tilt angle is zero), additional characterisation of the grey matter phantom was conducted. Using 20 mm/s flow velocity, the perfusion values in the range of $-2.0 - 2.0$ mm off-axis position were measured in 0.2 mm increments at 6 vessel depths (0.3, 0.6, 0.9, 1.2, 1.5, and 1.8 mm). The characterisation results were thus used as a look-up table to approximate the measurements of each probe at certain axial ($d_{ax}$), and off-axis ($d$) distances from a vessel for a given tilt angle. The method to predict the vessel pose developed
in this chapter was then used to check the maximum tilt angle that would still allow the vessel pose to be predicted correctly. The maximum tilt angle of the vessel was investigated for $\theta$ values ranging from $-80^\circ$ to $90^\circ$ in $10^\circ$ increments and a $c$ value ranging between $-2.4$ mm to $2.4$ mm in $0.2$ mm increments. The vessel was located at $z = -0.60$ mm. For $\theta \neq 90^\circ$ the centre of the rotation was at the $y$-intercept, and for $\theta = 90^\circ$ the centre of rotation was at the $x$-intercept.

In addition, a Monte Carlo simulation (de Mul et al. 1995, de Mul 2004) were performed to investigate the effect of changing the optical properties ($\mu'_s$ and $\mu_a$) of the tissue. The simulation was carried out for $\mu'_s$ values of 0.55, 0.75, and 0.95 mm$^{-1}$, and $\mu_a$ values of 0.005 mm$^{-1}$ and 0.05 mm$^{-1}$ (grey matter $\mu_a$ (Yaroslavsky et al. 2002)), for 20 mm/s flow velocity. Additional simulations of vessel pose predictions were then performed to investigate the effect of optical properties on the prediction area.

Figure 5.9: Representation of a vessel (red line approximation) with a tilt angle $\alpha$. The axial distance from $P_2$ to the vessel ($d_{ax2}$) is not equal to the axial distance from $P_3$ to the vessel ($d_{ax3}$). The projection of the vessel in the $xy$-plane has an angle of $\theta$ with respect to the $x$-axis.

Results

Figure 5.10c shows the maximum tilt angle that the vessel prediction algorithm can handle. The average value of the tilt angle is $\pm 13^\circ$. The simulation shows good agreement with the experiment (Fig. 5.10a). All perfusion values were normalized against the perfusion value at
0.3 mm depth and 0.00 mm off-axis value. Fig. 5.10b shows the effect of optical properties on the perfusion value. The highest perfusion value corresponds to $\mu'_s = 0.55 \text{ mm}^{-1}$ and $\mu_a = 0.005 \text{ mm}^{-1}$, while the lowest perfusion value corresponds to $\mu'_s = 0.95 \text{ mm}^{-1}$ and $\mu_a = 0.05 \text{ mm}^{-1}$.

The simulations were performed by setting different optical properties in front of each probe. The parameter variation was based on the optical properties that result in the highest and the lowest perfusion value. The results show that predictions remain valid up to a maximum error of $10^\circ$ in $\theta$ and of 0.5 mm in $\text{dir error}$.

![Comparison of the normalized perfusion value between experiments (dash line) and simulation (dash-dot line) for three depth position (0.3, 0.9 and 1.5 mm).](image-a)

![The mean normalized perfusion value of simulation results for various optical properties ($\mu'_s$: 0.55 - 0.95 mm$^{-1}$ and $\mu_a$: 0.0053 - 0.028mm$^{-1}$) for three depth position (0.3, 0.9 and 1.5 mm). The error bar shows the maximum and the minimum perfusion value.](image-b)

![Colour-map of the maximum tilt angle that can still be predicted correctly by the method described in this chapter.](image-c)

**Figure 5.10:** a) Comparison of the normalized perfusion value between experiments (dash line) and simulation (dash-dot line) for three depth position (0.3, 0.9 and 1.5 mm). b) The mean normalized perfusion value of simulation results for various optical properties ($\mu'_s$: 0.55 - 0.95 mm$^{-1}$ and $\mu_a$: 0.0053 - 0.028mm$^{-1}$) for three depth position (0.3, 0.9 and 1.5 mm). The error bar shows the maximum and the minimum perfusion value, c) colour-map of the maximum tilt angle that can still be predicted correctly by the method described in this chapter.
5.4 Discussion

Static and dynamic characterisation of a laser Doppler probe have been investigated in this chapter. Based on the static experiments, the laser Doppler monitor used here was found to have a maximum dynamic range of 20 mm/s for both vessel sizes. However, an artery with a diameter of $\approx 1$ mm could have a flow velocity of up to 150 mm/s (Piechnik et al. 2008), which would be much higher than the dynamic limit of the commercial laser Doppler monitor used here. The development of a laser Doppler monitor that has higher dynamic range would thus be necessary, which is included as recommendation for future works in Chapter 7.

The tissue’s bulk movement is considered to be a significant problem in the use of laser Doppler systems (Liang et al. 2013, Öberg 1999, Fredriksson et al. 2009). Since tissue is also a scattering object, the movement of the tissue is measured by an LDF system that generates a higher perfusion value that it should. To avoid this, Wardell et al. (2016) measured the perfusion along the DBS implantation path in an incremental manner. The characterisation of perfusion values with different constant insertion speeds shows that there is an additional, approximately constant perfusion offset that scales up linearly as a function of insertion speed. The materials in front of the tip of the needle are displaced during the insertion process. The Particle Image Velocimetry (PIV) method has been used to investigate the displacement and to track material point trajectories (Oldfield et al. 2014). They found that the material point trajectories in front of the needle are quasi-static during constant insertion speed, and as such, these result in a constant background offset. Changing the optical properties could change the depth penetration of the light. However, since during the course of the insertion, the distribution of material point trajectories in front of the needle is quasi-static, it is believed that the background perfusion value would hold constant as well.

Figure 5.4c shows that a vessel located in front of the probe can still be detected by observing a monotonic increase of the perfusion value. Using 0.2 mm/s insertion speed, for instance, it takes $\approx 7$ minutes for full insertion of a 75 - 89 mm DBS electrode. This result demonstrates that detecting a vessel in front of a continuously advancing needle using a robotic assisted needle insertion system, combined with LDF, is indeed possible.
Chapter 5. Multiple Forward Looking Sensors to Predict Vessel Pose

The novel vessel pose classification algorithm employing multiple laser Doppler probes embedded within a PBN shows an angular RMS error of 1.6° and translational RMS error of 0.1 mm. Both of these errors are within the repeatability of the experimental set-up itself, which is encouraging. As can be seen in Figure 5.3c, the closer the vessel is to the Doppler probe, the higher the perfusion value. This relationship still holds for any set of homogeneous tissue optical properties. Therefore, even though specific tissue optical properties and vessel properties generates in front of each probe is high, the algorithm may fail to predict the vessel pose correctly. This eventuality is unlikely due to the close proximity between the four probes (≈ 1.9 mm), as the tissue optical properties are not likely to vary significantly within such a confined space.

It should be noted that the prediction area corresponds to the area where the axis of the vessel lies. The classification algorithm is based on the position of the laser Doppler probes and the number of probes used, which means an optimisation of the numbers and the position of the probes can be performed, for instance to obtain better vessel pose discrimination when \( c \) is close to 0.

Unlike in Chapter 4, the axial distance \( (z) \) of the vessel from the tip of the needle cannot be discriminated here, however, due to the short axial detection range of the probe, a "no-go" region can be set from the tip of the needle up to 1.5 mm behind the predicted area. This no-go region can be loaded into an obstacle map that can be used to generate a new path to avoid the detected vessel. As has been explained in Chapter 4, the short axial detection range means that a short retraction might be required to properly avoid the vessel. Oldfield et al. (2014) showed that there is tissue deformation around the needle during the insertion process, both in front of it and at the tissue-needle interface. Based on this work and the work of Liang et al. (2013), it seems probable that a blood vessel would also move with the surrounding brain tissue, but sensors measurements could be used to update the vessel position in real time.

Finally, in this chapter, an assumption that a vessel lies in a plane perpendicular to the insertion axis was used. In fact, the sensitivity analysis shows that the average tilt angle that the method can handle is \( ± 13° \). As can be seen in Figure 5.10c, the maximum tilt angle varies depending on
the vessel pose. The variation depends on whether the perfusion value order (from the highest to the lowest) for the four probes, changes. If the tilt angle does not introduce a change, the vessel pose will be robustly predicted even though a high tilt angle is present. To solve for possible vessel poses which do not comply with this restriction, a continuous update of the vessel classification, while the needle is steered around the vessel, would be needed.

5.5 Conclusion

In this chapter, multiple forward-looking sensors for vessel pose classification were used in a 4 mm prototype of a bio-inspired programmable bevel-tip needle. The sub-millimetre accuracy results show a significant improvement compared to the method explained in Chapter 4. In addition, the method used here can be applied to any tissue optical properties without the need for the sensor’s inverse model. Using an assumption that a vessel lies in a plane perpendicular to the insertion axis, the model can still predict a safe area even for a vessel that has a tilt angle of 13°. However, several vessel parameters such as axial distance from the vessel to the probe and the vessel diameter cannot be inferred. The next chapter, Chapter 6, discusses the use of machine learning technique based on a Long Short-Term Memory (LSTM) network to solve these problems. The machine learning technique combines the findings of Chapter 4 and Chapter 5, where successive measurements from a four-channel laser Doppler probe system are used to define a ”no-go” area.
Chapter 6

A Long Short-Term Memory Network to Predict Vessel Pose in a Steerable Needle

6.1 Introduction

Chapter 4 and Chapter 5 showed that vessel detection is possible with a PBN coupled with a commercial laser Doppler flowmetry (LDF) system. The LDF sensor detects a vessel by measuring the Doppler shift effect in the light refracted by the moving blood cells flowing within it. Since a perfusion value corresponds to many vessel positions, in Chapter 4, successive measurements combined with a lookup table of the inverse perfusion value (measured under controlled conditions with varying parameters) were used to determine the axial ($d_{ax}$) and off-axis ($d$) distance from the tip of the probe to the vessel (Figure 6.1). Based on $d_{ax}$ and $d$ values for two LDF probes, the vessel pose could be predicted. However, this method only works for a given pair of tissue and vessel properties (e.g. a 0.6 mm vessel diameter with 5 mm/s flow velocity rate). In Chapter 5, relative measurements between each probe were used directly to classify the ”no-go” area. Using relative measurements, the perfusion value of each probe was normalised so that this method is applicable to any set of tissue optical properties.
6.2. Single Probe Vessel Detection

However, there are several limitations in the algorithm presented in Chapter 5, such as the inability to predict vessel diameter or the axial distance $d_{ax}$ from the vessel to the probe. Also, the assumption that the vessel lies on a plane perpendicular to the insertion axis represents an important limitation of the method.

Under real conditions, neither the vessel nor the tissue properties are known beforehand. Hence, in this chapter, a feasibility study is presented where a Long Short-Term Memory (LSTM) network is employed to infer information about vessel pose based on successive LDF probe measurements. LSTM represents an effective means to capture the long-term dependency of sequential data (Greff et al. 2017). Here, the perfusion values recorded while the needle is moving are considered as sequential data to feed the network. This chapter consists of two main sections. Firstly, section 6.2 investigates the ability of the LSTM network to predict diameter ($\phi$), axial distance ($d_{ax}$), and off-axis distance ($d$) of a vessel based on successive measurements from a single probe (see Figure 6.1). Secondly, Section 6.3 discusses the development of the LSTM network to directly predict the "no-go" area that was inferred from successive measurements from four laser Doppler probes. The results are then discussed in Section 6.4, with conclusions and a summary in Section 6.5.

![Figure 6.1: Axial distance $d_{ax}$ and off-axis distance $d$ from the tip of the LDF probe to a vessel with a certain diameter ($\phi$)](image)

6.2 Single Probe Vessel Detection

6.2.1 Materials and Methods

LSTMs require a large number of training data sets, which would be impractical to acquire experimentally, as in previous chapters. Therefore, a Monte-Carlo simulation (de Mul et al.
was performed, using a software developed by de Mul et al. (1995) to model measurements from an LDF system. As described in Larsson et al. (2002), the detection fibre was modelled using a ring detector (see Figure 6.2). In each run, the simulation was stopped if there were 100,000 photons detected in the detector. The detail of the method to compute the perfusion value from the simulation is explained in Larsson et al. (2002). Each simulation was performed twice and the average of the two was taken. The simulations were compared to the characterisation results for a 0.6 mm diameter vessel phantom with 20 mm/s flow velocity, acquired with the phantom set-up described in Chapter 5.2.1.

The simulation was then extended to model the perfusion value for 0.3, 0.6, and 0.9 mm diameter vessels, with $\mu_s'$ equal to 0.55, 0.75, and 0.95 mm$^{-1}$. The flow velocities were arbitrarily set at 10, 15, and 20 mm/s, values in the range of biological blood flow in smaller vessels. For each set of optical properties, the perfusion values were simulated at off-axis positions ranging from 0 mm to 2 mm in 0.2 increments and at axial positions ranging between 0.75 mm to 4.05 mm, in 0.3 mm increments. For each vessel diameter, the maximum and the minimum simulated perfusion value at a certain vessel position from the probe tip were recorded. Since a simulation takes $\approx 3$ minutes to run, these maximum and minimum data were subsequently used in the form of a look-up table. To generate training datasets, the perfusion value for a certain vessel diameter at a given position was generated based on a random number uniformly distributed between the maximum and the minimum perfusion value at that point. The uniformly distributed perfusion value assumption means that the probabilities for $\mu_s'$ and the vessel flow velocity were uniform. Gaussian noise with zero mean was subsequently added to the generated perfusion value to simulate the shape of a real signal. The standard deviation used for the Gaussian noise was obtained from the characterisation results. A perfusion value between simulated positions was approximated using a two-dimensional interpolation.

A Recurrent Neural Network (RNN) uses the previous state at time $t - 1$ with the current data point as an input for the network (Lipton et al. 2015). Therefore, it can capture the long-term dependencies hidden within sequential data. LSTM is a special RNN structure that consists of a memory cell that acts as an accumulator of state information (Xingjian et al. 2015). The flow of the information from and to the cell is controlled by three gates: input, forget, and output.
Using these gates, LSTM overcomes the vanishing gradient problem of a standard RNN by trapping the gradient in the cell so that it does not vanish too quickly (Hochreiter & Schmidhuber 1997). In this section, the LSTM network was used to predict the probability of vessel parameters $V(\varnothing, d_{ax}, d)$ based on perfusion measurements $Perf_1, Perf_2, Perf_3, \ldots, Perf_t$. Mathematically, this is equivalent to computing:

$$P(V(\varnothing, d_{ax}, d) \mid Perf_1, Perf_2, \ldots, Perf_t)$$

(6.1)

To obtain a value for the probability in equation 6.1, the measurement range of the sensors was discretised with 0.1 mm resolution for three vessel diameters (0.3, 0.6, and 0.9 mm). One set of parameters in the discretised element $(\varnothing, d_{ax}, d)$ represents an output class of the network. The problem then becomes that of a multi-class classification. The mean perfusion value in the absence of a vessel was 28 AU, with a standard deviation of 8 AU. The perfusion limit of a detected vessel was then set at 55 AU (the mean perfusion value in the absence of a vessel plus three times its standard deviation). Using this perfusion limit, there were 659 classes where the vessel was inside the detection range of the probe (103, 225, and 331 classes for 0.3, 0.6, and 0.9 mm diameter, respectively). By adding the no-detection class (ND), the total number of classes was 660. Figure 6.3 shows a comparison of the probe detection range for each vessel diameter.

The hyper-parameters of the LSTM network were chosen manually: the number of layers was
empirically chosen to be 2, with 100 cells in each layer (Reimers & Gurevych 2017). To prevent over-fitting, a drop-out with a value of 0.5 was used (Zaremba et al. 2014). At the output layer, softmax was used to predict the probability of each class, so that:

$$P_i = \frac{e^{z_i}}{\sum_{j=1}^{K} e^{z_j}}$$ (6.2)

where $P_i$ is the probability of class $i$, $z_i$ is the output value of class $i$, and $K$ is the total number of classes. Vessel parameters ($\varphi, d_{ax}, d$) were chosen based on the class with the highest probability:

$$h = \arg \max_i P_i$$ (6.3)

where $h$ is the predicted class. The network was trained by minimising the cross entropy between the prediction output and the output of the training data set.

The training data set consisted of 30,000 sequences, with 30 positions in each series. 3,000 sequences were generated for validation, and another 3,000 were generated for testing. Since the minimum radius of curvature for the PBN prototype in Chapter 5 was experimentally measured to be 70 mm and the maximum $d_{ax}$ that can be detected by the sensor is only $\approx 2$ mm, the insertion was modelled as a straight line (i.e. with no change in $d$ between successive

---

**Figure 6.3:** Detection area of the laser probe for each vessel diameter. Left: 0.3 mm diameter vessel, middle: 0.6 mm diameter vessel, right: 0.9 mm diameter vessel.
positions). This is because the error introduced (≈ 0.03 mm) by this approximation falls below the resolution used to discretise the sensor detection range (≈ 0.1 mm). In terms of simulating measurements from representative needle insertions, the following criteria were observed:

- Equal measurement windows, arbitrarily set to 30 insertion positions per run, for all simulations, in order to facilitate input into the network, without the need for padding.

- A combination of insertion, extraction, and insertion followed by extraction, should be included in the training set, to ensure the network is not only able to identify a vessel, but also to track its position in the event of extraction and reinsertion.

- Simulations starting from a variety of distances from the vessel, including when the first measurement is right on the vessel to capture the event of a superficial capillary right on the tissue surface.

Consequently, each run was set and executed as follows:

1. At first, a class is chosen randomly.

2. The chosen class is then located randomly at one out of thirty possible positions between 0 mm and 8.7 mm away from the needle tip (dash-lines in Figure 6.4).

3. At the desired location, the position of the vessel is modified by addition of a uniformly distributed random value between -0.05 - 0.05 mm (a range that is equal to the resolution of the class) in both $d_{ax}$ and $d$ to ensure that a suitable population of candidates for a given class is used during training.

4. The simulated probe starts at position 0 in Figure 6.4.

5. If the axial distance from the probe to the vessel is bigger than the vessel radius plus 0.3 mm ($d_{ax} \geq \frac{R}{2} + 0.3$), the probe is moved forward with 0.3 mm increments (yellow squares in Figure 6.4).
6. At the first instance where \( d_{ax} < \frac{\varphi}{2} + 0.3 \) (Point Q in Figure 6.4), the probe is moved either: forwards (Figure 6.4 top), backwards (Figure 6.4 middle), or is stopped (Figure 6.4 bottom), until the 30\(^{th}\) position is reached, at which point the simulation is terminated.

It should be noted that the off-axis positions of green and blue squares in Figure 6.4 are equal to the off-axis positions of the yellow squares. A vertical displacement for these two was included to ease visualisation. Since the movement direction of the probe is used as an additional training parameter, the input of the network was set to be:

\[
\begin{bmatrix}
Perf_t \\
F^t
\end{bmatrix}
\] (6.4)

Where \( Perf_t \) is the perfusion at time \( t \), and \( F^t \) is a \( 3 \times 1 \) vector that defines the movement direction of the probe, with

\[
F = \begin{cases} 
1 & 0 & 0, \\
0 & 1 & 0, \\
0 & 0 & 1,
\end{cases}
\] (6.5)

if the probe is moving backwards

if the probe is stopping

if the probe is moving forwards

Figure 6.5 shows the distribution of the classes generated for the training dataset (please note that the no-detection class, which has a frequency of \( \approx 57,000 \), is not shown in figure). Due to the way in which it was generated, the class distribution shows an imbalance in the training dataset, with three peaks representing classes with \( d_{ax} \leq \frac{\varphi}{2} + 0.3 \) for 0.3, 0.6, and 0.9 mm vessel diameter, respectively. To solve this problem, Tran et al. (2018) used a cost matrix to penalise the loss from a class with a higher number of samples (i.e. a higher frequency of occurrence).

The misclassification cost of class \( i \) \( (C[i, i]) \) was thus defined as:

\[
C[i, i] = \left( \frac{1}{n_i} \right)^\gamma
\] (6.6)

where \( n_i \) is the number of samples in class \( i \), and \( \gamma \in [0, 1] \) is a trade-off parameter.
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Figure 6.4: The dash-lines represent the thirty possible positions of the chosen class during the simulation. If \( d_{ax} \geq \frac{d_f}{2} + 0.3 \) the probe is moved forward. At the first instance where \( d_{ax} < \frac{d_f}{2} + 0.3 \) (Point Q), three possible probe movements are chosen until the 30th position is reached: forwards (top), backwards (middle), and stop (bottom). Yellow squares represent probe positions while the probe is moved forward, green squares while the probe is moved backward, and the blue square while the probe is stopped. It should be noted that the off-axis distance of a simulation run is constant for all measurement points.

Figure 6.5: Distribution of the classes shows imbalance. In this histogram, the frequency of the no-detection class is not included, and has a value of \( \approx 57,000 \)
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The performance of the network was assessed in three steps. Firstly, the optimum $\gamma$ value was obtained by using the validation dataset to evaluate the ability of the network to correctly detect the presence of a vessel inside the detection range of the sensor. The evaluation was performed by using a confusion matrix (Table 6.1). The confusion matrix classifies the prediction into four categories: true positive ($t_p$), true negative ($t_n$), false positive ($f_p$), and false negative ($f_n$). Since the dataset is highly imbalanced, accuracy ($\frac{t_p + t_n}{t_n + t_p + f_p + f_n}$) cannot be used to measure the performance of the trained network. Therefore, the following evaluation metrics were used (Tran et al. 2018):

\[
\text{Precision} = \frac{\sum t_p}{\sum (t_p + t_n)}
\]

(6.7)

\[
\text{Recall} = \frac{\sum t_p}{\sum (t_p + f_n)}
\]

(6.8)

\[
F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

(6.9)

Table 6.1: Confusion matrix to find the optimise $\gamma$ value. $t_n$: true negative, $t_p$: true positive, $f_p$: false positive, $f_n$: false negative

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predictions</th>
<th>No-Detection</th>
<th>Vessel Detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-Detection</td>
<td>$t_n$</td>
<td>$f_p$</td>
<td></td>
</tr>
<tr>
<td>Vessel Detected</td>
<td>$t_p$</td>
<td>$f_n$</td>
<td></td>
</tr>
</tbody>
</table>

Secondly, using the optimum $\gamma$ value, the confusion matrix for each vessel diameter was investigated using the test dataset. Thirdly, the network was used to predict the vessel parameters for real insertion experiments, where successive measurements from the insertion experiments in Chapter 5.3 were used to evaluate the performance of the trained network. The network was programmed in Python using the Tensorflow LSTM library.

6.2.2 Results

Figure 6.6a and 6.6b show a comparison between the simulated and measured perfusion values. To ease comparison, all perfusion values were normalised against the perfusion value at 0.75 mm axial and 0.00 mm off-axis distance. The simulation shows good agreement with the
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**Figure 6.6:** a) Comparison of the axial normalised perfusion value between experiments (dash-dot line) and simulation (dash-line) at 0 mm off-axis position; b) comparison of the off-axis normalised perfusion value between experiments (dash-dot line) and simulation (dash-line) at three axial distances: 0.75 mm, 1.35 mm, and 1.95 mm; c) The error-bar shows the maximum and minimum perfusion values for each vessel diameter at 0.75 mm axial distance, with varying tissue optical properties and flow velocity rates.

The main focus of vessel detection in a steerable needle system is to obtain information about its pose and diameter. Therefore, the extended simulation results were used to show the possible range of perfusion values given a vessel diameter and position, with variable tissue optical properties and flow velocity rates. Figure 6.6c shows these perfusion ranges for each vessel diameter at 0.75 mm axial distance.

The optimum \( \gamma \) value was obtained by training the network for 1,000 epochs while the value of \( \gamma \) was set to a number between 0 and 1, in 0.1 increments. Figure 6.7 shows that the smaller the \( \gamma \) value, the lower the Recall. However, the \( \gamma \) value is also inversely related to Precision.
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The optimum value of $\gamma$ ($\gamma = 0.4$) was thus chosen based on the best $F_1$-score. Using this $\gamma$ value, the performance of the network was evaluated using the test dataset, which gave:

- Precision: 0.956
- Recall: 0.959
- $F_1$: 0.957

The second evaluation was performed to investigate the ability of the network to predict the correct diameter of the vessel. Table 6.2 shows the confusion matrix of this prediction. For the correctly predicted diameter, the root-mean-square errors (RMSE) of the position prediction were 0.14, 0.19, and 0.27 mm for 0.3, 0.6, and 0.9 mm vessel diameters, respectively. There were several cases where a vessel was predicted in the no-detection area state. Further analysis shows that it was in the area close to the maximum detection range of the sensor.

Finally, the network performance was evaluated using real data from insertion experiments. The insertions were performed and recorded at seven positions starting from 2.55 mm down
Table 6.2: Confusion matrix of the prediction using test data set generated from simulation, ND: No-detection

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predictions</th>
<th>ND</th>
<th>0.3</th>
<th>0.6</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>0.975</td>
<td>0.007</td>
<td>0.011</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.031</td>
<td>0.804</td>
<td>0.122</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.049</td>
<td>0.061</td>
<td>0.724</td>
<td>0.166</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.038</td>
<td>0.019</td>
<td>0.21</td>
<td>0.732</td>
<td></td>
</tr>
</tbody>
</table>

The experiments were only performed for a 0.6 mm in diameter vessel, with a 20 mm/s flow velocity rate. Figure 6.8a shows an example of successive perfusion values from the insertion experiment of a vessel with a 0.67 mm off-axis distance. Figure 6.8 shows the prediction probability of vessel parameters (diameter and positions) at points A, B, C, D, E, F, and G. The first row of each column in Figure 6.8 corresponds to the probability of a vessel with a diameter of 0.3 mm. The second and the third row correspond to a vessel with a diameter of 0.6 and 0.9 mm, respectively. The total prediction probability of the three rows in each column added with the no-detection state is equal to 1. At the end of the insertion (point G), the network correctly predicted the vessel diameter. The axial and off-axis distance predictions were 0.55 and 0.70 mm, respectively, where the actual axial distance at the end of the insertion was 0.75 mm.

Table 6.3: Confusion matrix of the prediction using data from insertion experiments, ND: No-detection

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predictions</th>
<th>ND</th>
<th>0.3</th>
<th>0.6</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>0.81</td>
<td>0.01</td>
<td>0.12</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.13</td>
<td>0.03</td>
<td>0.59</td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3 shows the confusion matrix of predictions on the vessel diameter obtained for the insertion experiments data. The prediction in Table 6.3 has higher false negative and false positive rates compared to the predictions in Table 6.2. Similar to simulation results, false negative predictions were found for the experimental data points in the area close to the maxi-
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Figure 6.8: a) An example of insertion experiments with off-axis distance at 0.67 mm, which was used to evaluate the performance of the trained network; b) The prediction probability at instances A-G for three vessel diameters: 0.3 mm (top), 0.6 mm (middle), and 0.9 mm (bottom). The total probability of the three rows in each column added with the probability of no-detection is equal to 1. At the end of the insertion the actual position of the vessel was at 0.67 mm off-axis distance and 0.75 mm axial distance.

Minimum detection range of the sensor. Nonetheless, for the correctly predicted diameter, position prediction RMSE of the experiments was 0.18, which is similar to the RMSE of simulation predictions (RMSE = 0.19).

### 6.3 Vessel Detection with Multiple Probes

In section 6.2, an LSTM was used to predict the vessel position and diameter from successive measurements of a single probe, but where the vessel’s full pose in three-dimensional space remained unknown. This is because many different vessel poses can result in the same pair of off-axis and axial distances. To remove this ambiguity, in this section, the LSTM network was
modified to incorporate measurements from four forward-looking laser Doppler sensors.

6.3.1 Materials and Methods

The network has the same architecture as the LSTM network described in section 6.2.1: a two-layer LSTM with 100 LSTM cells in each layer. However, the input and the output were altered. Instead of using one perfusion value with a directional vector as an input, four perfusion values from four probes were simultaneously fetched and fed to the network. The input was presented in this form:

\[
\begin{bmatrix}
  \text{Perf}_1^t \\
  \text{Perf}_2^t \\
  \text{Perf}_3^t \\
  \text{Perf}_4^t \\
  \text{F}^\top
\end{bmatrix}
\] (6.10)

where \(\text{Perf}_1^t, \text{Perf}_2^t, \text{Perf}_3^t, \text{Perf}_4^t\) are the perfusion values for probe 1, 2, 3, 4 at time \(t\), respectively. \(\text{F}^\top\) is a \(3 \times 1\) vector that defines the movement direction of the probes, as described in 6.5.

Instead of specifying the vessel diameter and pose, in this section the network was used to predict the "no-go" area directly. To do this, firstly, the detection area of the sensors was defined (Figure 6.9). As can be seen, both the needle coordinate system \((x_n, y_n, z_n)\) and the probe coordinate system \((x_p, y_p, z_p)\) are located at the tip of the needle. The probe coordinate system is placed at an angle of \(-14.8^\circ\) with respect to the needle coordinate system. The red-dash line in Figure 6.9 shows the off-axis detection area of the sensors. At a \(d_{ax}\) distance from the probe, the off-axis detection area is a square with rounded corners. The radius of the rounded corner is equal to the maximum off-axis detection range of the sensor \((det_{ax})\) at that axial distance, where the side of the square \((dr_{ax})\) has a length of:

\[
dr_{ax} = 2(d_{pn} + det_{ax})
\] (6.11)
Figure 6.9: The red-dash line represents the detection range of the probe in the $x_p y_p$-plane. There are two coordinate systems shown, the needle coordinate system $(x_n, y_n, z_n)$ and probe coordinate system $(x_p, y_p, z_p)$. Both of the coordinate systems are located at the tip of the needle, with the second rotated $-14.8^\circ$ with respect to the first. $P_1$: probe 1; $P_2$: probe 2; $P_3$: probe 3; $P_4$: probe 4; $d_{pn}$: distance from the probe to the $y_p$-axis; $det_{ax}$: maximum off-axis detection range at a certain axial distance; $dr_{ax}$: detection range for the four probes

where $d_{pn}$ is the distance from the probe to the $y_p$-axis. The position of each of the 4 probes in the needle coordinate system and in the probe coordinate system is listed in Table 6.4. The position of each probe in the probe coordinate system was calculated by

$$P_{np} = y_n R \times P_{pn} \quad (6.12)$$

where $P_{np}$ is the position of probe $n$ in the probe coordinate system, $P_{pn}$ is the position of the probe $n$ in the needle coordinate system, and $y_n R$ is the rotation matrix of the needle coordinate system with respect to the probe coordinate system. With the maximum axial detection range of the probes set at 2.4 mm, the detection volume was discretised into voxels, with the size of each voxel equal to $0.3 \times 0.3 \times 0.3$ mm. Using this voxel size, there were 1805 voxels inside the detection range of the sensors, where each voxel was used to represent a label (class). The network was then used to predict whether a voxel is safe (it is not occupied by a vessel) or it is not safe (it is occupied by a vessel). The voxel value is set into 0 if it is safe, while the value of not safe voxel is set to 1.
Table 6.4: Position of laser Doppler probes in the needle coordinate system\((x_n, y_n, z_n)\) and in the probe coordinate system\((x_p, y_p, z_p)\)

<table>
<thead>
<tr>
<th>Probe</th>
<th>(x_n)</th>
<th>(y_n)</th>
<th>(z_n)</th>
<th>(x_p)</th>
<th>(y_p)</th>
<th>(z_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.67</td>
<td>1.15</td>
<td>0.3</td>
<td>-0.94</td>
<td>0.94</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>-1.15</td>
<td>-0.67</td>
<td>0.3</td>
<td>-0.94</td>
<td>-0.94</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.67</td>
<td>-1.15</td>
<td>0.3</td>
<td>0.94</td>
<td>-0.94</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>1.15</td>
<td>0.67</td>
<td>0.3</td>
<td>0.94</td>
<td>0.94</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Since the vessel can occupy several voxels at once, the problem becomes that of a multi-label classification where several labels (classes) can have a value of 1. It should be noted that it is a different problem compared to the multi-class classification in section 6.2. In multi-class classification, even though there are several classes, the prediction is chosen based on the class that has the highest probability value. To solve the multi-label classification problem, binary relevance is used instead. Binary relevance decomposes the multi-label learning into an independent binary learning problem for a \(q\) number of classes (Zhang et al. 2018). The probability of each class was computed using logistic regression:

\[
\sigma(z_i)_i = \frac{1}{1 + e^{-z_i}}
\]  

(6.13)

where \(\sigma(z_i)_i\) is the probability value of class \(i\). The class prediction was defined by:

\[
h_i = \begin{cases} 
0, & \text{if } \sigma(z_i)_i < 0.5 \\
1, & \text{if } \sigma(z_i)_i \geq 0.5 
\end{cases}
\]  

(6.14)

where \(h_i\) is the prediction of the class \(i\).

The training dataset consisted of 18,000 sequences with 30 positions in each sequence. 9,000 sequences were generated for validation, and another 9,000 for testing. To generate successive measurements for training, validation, and test datasets, the vessel was assumed to be straight within the detection range of the sensor. The vessel coordinate system\((x_v, y_v, z_v)\) in Figure 6.10) was used to define the orientation of the vessel, where the vessel always passes through the origin (i.e. \(x_v = 0, y_v = 0, z_v = 0\)). As can be seen in Figure 6.10, the vessel has an angle of
\( \phi \) with respect to the \( z_v \) axis and the projection of the vessel in the \( x_v,y_v \)-plane has an angle of \( \theta \). The orientation of the vessel was defined using these two angles. In the insertion simulation, the value of \( \phi \) was randomised between \( 60^\circ \) and \( 120^\circ \) with \( 5^\circ \) increments, while the value of \( \theta \) was randomised between \( 0^\circ \) and \( 175^\circ \) with \( 5^\circ \) increments. The vessel coordinates were then located in the global coordinate system \((x,y,z)\). The value of the vessel coordinate in the \( z \) direction (i.e. depth) was chosen randomly to be one out of thirty possible ones \((z = 0 \text{ to } z = -8.7 \text{ mm in -0.3 mm decrements})\). For \( \theta \neq 90^\circ \), the location of the vessel coordinate in the \( x \) direction was set to 0, while the location in the \( y \) direction was chosen randomly between -2 and 2 mm, with 0.2 mm increments. For \( \theta = 90^\circ \), the \( y \) position was set at 0 while the \( x \) position was randomised between -2 and 2 mm with 0.2 mm increments. At the beginning of the insertion, the probe coordinate system \((x_p,y_p,z_p \text{ in Figure 6.10})\) was located at the origin of the global coordinate system \((x = 0,y = 0,z = 0)\). The probe (green line in Figure 6.10) was located at a fixed position in the probe coordinate system. The probe coordinate system was then moved forward with a 0.3 mm increments. If the \( z \) position of the probe coordinate system was less than the \( z \) position of the vessel coordinate system, one out of three options was chosen for the next step until the 29th step was reached: move backward, stop or move forward.

The value of class \( i \) was set to 1 if the distance from the voxel in the global coordinate system to the vessel was less than the vessel diameter. The axial distance \((d_{ax})\) and off-axis distance \((d)\) from the probe to the vessel were calculated using the simple line-to-line distance. The vessel and the probe were represented as lines expressed in parametric notation (Weisstein 2002b):

\[
\mathbf{l}_{p_n} = \mathbf{x}_1 + (\mathbf{x}_2 - \mathbf{x}_1)t_1 \quad (6.15)
\]

\[
\mathbf{v} = \mathbf{x}_3 + (\mathbf{x}_4 - \mathbf{x}_3)t_2 \quad (6.16)
\]

where \( \mathbf{l}_{p_n} \) represents probe \( n \), \( n = 1,2,3,4 \), and \( \mathbf{v} \) represents the vessel. The line \( \mathbf{l}_{p_n} \) passes through points \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) and the vessel passes through points \( \mathbf{x}_3 \) and \( \mathbf{x}_4 \). To check whether the lines are in a plane (coplanar) or not (skew), the following equation was used (Weisstein...
2002b):

$$c \cdot [a \times b] = c_p$$  \hspace{1cm} (6.17)

where:

$$a = x_2 - x_1$$  \hspace{1cm} (6.18)

$$b = x_4 - x_3$$  \hspace{1cm} (6.19)

$$c = x_3 - x_1$$  \hspace{1cm} (6.20)

The lines were coplanar if $$c_p = 0$$, otherwise they were considered to be skew lines. If two lines are in the same plane, they must be either parallel or intersect. The value of $$d_{ax}$$ and $$d$$ were then calculated by:

$$d = \begin{cases} 
\left| \frac{a}{|a|} \times c \right|, & \text{if the lines were parallel} \\
0, & \text{if the lines intersected} \\
\frac{|c \cdot (a \times b)|}{|a \times b|}, & \text{if the lines were skew}
\end{cases}$$  \hspace{1cm} (6.21)

$$d_{ax} = \begin{cases} 
0, & \text{if the lines were parallel} \\
\frac{(c \times b) \cdot (a \times b)}{|a \times b|^2}, & \text{if the lines intersected} \\
\frac{(\hat{a} \cdot \hat{b}) (\hat{b} \cdot \hat{c}) + (\hat{a} \cdot \hat{c}) (\hat{b} \cdot \hat{a})}{(\hat{a} \cdot \hat{b})^2 - (\hat{a} \cdot \hat{a})(\hat{a} \cdot \hat{b})}, & \text{if the lines were skew}
\end{cases}$$  \hspace{1cm} (6.22)

where $$\hat{a}, \hat{b}, \hat{c}$$ are unit vectors of $$a, b, c$$, respectively.

In the multi-label classification, the imbalance in the dataset was evaluated in each class using (Zhang et al. 2015):

$$ImR_i = \frac{\max(|D_i^+|, |D_i^-|)}{\min(|D_i^+|, |D_i^-|)}$$  \hspace{1cm} (6.23)

where $$ImR_i$$ is the imbalance ratio of class $$i$$, $$|D_i^+|$$ is the total number of relevant values (the value of the class is 1) of class $$i$$, and $$|D_i^-|$$ is the total number of irrelevant values (the value of the class is 0) of class $$i$$ in the training data sets. The average imbalance ratio ($$ImR$$) is:

$$ImR = \frac{1}{q} \sum_{i=1}^{q} ImR_i$$  \hspace{1cm} (6.24)
Figure 6.10: Three-dimensional representation of a vessel (red line). The vessel was defined in the vessel coordinate system \((x_v, y_v, z_v)\) with an angle of \(\phi\) with respect to the \(z_v\)-axis. The projection of the vessel onto the \(x_vy_v\)-plane has an angle of \(\theta\). The vessel coordinate system was located randomly in the global coordinate system \((x, y, z)\). Probe \(P_n\) is represented as a green line in the figure. The probe was located in a fixed position with respect to the probe coordinate system \((x_p, y_p, z_p)\). During insertion, the probe coordinate system was moved along the \(z\)-axis. At the beginning of the insertion, the probe coordinate system was located at \(x = 0, y = 0, z = 0\). Measures for the axial \(d_{ax}\) and off-axis \(d\) distances were computed using the line to line distance

where \(q\) is the total number of classes. Usually the number of relevant values in the data sets is less than the number of irrelevant values. During training, the cost of misclassification of relevant values \((C)\) was increased by:

\[
C = (ImR)^{\gamma_m} 
\]  

(6.25)

where, as described in section 6.2.1, \(\gamma_m \in [0, 1]\) is a trade-off parameter.

As in the previous section, the trained network was evaluated using precision, recall, the \(F_1\)-score, and Hamming loss. The Hamming loss evaluates the fraction of misclassified prediction-label pairs (Zhang & Zhou 2014). Since Hamming loss is a loss function, the lower the hamming loss, the better the network performance. Since the detection area in Figure 6.9 was based on the maximum detection area for a 0.9 mm in diameter vessel, the evaluation was only conducted if there was enough information from the perfusion value to define the ”no-go” area of the vessel (i.e. the perfusion value from at least one of the four probes was not in the no-detection state).
The trained network was then used to predict the "no-go" area for real insertion experiments. In the experiments, a vessel phantom with a 0.6 mm diameter and flow velocity rate of 20 mm/s, was used. In the needle coordinate system, the vessel is at $\phi = 90^\circ$ and $\theta = 0^\circ$. Vessel orientation was then transformed into the probe coordinate system. Details for the experiments are those previously described in Chapter 5.3.

### 6.3.2 Results

As described in section 6.2.2, the value of $\gamma_m$ was increased from 0 to 1 with 0.1 increments. Figure 6.11 shows the comparison of evaluation metrics (precision, recall, $F_1$-score, and hamming loss) as a function of $\gamma_m$, with $ImR = 89.7$. The best $F_1$-score (0.55) was obtained for $\gamma_m = 0.3$, while the best hamming loss (0.024) was obtained for $\gamma_m = 0.2$. At $\gamma_m = 0.4$, the $F_1$-score decreased to 0.52, while the hamming loss became 0.038. However, its recall value was more than 10% higher compared to the recall value for $\gamma_m = 0.3$. Since recall is related to the ability to correctly predict the positive value (a high risk region), the network that was trained using $\gamma_m = 0.4$ despite this value not providing the best hamming loss or $F_1$-score. In the test data sets generated from the simulation, the precision, recall, $F_1$-score and hamming loss of the network were found to be:

- Precision: 0.43
- Recall: 0.78
- $F_1$-score: 0.56
- Hamming loss: 0.035

Figure 6.12 shows an example of the network’s ability to predict the presence and pose of a vessel that was not in a plane perpendicular to the needle insertion axis. The vessel coordinate system was located at $x = 0, y = 0.8, z = -1.8$. The orientation of the vessel was set at $\theta = 120^\circ$ and $\phi = 75^\circ$. The successive perfusion values (A1 to E1 in Figure 6.12a) were generated using simulation by moving the probe coordinate system from $z = 0$ to $z = -1.5$ in -0.3 mm
Figure 6.11: Multilabel network performance evaluation using $F_1$, Precision, Recall, and Hamming Loss as a function of $\gamma$. The blue area in Figure 6.12b shows voxels that were predicted to be occupied by the vessel. The red circles in Figure 6.12b represent actual voxels occupied by the vessel. To ease comparison, the voxels were projected in the $x_p y_p$-plane (Figure 6.12b top) and $x_p z_p$-plane (Figure 6.12b bottom). Starting from Point $C_1$, the network predicted the vessel orientation and position accurately.

The network was then used to predict the "no-go" area based on data from real insertion experiments. In total, there were 40 insertion experiments with each experiment consisting of seven forward insertion sequences (total number of samples: 280). Figure 6.13a shows the perfusion values for the four probes while the probes were advancing toward the vessel at seven example positions ($A_0 - G_0$). The vessel was located at $z = -2.25$, $x = 0$, $y = -0.2$ mm. The red circles represent voxels where the vessel was located, while the blue squares highlight voxels predicted to contain the vessel. At the beginning of the measurements (Point $A_0$), the vessel was inside the detection volume of the sensor; however, the network did not predict this. As explained in section 6.3.1, the reason for the missed detection relates to the fact that the
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**Figure 6.12:** a) An example of simulated perfusion values for a vessel located at \( x = 0, y = 0.8, z = 1.8 \), with \( \theta = 120^\circ \) and \( \phi = 75^\circ \); b) Projection of the actual (red-circles) and predicted (blue-squares) vessel area inside the detection area of the sensors on the \( x_p y_p \)-plane (top) and on the \( x_p z_p \)-plane (bottom), with its corresponding perfusion values (Point A\(_1\) - E\(_1\))

detection volume of the sensor was defined with the maximum detection range for a 0.9 mm vessel. At Point A\(_0\), the vessel location was still out of the the detection range of the probes for a 0.6 mm in diameter vessel. Prediction of the vessel pose, however, is shown to improve with each successive measurement, where, at the end of the insertion (Point G\(_0\)), the entire vessel volume is correctly predicted. The prediction evaluation metrics for the experiments were found to be:

- **Precision:** 0.21
- **Recall:** 0.54
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- $F_1$-score: 0.30

- Hamming loss: 0.078

It should be noted that, if the evaluation metrics were performed only at Point $G_0$, the recall value increased to 0.77, which means a 77% prediction accuracy in the vessel volume at Point $G_0$.

![Diagram showing perfusion values and vessel area projections](image)

**Figure 6.13:** a) Example perfusion values from the insertion experiments. The measurements were taken while the needle was located at $z = 0$ to $z = -1.8$, in $-0.3$ decrements; b) Projection of the actual (red-circles) and predicted (blue-squares) vessel area inside the detection area of the sensors on the $x_pz_p$-plane (top) and on the $x_pz_p$-plane (bottom), with its corresponding perfusion values (Point $A_0$ - $G_0$)
6.4 Discussion

In section 6.2, an LSTM network was used to predict a vessel diameter and position based on successive measurements from a single probe. The confusion matrix in Table 6.2 shows that, in addition to false negatives, there was vessel diameter misclassification as well. The diameter misclassification was predominantly between two classes with a small diameter difference. The misclassification of vessels with a diameter of 0.6 mm into a 0.9 mm diameter vessel, however, was higher compared to misclassification into a 0.3 mm diameter vessel. The reason for this may be because of the probe’s detection range for a 0.6 mm in diameter vessel being closer to the probe’s detection range for a vessel which is 0.9 mm in diameter (Figure 6.3). It should be noted that, here, all vessel diameters were assumed to have the same range of flow velocity rates (10 - 20 mm/s). In future work, the flow velocity range for each vessel diameter could be assigned a different set of values (Piechnik et al. 2008) that should be easier for the network to discriminate.

The results of section 6.2 can be used in conjunction with the algorithm developed in Chapter 4. The vessel diameter and positions can be applied directly to define the vessel pose based on the circle-circle tangent of two or more probes. Moreover, it is not limited to a given pair of tissue and vessel properties and information about the vessel diameter and position can be added to the no-go area information generated using the algorithm developed in Chapter 5.

Even though it is possible to incorporate the prediction achieved with a single probe into the algorithms presented in previous chapters, the assumption that the vessel is in a plane perpendicular to the needle insertion axis might limit its applicability. Therefore, in section 6.3, another LSTM network was trained to predict the vessel pose directly. As can be seen in Figure 6.13, the prediction improves as the needle approaches vessel. This means that, in order to obtain more information about the vessel pose, the insertion may need to continue once a vessel is first detected. Since the prediction area provides information about the position of the vessel in the \( z_p \)-direction when the vessel is first detected (Point-B_0 in Figure 6.13), the maximum insertion length that is required to acquire more vessel information can be determined, as to avoid inadvertent vessel damage.
Figure 6.11 shows that the higher the recall value, the lower the precision value. Since penetrating a vessel during minimally invasive brain surgery can be fatal to the patient, a network with a higher recall value and worse hamming loss and $F_1$-score were chosen. Here, a binary relevance method was used for multi-label learning of an LSTM network, which shows good prediction results. However, binary relevance lacks any label correlation (Zhang et al. 2018). To incorporate label correlation, another network architecture that performs better with spatial and temporal data, such as convolutional LSTM network, might be used (Xingjian et al. 2015).

The goal of the vessel detection in a steerable needle system is to generate a "no-go" area in front of the needle. In section 6.3 the "no-go" area was defined while all of the segments were aligned. Since the PBN is steered by introducing an offset between segments, if the leading segment/s detects a vessel, all of the probes need to be aligned to predict the "no-go" area appropriately. The detection method in Chapter 6.3 can still be performed by storing the position information so that the perfusion measurements from each probe can be sorted according to position, but this could not be explored in the time available.

The results from section 6.2 and 6.3 show that the network can predict information about the vessel even though the optical properties of the tissue differ within a certain range ($\mu_s' : 0.75\pm0.2$ mm$^{-1}$). If the optical properties range varies significantly, for example in the a grey matter phantom compared to a white matter phantom, the network may be unable to identify a generalisation. However, since the tissue greyness can be observed using a laser Doppler system based on the intensity of the detected light (Wardell et al. 2016), light intensity could be added as a further network input to differentiate between white and grey matter.

Even though the networks were trained using simulation data, the results show that these can be used to predict experimental measurements correctly. Use of the simulation data sped up the training process for different probes and needle properties (e.g. LDF with a different wavelength, a different needle size, a different configuration of probe numbers and positions). Consequently, real insertion experiments can be performed in the evaluation stage only, resulting in significant time and effort gains. In this chapter, the vessel was assumed to be static. Previously, a high-resolution material tracking set-up based on Particle Image Velocimetry (PIV) was used to
investigate tool-tissue interactions (Leibinger et al. 2016). By combining this method with a vessel embedded within the sample, the movement of the vessel during insertion could be predicted. This movement prediction could then be applied in the simulation so that the LSTM network would take into account the effect of vessel movement.

6.5 Conclusion

In this chapter, LSTM networks have been used to predict the vessel diameter and position based on successive measurements of a single probe and to predict the vessel pose based on simultaneous measurements from four probes embedded in a 4 mm PBN. Single probe prediction could classify the vessel diameter for unknown vessel and tissue properties with an accuracy of 75%. For the correctly predicted diameter, the position could be accurately predicted with a sub-millimetre error (0.27 mm). The no-go area based on measurements from four probes also shows promising results. After several measurements, the network could predict the pose of the vessel, with an average 77% final overlap between actual and predicted vessel areas. Even though the LSTMs were trained using simulation data, these still perform well in predicting vessel pose from real experiments. In this chapter, the no-go volume in front of the needle captures the full information about the vessel’s pose and diameter, showing a significant improvement over the algorithm developed in Chapter 5.
Chapter 7

Conclusion and Future Work

7.1 Conclusion

This thesis contributes to the field of steerable needles by improving their insertion safety via the development of a sensorisation system that enables the needle to detect the presence of a vessel which cannot otherwise be detected during preoperative imaging. A steerable needle system can follow curvilinear paths within a tissue to avoid anatomical obstacles or to rectify any target misalignment. A biologically inspired programmable bevel-tip needle (PBN) was developed in our group that was specifically designed to perform minimally invasive brain surgery. The multi-segment design of the needle allows the needle to steer in full three-dimensional space by exploiting asymmetric forces acting on the needle tip while changing its offset configuration. Avoiding haemorrhage is still a challenge in minimally invasive brain surgery, where several solutions have been proposed to be implemented in a rigid needle system. Even though a steerable needle system was designed to be able to avoid an obstacle, prior to this thesis, the presence of a vessel that is undetected in preoperative images had not been considered.

This thesis also has a contribution in the manufacturing strategy of the PBN. A PBN with a diameter of 2.5 mm was successfully manufactured using a metal 3D printer machine (Chapter 3.2). A manufacturing strategy was developed based on the manufacturing results of a benchmark part. The benchmark part had key parameters that needed to be optimised: build angle
and distance between support structures. By assessing the benchmark part instead of the real component, the manufacturing strategy was developed in a faster and more systematic way. Even though the metal PBN is too stiff to be used as a steerable needle, the building strategy developed in Chapter 3.2 can be implemented to build any high aspect ratio part.

Our subcontractor has successfully produced a 2.5 mm diameter PBN using a micro-extrusion process from a biocompatible polymer. Since the needle relies on tool-tissue interaction on its tip to steer, a consistent tip angle is required. Using a fixture that was manufactured by a resin-based 3D printer (Chapter 3.3), the bevel tip angle was produced accurately with a high consistency. Even though in Chapter 3.3 two bevel tip angles were produced (30° and 45°), since it was manufactured using a 3D printer, the fixture can be easily modified to produce any bevel tip angle. This flexibility is useful in the development of the PBN to find the optimum bevel tip angle.

To detect a vessel in front of the needle, the PBN sensorisation started with a feasibility study of embedding a forward-looking sensor within a segment (Chapter 4.2). The minimum requirement of the sensor detection range was defined based on the geometry of the 2.5 mm PBN. Since the sensor was located parallel but offset to the central needle axis, a laser Doppler flowmetry (LDF) system was chosen since it has a few millimetre off-axis detection range. An LDF system embedded in a rigid needle was used in the literature to detect a vessel during DBS implantation procedure (Wardell et al. 2016). To fully optimise the capability of a steerable needle system to avoid an obstacle, the sensor should also give information about vessel pose. However, the perfusion value from the LDF system does not give any information about vessel pose and diameter. In this thesis, the investigation to deploy LDF sensors in the PBN resulted in three main findings.

Firstly, in Chapter 4.3, it was found that successive measurements of a single LDF probe, while the needle is advancing, can be used to infer the position of the vessel. Successive measurements were required since many vessel positions resulted in a certain perfusion value. In Chapter 4.3, the perfusion value was assigned to its corresponding positions using a look-up table. Even though the look-up table was only applicable for specific tissue and vessel properties, it gave
valuable insight into the development of the LSTM based vessel detection (Chapter 6.2). In Chapter 6.2, the LSTM network was able to predict the vessel position and diameter with a high accuracy (75% diameter prediction accuracy and 0.27 mm positional RMSE). These predictions were not limited to specific tissue and vessel properties. Even though the performance of the network was highly dependent on the dataset that was used to train the network, the use of simulation in generating the training dataset increased the flexibility to enrich it. Also, even though the network was trained using data from the simulation, Chapter 6.2.2 showed that the network was able to predict the vessel diameter and positions from real experimental data.

The second finding was the requirement to use multiple forward-looking sensors to obtain vessel pose information. This is because, in three-dimensional space, many vessel poses can have the same pair of off-axis and axial distances from the probe. Using the measurements of two LDF probes, Chapter 4.3 introduced the notion of using multiple LDF sensors to reduce the possibility of vessel pose ambiguity. The successive measurements were able to inform the off-axis and axial distance from the vessel to the probe. The off-axis distance was then used to generate a detection circle for each probe. Using an assumption that the vessel was in the perpendicular plane to the insertion axis, vessel poses were reduced to four, using tangent lines between these two detection circles.

In Chapter 4, four LDF sensors were used instead of two to classify the vessel pose. Using the same assumption as in Chapter 4.3 that the vessel was located in the plane perpendicular to the insertion axis, relative measurements from four probes were exploited to classify a "no-go" region in front of the needle (Chapter 5.3). Cross-talk between probes was observed during the characterisation. Since it was difficult to model the cross-talk between these, the measurements were performed by switching the channels one by one. Relative measurements acted like a normalisation so that the classification could be performed for any set of tissue optical properties. Since it relied on relative measurements, each channel was calibrated using motility standard beforehand. The results in Section 5.3 showed that the relative measurements had a very high accuracy in predicting vessel poses (2° angular RMSE and 0.1 mm position RMSE). However, the algorithm developed in Chapter 5 did not provide information about vessel axial distance and vessel diameter.
Chapter 6.3 implemented an LSTM network to define a “no-go” area from successive measurements of four probes. Unlike vessel pose prediction in Chapter 4 and 5, the use of the LSTM network enabled the assumption that the vessel is in a perpendicular plane with the insertion axis to be eliminated. Releasing this assumption increased the applicability of the algorithm in real world scenarios. Similar to Chapter 6.2, the LSTM network in Chapter 6.3 was trained using a dataset generated by simulation. Even though the network did not explicitly give the vessel diameter information and the vessel pose angle and position, it directly gave the area that must not be penetrated by the needle. Evaluation of the network using simulation data gave 73% recall value. Meanwhile, using the data from the real experiment, at the end of the insertion, the network gave 76% recall value. This means that, in the real experiment’s data, 76% of the vessel volume was correctly predicted by the network. The results in Chapter 6.3 suggest that a network with a higher recall value can be achieved by setting a higher weight in predicting the positive value. The increase in recall value, however, will also increase false positives.

The third finding was the effect of using a constant insertion speed on the perfusion value measurement of an LDF sensor. During insertion, the tissue in front of the needle tip was displaced. This tissue displacement increased the background perfusion value of the LDF system (Chapter 5.2). Using a robotic system to perform the insertion, a constant insertion speed resulted in a constant background perfusion value. The experiments in the grey matter phantom showed that the faster the insertion speed, the higher the background perfusion value. Using 0.2 mm/s insertion speed, experiments described in Chapter 5.2 demonstrated that the vessel in front of the probe could still be predicted by observing the monotonically increasing perfusion value. The use of continuous insertion instead of incremental insertion, as in Wardell et al. (2016), could reduce the time to perform the surgical procedure.

In addition, the sensorisation method developed here can be applied to other steerable needle systems. The concept of using forward-looking sensors in a steerable needle can increase the safety of steerable needle insertion in general. Also, the successive measurements combined with multiple forward-looking sensors to get vessel pose information are not limited in the use of a Laser Doppler flowmetry system. This concept may be translated into other laser-based
systems that lack quantitative data from the vessel, such as remission spectroscopy (Markwardt et al. 2017) and CGD (Liang et al. 2013).

### 7.2 Limitations and Future Work

There are several limitations to the research presented in this thesis. These limitations and future work are discussed in this section.

The blood flow velocity rate was set at a constant value during the experiments. However, there are cardiovascular oscillations such as heartbeat, respiration, and Mayer waves that affect the blood flow velocity rate (Yücel et al. 2016). These oscillations frequencies are ranging from 0.0095 Hz to 2 Hz (Kvernmo et al. 1998). To achieve a more realistic vessel phantom, these oscillations could be mimicked during the experiments using a programmable syringe pump. The change in the blood flow velocity rate could also be simulated to generate the training dataset for the LSTM network so that the model could take into account these oscillations.

All of the experiments were performed in a controlled environment using tissue phantoms. As future work, experiments can be performed in *ex-vivo* brain tissue while still using the vessel phantom. The vessel phantom that was used during the experiments had a reduced scattering coefficient of 1.8 mm\(^{-1}\) that was close to the scattering coefficient of human blood (Friebel et al. 2006). However, the absorption coefficient of the blood vessel phantom (\(\mu_a\): 0.015 mm\(^{-1}\)) was less than the absorption coefficient of human blood (\(\approx 0.3\) mm\(^{-1}\)). To increased \(\mu_a\), India ink could be added into the phantom (Flock et al. 1992). Experiments could also be performed using human blood if required.

During the insertion experiments in Chapter 5 the 4 mm PBN was used instead of the 2.5 mm PBN. The reason for using the 4 mm PBN was due to the size limitation of the commercially available LDF probe. In the setup presented in this thesis, the LDF probe consisted of two optical fibres, each of which with a 0.3 mm diameter. Up to 60 mm from the tip of the probe, the cladding of each fibre was stripped, which reduced its diameter to 0.15 mm. The total diameter of the probe tip was 0.3 mm while the diameter of the rest of the probe was 0.6
mm. Since stripping the cladding can be performed accurately only at a certain length (60 mm for example), the current sensor is not suitable to be embedded in the 2.5 mm diameter PBN that has a 0.3 mm diameter working channel. The cladding removal also results in a more brittle fibre that is easily broken. In future work, a collaboration with the LDF manufacturer (Oxford Optronix ltd., Abingdon, Oxford, UK) will be established to produce a probe with a smaller diameter (e.g. using optical fibres with a diameter of 0.125 mm to build the probe (FIP100110125, CM Scientific, Silsden UK)).

The maximum off-axis detection range for the current LDF probe was 2.5 mm for a 0.9 mm vessel diameter at a flow velocity rate of 20 mm/s (Chapter 6). The detection range of the LDF probe increases with an increase of the separation distance between fibres (Larsson et al. 2002). Larsson et al. (2002) also showed that the lower the reduced scattering coefficient or absorption coefficient, the deeper the detection range of the sensor. In the wavelength range of 670 nm - 1064 nm, the reduced scattering coefficient of the human grey and white matter decreases with the increase in the wavelength (Yaroslavsky et al. 2002). Since the fibre separation distance is constrained by the diameter of the working channel, a longer wavelength can be used to improve the probe detection range.

The laser Doppler monitor that was used has a maximum dynamic range of 20 mm/s, as can be seen in the results of Chapter 5.2. An artery with a diameter of \( \approx 1 \) mm could have a flow velocity of up to 150 mm/s (Piechnik et al. 2008). This flow velocity is much higher than the dynamic limit of the LDF monitor. Therefore, the development of an LDF monitor that has a higher dynamic range is required. A higher dynamic range can be achieved by using a higher data acquisition rate (Liang et al. 2013). Liang et al. (2013) calculated that using a 1,300 nm wavelength with a 400 kHz sampling rate could increase the maximum Doppler velocity detection range to 130 mm/s.

To avoid the cross-talk between each probe while recording the perfusion value in front of the needle, measurements were conducted by activating each channel in turn. Currently, the switching was performed manually. Therefore, a four-channel system with the ability to switch the readings from each channel to avoid inter-channel cross-talk should be developed. Also, a
digital communication interface to enable two-way data exchange between the Doppler system and needle controller is required. The switching strategy could also be developed so that the switching is only performed by activating the illumination lights in turn, while all the detectors are always active. Using this switching strategy, the illumination light from one probe could be detected by all four detectors. Since the distance between each detection fibre to the illumination fibre is different, depth discrimination could be performed (Liebert et al. 1998).

During the perfusion value simulations, the vessel was simulated in a plane perpendicular to the sensor axis due to software limitations. In the experiments, the vessel was located at a $5^\circ$ angle with respect to the perpendicular plane. Nonetheless, the comparison between the experimental values and simulation values showed good agreement. Therefore, in Chapter 6, it was assumed that the simulated perfusion value for a probe was only a function of axial and off-axis distance (equation 6.22 and 6.21). To investigate the accuracy of this assumption, experiments might be performed to measure the perfusion value for a vessel with a high tilt angle.

Total light intensity (TLI) in the detector can be used to determine tissue greyness. Therefore, it can be used to define whether the probe is inside grey matter or white matter (Wàrdell et al. 2016). In this thesis, the TLI data from the LDF system have not been used in conjunction with the perfusion value measurements. Also, even though dynamic characterisation was investigated in Chapter 5.2, the increase of background perfusion value was not implemented in the LSTM network developed in 6. PIV measurements can be used to investigate the velocity distribution in front of the needle (Leibinger et al. 2016). Using Monte-Carlo simulation, these velocity distributions can be used to model the effect of the insertion speed on the background perfusion value. During the study in this thesis, it was assumed that the vessel was static. The PIV measurements could also be used to investigate the movement of the vessel during needle insertion. As future work, TLI measurements, background perfusion value addition, and vessel movement could be taken into account while developing the LSTM network.

Finally, the high-risk area that was predicted using the LSTM network developed in Chapter 6.3
was not used to update the obstacle map in the global coordinate system. Therefore, a method to update the obstacle map in the global coordinate system and subsequent development of a suitable obstacle avoidance algorithm would need to be investigated. Also, the network only used the input from successive perfusion values and movement directions without using any information about the voxel state from pre-operative images and the updated voxel states from the measurements. To incorporate this information, a network that can capture spatiotemporal information, such as a Convolution-LSTM (Xingjian et al. 2015), could be adopted.
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