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ABSTRACT 

 

Obtaining a clear understanding of the elastic properties and overall responses of woven 

composites is a significant prerequisite for cost-effective design of these materials. Such 

an understanding is often achieved via developing unit cell (UC) models using analytical 

or the FEM-based approaches, which leads to either the problem of a reduced accuracy, 

resulting from the analytical nature, or the concern of high complexity, associated with 

using elements. The aim of this work is to simultaneously address the above concerns by 

developing a meshfree-based UC modelling approach to predict the elastic properties and 

overall responses of woven composites. Specifically, high-fidelity UC models have been 

developed to describe the internal architecture of woven composites, which addresses the 

accuracy problem in analytical approaches. Also, meshfree methods have been employed 

to implicitly implement the UC models, eliminating the complexity problem in the FEM-

based approaches. For predicting the overall responses, constitutive modelling has been 

performed for the constituents of woven composites, with a viscoplasticity-based model 

being selected to describe the nonlinear and rate-dependent behaviour of polymer matrix 

and Weibull function based formulations being proposed to identify the damage of yarn 

material. Furthermore, in-house computer programs implementing the UC models, the 

constitutive models and the meshfree methods have been coded, and numerical examples 

have been conducted for predicting the elastic properties and overall responses of woven 

composites. It has been demonstrated that the meshfree predictions agree well with the 

experimental results and the data in the literature, validating the proposed approach. The 

significance of this work is that it eliminates the problems in traditional approaches and 

meanwhile extends the capability of the UC modelling methodology from homogenising 

only the elastic properties in the normal directions to predicting the elastic properties and 

overall responses of woven composites in both the normal and off-axis directions. 
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𝐂𝑔 Elasticity matrix of yarn material in the GCS 

𝐂(𝜔) Damaged elasticity matrix of yarn material 

𝐷0 Maximum inelastic strain rate 

𝐸m Young’s modulus of matrix material 

𝐸L Longitudinal Young’s modulus of yarn material 

𝐸L0 Longitudinal Young’s modulus of yarn material at reference strain rate 

𝐸T Transverse Young’s modulus of yarn material 

𝑓𝑖aB Failure function of failure mode 𝑖aB = 1fT, 1fC, 2mC, 2mS, 3mC, 3mS 

𝐺m Shear modulus of matrix material 

𝐺LT Longitudinal-transverse shear modulus of yarn material 

𝐺TL Transverse-longitudinal shear modulus of yarn material 

𝐺TT Transverse shear modulus of yarn material 
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𝐽2 The second invariant of the overstress 

𝑛r Material constant of the viscoplasticity-based model 

𝑞 Hardening rate of matrix material 

𝐑 Rotation matrix 

𝑆LT Longitudinal-transverse shear strength of yarn material 

𝑆TT Transverse-longitudinal shear strength of yarn material 

𝑆TL Transverse shear strength of yarn material 

𝑆𝑖𝑗 Deviatoric stress tensor or component 

𝐒 Inverse of elasticity matrix 

𝐒m Inverse of elasticity matrix of matrix material 

𝐒𝑙 Inverse of elasticity matrix of yarn material in the LCS 

𝐒𝑔 Inverse of elasticity matrix of yarn material in the GCS 

𝐒(𝜔) Inverse of damaged elasticity matrix of yarn material 

𝐒d(𝜔) Direct part of 𝐒(𝜔) 

𝐒s(𝜔) Shear part of 𝐒(𝜔) 

𝐓 Transformation matrix of the equivalence approach 

𝐓𝑖 Transformation matrix of the 𝑖th equivalent domain, 𝐷𝑖 

𝐓𝜀
𝑔|𝑙

 Transformation matrix for strain from the LCS to the GCS 

𝐓𝜀
𝑙|𝑔

 Transformation matrix for strain from the GCS to the LCS 

𝐓𝜎
𝑔|𝑙

 Transformation matrix for stress from the LCS to the GCS 

𝐓𝜎
𝑙|𝑔

 Transformation matrix for stress from the GCS to the LCS 

𝐓𝑐
𝑔|𝑙

 Transformation matrix for elasticity matrix from the LCS to the GCS 

𝐓𝑐
𝑙|𝑔

 Transformation matrix for elasticity matrix from the GCS to the LCS 

𝑣m Poisson’s ratio of matrix material 

𝑣LT Longitudinal-transverse Poisson’s ratio of yarn material 

𝑣TL Transverse-longitudinal Poisson’s ratio of yarn material 

𝑣TT Transverse Poisson’s ratio of yarn material 

𝑋T Longitudinal tensile strength of yarn material 

𝑋C Longitudinal compressive strength of yarn material 

𝑌T In-plane transverse tensile strength of yarn material 

𝑌C In-plane transverse compressive strength of yarn material 
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𝑍T Out-of-plane transverse tensile strength of yarn material 

𝑍C Out-of-plane transverse compressive strength of yarn material 

𝑍0 Initial hardness of matrix material 

〈 〉 Volume average operator or the Macaulay brackets 

 

Symbols for meshfree methods 

𝛼s Support domain scaling coefficient 

𝜶(𝒙) Vector of unknown coefficients 

Γ Boundary 

𝛿 Differentiation operator 

𝜻 Intermediate vector for shape function derivatives 

𝜂 Free parameter of the RBF method 

𝜃 Free parameter of the RBF or MK method 

𝝀 Periodicity vector 

𝝃 Difference vector of displacements 

𝝃̇ Difference vector of velocities 

𝝃̈ Difference vector of accelerations 

𝛱 Total potential energy 

𝜌 Density 

𝝓 Shape function vector 

𝝓,𝑖 First-order partial derivative of 𝝓 

𝝓,𝑖𝑗 Second-order partial derivative of 𝝓 

𝚽 Shape function matrix 

𝚽𝐼 Nodal shape function matrix 

Ω Domain 

ℒ Lagrangian function 

𝑎0 Free parameter of the RBF or MK method 

𝑎1 Free parameter of the RBF or MK method 

𝑎2 Free parameter of the RBF or MK method 

𝑎3 Free parameter of the RBF or MK method 
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𝐴s Estimated support domain area 

𝐀(𝒙) MLS weighted moment matrix 

𝒃 Body force vector 

𝒃𝐼(𝒙) 𝐼-th vector of moment matrix 𝐁 

𝐁 Strain matrix or moment matrix of the RBF or MK method  

𝑑c Average nodal spacing 

𝑑c𝑥 Average nodal spacing in X direction 

𝑑c𝑦 Average nodal spacing in Y direction 

𝑑c𝑧 Average nodal spacing in Z direction 

𝑑𝐼 Distance between node 𝒙𝐼 and the point of interest 𝒙 

𝑑s Size of support domain 

𝐷s Estimated support domain distance 

𝑭e External force vector 

𝑭b External body force vector 

𝑭i Internal force vector 

𝑭t External traction force vector 

𝒈 Intermediate vector of the MK method 

𝑮 Correlation matrix of the MK method 

𝐈0 Identity matrix 

𝐊 Discretised stiffness matrix 

𝐋 Differential operator 

𝑚 Number of polynomial terms 

𝐌 Global or consistent mass matrix 

𝐌L Lumped mass matrix 

𝑛 Number of support nodes 

𝑛A Number of field nodes within 𝐴s 

𝑛D Number of field nodes within 𝐷s 

𝑛V Number of field nodes within 𝑉s 

𝑛F𝑥 Number of field nodes in X direction 

𝑛F𝑦 Number of field nodes in Y direction 

𝑛F𝑧 Number of field nodes in Z direction 

𝑛C𝑥 Number of background cells in X direction 
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𝑛C𝑦 Number of background cells in Y direction 

𝑛C𝑧 Number of background cells in Z direction 

𝑁 Total number of field nodes 

𝑁F Total number of field nodes 

𝑁C Total number of background cells 

𝒏 Unit outward normal vector 

𝒏+ Unit outward normal vector 

𝒏− Unit inward normal vector 

𝑝 Order of polynomial basis function 

𝒑(𝒙) Polynomial basis function 

𝑞 Free parameter of the RBF method 

𝑅𝑚𝑙𝑠 Weighted residual of the MLS method 

𝒓(𝒙) Vector of radial basis functions 

𝐑 Moment matrix of the RBF method 

t time 

𝑇 Kinematic energy 

𝒕 Traction force vector 

𝑢ℎ Approximated field variable 

𝑈 Elastic strain energy 

𝒖 Displacement vector of a field node or an integration point 

𝒖̇ Velocity vector of a field node or an integration point 

𝒖̈ Acceleration vector of a field node or an integration point 

𝒖s Displacement vector of the field nodes in a local support domain 

𝒖̇s Velocity vector of the field nodes in a local support domain 

𝑼 Displacement vector of all field nodes in the whole problem domain 

𝑼̇ Velocity vector of all field nodes in the whole problem domain 

𝑼̈ Acceleration vector of all field nodes in the whole problem domain 

𝑉s Estimated support domain volume 

𝑊 Work associated with external forces 

𝑊(𝒙) Weighted function 

𝒙 Point of interest 

𝑍(𝒙) Stochastic term of the MK method 
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Symbols for unit cells and PBCs 

𝛾 Load reversal factor 

𝛾𝑖 Load reversal factor corresponding to the 𝑖th equivalent domain, 𝐷𝑖 

𝜃0 Geometry parameter of the 3D woven normal mUC 

𝜃binder Undulation angle of binder yarn 

𝜃fill Undulation angle of fill yarn 

𝜃warp Undulation angle of warp yarn 

𝜃A Geometry parameter of the 3D woven off-axis mUC 

𝜃B Geometry parameter of the 3D woven off-axis mUC 

𝜆 Dimensionless parameter of mUC models 

𝜆b Ratio parameter of the binder yarn of the 3D woven mUC 

𝜆fa Ratio parameter of the lower or upper fill yarn of the 3D woven mUC 

𝜆fb Ratio parameter of the middle layer of fill yarn of the 3D woven mUC 

𝜆w Ratio parameter of the warp yarn of the 3D woven mUC 

𝐻 Height of normal or off-axis mUC models 

𝐻b Thickness of the binder yarn of the 3D woven mUC 

𝐻fa Thickness of the lower or upper fill yarn of the 3D woven mUC 

𝐻fb Thickness of the middle layer of fill yarn of the 3D woven mUC 

𝐻w Thickness of the warp yarn of the 3D woven mUC 

𝐿 Length of normal mUC models 

𝐿o Length of off-axis mUC models 

𝑚0 Geometry parameter of the 3D woven normal mUC 

𝑝A Geometry parameter of the 3D woven off-axis mUC 

𝑝B Geometry parameter of the 3D woven off-axis mUC 

𝑠0 Geometry parameter of the 3D woven normal mUC 

𝐓 Transformation matrix of the equivalence approach 

𝐓𝑖 Transformation matrix of the 𝑖th equivalent domain, 𝐷𝑖 

𝑣yarn Volume fraction of yarn material 

𝑣yf Intra-yarn fibre volume fraction 

𝑊 Width of normal mUC models 

𝑊o Width of off-axis mUC models 
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Abbreviations 

ASTM American Society for Testing and Materials 

BEM Boundary element method 

CDM Continuum damage mechanics 

CFRP Carbon fibre-reinforced polymer 

CLT Classical laminate theory 

DBC Derivative boundary condition 

DEM Diffuse element method 

ECS Equivalent coordinate system 

EFGM Element-free Galerkin method 

FDM Finite difference method 

FEA Finite element analysis 

FEM Finite element method 

FPM Finite point method 

FRP Fibre-reinforced polymer (or fibre-reinforced plastic) 

FVF Fibre volume fraction 

GCS Global coordinate system 

GFRP Glass fibre-reinforced polymer 

GRF Gaussian radial function 

LCS Local coordinate system 

LRBF Logarithmic radial basis function 

LRPIM Local radial point interpolation method 

MK Moving kriging 

MLPGM Meshless local Petrov-Galerkin method 

MLS Moving least squares 

MQF Multiquadric function 

MSE Mean squared error 

mUC Minimum unit cell 

ODE Ordinary differential equation 

PBC Periodic boundary condition 

PDE Partial differential equation 

RBF Radial basis function 
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RKPM Reproducing kernel particle method 

RPIM Radial point interpolation method 

rUC Reduced unit cell 

RVE Representative volume element  

SHPB Split Hopkinson pressure bar 

SPHM Smooth particle hydrodynamics method 

TPSF Thin plate spline function 

VBO Viscoplasticity theory based on overstress 
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CHAPTER 1: INTRODUCTION 

 

1.1 Background and literature review 

1.1.1 General background 

Fibre-reinforced polymers (FRPs), also referred to as fibre-reinforced plastics, are a class 

of composite materials made from a polymer matrix reinforced with fibres, such as carbon 

fibres, glass fibres and aramid fibres. The polymer matrix, which is generally low in 

density and strength, supports fibres and binds them together in the transverse directions, 

whereas the fibre reinforcement in return enhances the mechanical properties of the 

composites in the fibre direction. Compared to traditional materials, such as metals, the 

combination of the low-density polymer matrix and the high strength fibres offers FRP 

composites many advantages, such as a high strength-to-weight ratio, a high stiffness-to-

weight ratio, the ability to be tailored to obtain enhanced properties in target directions, 

an improved corrosion resistance [1]. 

These desirable features have made the applications of FRP composites expanding from 

initially technology-intensive industries such as aerospace and military to today almost 

every field. The rapid expansion of FRP composites is accompanied by extensive research 

on experimentally characterising the mechanical behaviour of these materials. Therefore, 

many standardised experimental techniques have been developed to identify the static or 

quasi-static material properties of FRP composites. For example, the American Society 

for Testing and Materials (ASTM) has developed for polymer matrix composites a variety 

of standard test methods including ASTM D3039 [2] for measuring tensile properties, 

ASTM D3410 [3] and D6641 [4] for conducting compression tests with unsupported 

gauge section with shear loading and using a combined loading compression test fixture, 

ASTM D4255 [5] and D5379 [6] for obtaining shear properties by utilising the rail shear 

method and the V-notched beam method, and ASTM D7264 [7] for measuring flexural 

properties. Also, since FRP composites can be exposed to not only static applications but 



1.1 Background and literature review  

2 

 

also to dynamic loading scenarios, numerous experimental studies have been conducted 

and a variety of experimental techniques have been established to determine the material 

properties and overall responses of FRP composites subjected to various dynamic loading 

conditions, including 1) low velocity impact, where the strain rate is typically in between 

10-3/s and 102/s and servo-hydraulic or drop-weight test machines are often used [8-13]; 

2) crash, where the strain rate can reach 102/s ~ 104/s and split Hopkinson pressure bars 

(SHPBs) can be utilised [14-25]; and 3) ballistic impact or explosion, where the strain 

rate is generally higher than 104/s and gas guns are often employed [26-30]. Furthermore, 

micromechanical test methods [31-37] such as the fibre pull-out/push-out and single fibre 

fragmentation techniques have been developed to characterise the fibre-matrix interface 

behaviour of FRP composites. 

In addition to the development of experimental techniques, numerous theories, analytical 

methods and predictive models have been proposed to further our understanding of FRP 

composites from a mechanics point of view. For instance, analytical theories such as rules 

of mixtures and the classical laminate theory (CLT) have been established for predicting 

the elastic properties and analysing the stress or strain of unidirectional laminates. Also, 

many predictive models have been developed to identify the nonlinear, rate-dependent 

deformation of the polymer matrix in composites or that of the composite material as a 

whole [38-45]. Extensive research studies have been also conducted on characterising the 

complicated failure modes and mechanisms in FRP composites, such as matrix cracking 

[46-49], fibre kinking [50-62], delamination [63-72], matrix/fibre interface debonding 

[73-80] and progressive damage [81-84]. 

However, most of the existing experimental techniques, analytical theories and predictive 

models have been mainly designed for unidirectional FRP composites, and surprisingly, 

textile FRP composites have received much less attention even though these materials 

offer many advantages, such as a reduced notch sensitivity, a better impact resistance, an 

improved fracture toughness, a better drapability and lower fabrication costs, compared 

to their unidirectional counterparts. Admittedly, most of the experimental techniques that 

are initially designed for evaluating the overall behaviours of unidirectional composites 

are still applicable to textile composites. However, the analytical theories and numerical 

models that have been developed for unidirectional composites generally cannot be 

applied to textile composites owing to the significant difference in the internal geometries 
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of the two classes of composites. For example, it is very common to use different rules of 

mixtures to approximate the elastic properties of unidirectional composites based on the 

material properties and the volume fractions of the individual constituents; however, the 

exceptionally complex architecture of the fabric reinforcement in textile composites 

makes rules of mixtures totally collapse for evaluating the elastic properties. In sum, the 

understanding of textile FRP composites, from a modelling point of view, is not nearly 

as well-established as is the case of unidirectional FRP composites, and also the current 

methodologies for designing textile FRP composite structures are still largely based on 

time-consuming and sometimes financially prohibitive experiments or empirical trials. In 

the following two sections, a literature review will be conducted from the perspectives of 

both the elastic property prediction and the overall response prediction of textile FRP 

composites. 

1.1.2 Elastic property prediction 

 

Figure 1.1: CLT-based idealisation of woven fabric composites [85] 

To accurately predict the elastic properties of textile FRP composites, the main concern 

is how to effectively and efficiently account for the highly complex architecture of the 

fabric. However, the highly complex nature of textile composites makes it impractical to 

develop predictive models at the structure scale since modelling all the yarns within the 

composite structure would require unaffordable computational time and costs. To save 

time, the current methodology is mainly based on the concept of unit cell (UC), which is 

a small unit or region whose properties and response can be utilised to represent those of 
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the composite material. The UC modelling methodology typically involves three steps. 

First, a UC is identified by considering the periodicity of the composite material and the 

geometries of the constituents are explicitly modelled based on the UC. Then, the elastic 

behaviours of both the polymer matrix and the yarn material are modelled separately 

using material models such as the generalised Hooke’s law. Lastly, based on the geometry 

and elasticity models of the constituents, the volume average stress and strain of the UC 

can be obtained for any prescribed boundary condition (typically in the form of applying 

displacement constraints to boundary nodes). By combining the volume average strain 

with the volume average stress of the UC, the effective (or homogenised) elastic constants 

and consequently the elastic properties of the composite material can be calculated. 

The research on predicting the elastic properties of textile composites was pioneered by 

Ishikawa and Chou [85-88], Whitney and Chou [89], and Naik and Shembekar [90-92]. 

In their work, they focused on adapting the CLT to idealise textile composites as an 

assemblage of laminate plates arranged in parallel and/or series manners (see Fig. 1.1). 

Due to the use of such an idealisation, these CLT-based models allow for the development 

of analytical equations that are capable of efficiently calculating the elastic properties of 

textile composites. However, the analytical nature of the CLT-based models introduces a 

limitation, which is that the internal architecture of textile composites is oversimplified 

and thus the accuracy of the prediction may not be always guaranteed. 

Because of the recent development in computer technology and computational methods 

such as the finite element method (FEM), several numerical models have been proposed 

for predicting the elastic properties of textile composites. Notable examples include those 

developed by Chung and Tamma [93], Wen and Aliabadi [94] and Bacarreza et al. [95] 

for plain woven composites, by Ng et al. [96], Whitcomb and Tang [97] and Dixit et al. 

[98] for twill woven composites, and by Tan et al. [99], Lee et al. [100] and Bogdanovich 

[101] for three-dimensional (3D) orthogonal woven composites. In these numerical UC 

models, the internal architecture of textile composites including the cross-section and 

waviness of yarns is considered in detail. More sophisticated models have also been 

developed by Lomov and co-workers [102, 103], Hallett and co-workers [104-107] and 

Durville [108, 109], where the effect of fabric compaction and/or layer interaction in the 

material properties of textile composites are taken into account, apart from considering 

the internal architecture. 
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As the models outlined above account for the internal architecture in detail, they can 

predict the elastic properties of textile FRP composites with high accuracy. However, a 

concern of using the existing numerical models is that most of them are designed to be 

implemented using the standard FEM, requiring additional efforts in explicitly building 

the highly complex geometries for the individual constituents and discretising them using 

high-quality elements and meshes, see Fig. 1.2 for example. Furthermore, the detailed 

modelling of the internal features of textile composites poses an increased complexity for 

assigning the material properties for the constituents, particularly, the ever-changing 

material orientations for the yarns, see Fig. 1.3 for example. Although the above problems 

might be addressed using pre-processing toolkits for textile composites, such as WiseTex 

[110, 111], which is developed by the Composites Materials Group at the University of 

Leuven, and TexGen [112-114], which is developed by the Composites Research Group 

at the University of Nottingham, it is still of both academic and practical interests to 

bypass these problems whenever possible. 

               

Figure 1.2: Complex constituent geometry & mesh design in 3D composites [95] 

 

Figure 1.3: Ever-changing material orientations in the yarns [115] 
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1.1.3 Overall response prediction 

Apparently, addressing the above concerns contributes to a better understanding of textile 

composites in terms of their elastic properties or behaviours. However, obtaining a clear 

understanding of textile composites requires predicting not only the elastic properties but 

also the overall response in the inelastic regime. In addition, it is sometimes desirable to 

obtain an understanding of how the individual behaviour (e.g. the nonlinear behaviour of 

the polymer matrix) of each constituent contributes to the overall response of the whole 

composite structure. Compared to the former, which involves only the prediction of the 

elastic properties, the latter remains a significant challenge. 

Recently, however, several detailed studies have been performed to predict the overall 

response of textile FRP composites. The modelling methods utilised in these studies can 

be largely classified into two categories, namely, macromechanics-based approaches and 

micromechanics-based approaches. When utilising macromechanics-based approaches, a 

textile composite material is often assumed to be a smeared, homogenous and orthotropic 

material, and its response is characterised in an average sense without considering the 

behaviours or responses of the constituents separately. Also, the initiation of damage in 

composites is determined using failure criteria, and the damage propagation is identified 

phenomenologically using damage variables. In many cases, the inelastic response of the 

composites is assumed to be the result of damage development. Based on the technique 

that is used to model damage evolution, macromechanics-based approaches can be further 

divided into continuum damage mechanics (CDM)-based approaches and energy-based 

approaches. The main difference between the two types of approaches is that the former 

models the damage evolution in textile composites based on strain softening techniques, 

while the latter using energy terms. 

A notable example of using CDM-based approaches is the model jointly developed by 

Materials Science Corporation [116] and the University of Delaware [117]. Adapting 

from the strain softening theory proposed by Matzenmiller et al. [118], this model has 

been incorporated into the commercially available finite element software LY-DYNA as 

a user material model termed as MAT162. This material model was later adopted with or 

without modifications by some researchers [13, 119-121] to perform impact simulations 

of woven composites. Typical examples of using energy-based approaches include the 
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models proposed by Jenq et al. [122], Schwer and Whirley [123], Iannucci [124], Iannucci 

and Willows [125, 126] and Naik et al. [127, 128]. As both CDM-based and energy-based 

approaches model composites in an average sense, they are very efficient and suitable for 

the prediction of the overall response of textile composites even at the structure scale. 

However, the main disadvantage is that the detailed responses and failure characteristics 

of the individual constituents cannot be effectively captured. 

As opposed to macromechanics-based approaches, micromechanics-based approaches 

are essentially based on the UC methodology since they model textile composites at least 

at the constituent scale, where both the yarn phase and the polymer matrix are addressed 

explicitly and separately. If the overall properties or response evaluated at the constituent 

scale are used as inputs for coarse scales such as the macroscopic scale, they become 

multiscale approaches. It should be noted that the modelling of a micromechanics UC 

here is different from that in the case of predicting elastic properties. This is because to 

ensure an accurate prediction of the overall response the constitutive behaviours of the 

individual constituents must be modelled both in the elastic and inelastic regimes, 

whereas in the case of predicting the elastic properties the behaviours of the constituents 

need to be accounted for only in the elastic regime. 

Based on the manner of modelling a UC, micromechanical-based approaches can be 

further classified into analytical approaches and the FEM-based approaches [129]. In 

analytical approaches, the geometries of the constituents in a UC are modelled with 

different levels of simplifications, typically using simple blocks. Based on the simplified 

UC and the material models for the polymer matrix and the yarns, the volume average 

stress of the UC can be correlated using analytical equations with the stresses and strains 

of the constituents and consequently with the macroscopic strain prescribed to the UC. 

For a prescribed history of macroscopic strains, a history of the volume average stresses 

of the UC can be calculated using the analytical equations, leading to the overall response 

of the composites of investigation. Recently, analytical approaches have been adopted by 

some researchers to develop multiscale models for the finite element analysis (FEA) of 

textile composites. A notable example can be found in Aminjikarai and Tabiei [130], 

where they extended a micromechanics model developed by Tanov and Tabiei [131] 

originally for predicting the elastic properties of plain woven composites. In the extended 

model, the UC was simplified as an assemblage of four subcells with each subcell 
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representing the warp and fill yarns, the pure matrix and the yarn-matrix mixed parts (see 

Fig. 1.4). Iso-strain boundary conditions were applied to the full-size UC to calculate the 

homogenised response, which was subsequently utilised to represent the response of the 

corresponding material point of the composite structure. This model was later adapted by 

both Bacarreza et al. [132] and Raimondo and Aliabadi [133] for multiscale progressive 

damage analysis of plain woven composites. Some other analytical models have been also 

developed by Tabiei and co-workers [134-136] for plain woven composites and by Sun 

et al. [137] for 3D orthogonal woven composites. Similar to the analytical methods used 

for predicting the elastic properties (e.g. the CLT-based approaches), as discussed in 

Section 1.1.2, the main advantage of the analytical approaches that have been developed 

for predicting the overall response of textile composites is their exceptional efficiency, 

whereas the main concern is a reduced accuracy originated from the simplifications that 

are needed to model the geometries of the constituents. 

  

Figure 1.4: Analytical UC model developed by Tanov and Tabiei [112] 

In contrast to analytical approaches, the FEM-based approaches explicitly model the 

geometries of the individual constituents with high fidelity. Several predictive models 

based on such approaches have been developed for predicting the response of textile 

composites under different loading conditions [138-143]. A common feature of the FEM-

based approaches is that both the waviness and cross-section of the yarns are usually 

modelled sophisticatedly, allowing these approaches to effectively capture the detailed 

information of the individual constituents (e.g. stress concentration in the constituents, 

damage distribution in the yarns and the debonding between the polymer matrix and the 

yarns). Clearly, the capability of the FEM-based models in terms of capturing the detailed 

information is a significant advantage over the models developed based on analytical 
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approaches. However, the main disadvantage of such models is again the complexities 

associated with explicitly building the detailed geometries, discretising the constituents 

with high-quality elements and meshes, and assigning the ever-changing orientations for 

the yarns. 

1.2 Research aim and methodology 

1.2.1 Research questions 
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Figure 1.5: Summary of the existing approaches for modelling textile composites 

The previous section briefly reviews the research studies that have been conducted on the 

topic of predictive modelling of the elastic properties and mechanical response of textile 

FRP composites. An examination of these studies suggests that the current methodologies 

(either for predicting the elastic properties or the overall response of textile composites) 

mainly takes the so-called UC modelling methodology, with a UC being modelled based 

on either analytical approaches or the FEM-based approaches, as summarised in Fig. 1.5. 

In the case of using the UC modelling methodology for predicting the elastic properties 

of textile composites, it typically takes three steps, which consist of 1) defining a UC and 

modelling the geometries of the constituents, 2) modelling the elastic behaviours of the 
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constituents, and 3) prescribing an appropriate boundary condition to the UC to calculate 

the volume average quantities (e.g. stress) of the UC. In the case of predicting the overall 

response based on the UC modelling methodology, it also takes three similar steps. One 

of the differences is in the second step, where both the elastic and inelastic behaviours of 

the constituents must be modelled. The other difference is in the third step, where a history 

of boundary conditions must be enforced to the UC to calculate the history of the volume 

average quantities. 

In addition to the above general conclusions, it can be revealed from the literature review 

that the main problem of using analytical approaches (which are generally simple and 

thus efficient) is a reduced accuracy resulting from the geometry simplifications required 

to implement the analytical nature, while the concern of using the FEM-based approaches 

(which are generally sophisticated and therefore accurate) is the time-consuming pre-

processing required to explicitly address the highly complex geometry modelling. What 

we can also conclude after analysing the two categories of modelling approaches is that 

the pursuit of simplicity in developing predictive models for textile composites seemingly 

has to be compromised by a reduced accuracy, while the pursuit of accuracy seemingly 

has to be accompanied by an increased complexity or a reduced simplicity. Thus, one of 

the most critical questions in modelling textile composites is: 

Is it possible and how can it be possible to develop an approach which is able 

to combine the advantages of analytical and the FEM-based approaches (i.e. 

simplicity and accuracy) and address the two inherently concerns existing in 

the two types of approaches (i.e. reduced accuracy and high complexity) for 

predicting the elastic properties and overall response of textile composites – 

in other words, is it possible and how can it be possible to develop an accurate 

but simple approach for modelling textile composites? 

By taking a closer examination of the published research, it can also be found that most 

of these studies have focused on developing models for predicting the elastic properties 

of textile composites in the fibre directions (e.g. the warp direction) and no much attempt 

has been made to predict the elastic properties in off-axis directions (e.g. 45° to the warp 

or weft direction). In addition, it should be noted that most of the existing studies on 

predicting the overall response of textile composites have been essentially based on large 
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composite structures, which requires expensive computational costs, rather than utilising 

UCs only, which is computationally efficient. Thus, another critical research question in 

modelling textile composites is: 

 Is it possible and how can it be possible to develop an approach within the 

framework of the UC modelling methodology to predict the elastic properties 

and the overall response of textile composites in not only the normal but also 

the off-axis directions? 

1.2.2 Research aim and scope 

In response to the above two research questions, the aim of this research is to develop 

within the framework of the UC modelling methodology a novel approach that is capable 

of addressing the problem of a reduced accuracy in analytical approaches and meanwhile 

eliminating the complex and time-consuming pre-processing required in the FEM-based 

approaches, and thus to accurately and simply predict the elastic properties and the overall 

responses of textile composites in both the normal and off-axis directions. 

    

Woven [95]                         Braided [144]                    Stitched [144] 

Figure 1.6: Typical textile fabric geometries (woven, braided and stitched) 

Plain woven 

3D orthogonal woven 

2D triaxial braid 

(stitched & unstitched) 

3D braid Knitted & stitched 

Multiaxial warp knit 

(stitched & unstitched) 
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The material properties and the overall response of textile composites depend on not only 

those of the constituent materials but also the internal weave structure of the composites. 

In view of the fact that there is a wide variety of weave structures in textile composites, 

as shown in Fig. 1.6, the present work focuses on developing predictive models for three 

types of woven composites (i.e. plain, twill and 3D orthogonal woven composites) since 

they are commonly used and less complex compared to other types of textile composites 

such as 3D braided or knitted composites. However, it should be noted that the approach 

developed in the present work can be theoretically utilised for any other types of textile 

composites as such an approach does not depend on the weave structure, which will be 

demonstrated in Chapters 4 and 5. Furthermore, since it is always impossible to develop 

a single predictive model capable of predicting the overall response of textile composites 

under all kinds of loading conditions, this research focuses on predicting the response of 

woven composites under in-plane tensile loading conditions. 

1.2.3 Research methodology 

The present work is conducted within the framework of the UC modelling methodology. 

To simultaneously address the two concerns discussed earlier, the specific approach of 

this work is based on the idea of developing high-fidelity analytical UC models for woven 

composites and subsequently implementing the analytical UC models using numerical 

methods that do not require the use of elements and/or meshes, i.e. meshfree methods, 

which is a relatively new class of numerical methods that discretise a problem domain 

simply using nodes (see Chapter 3 for detail). In this thesis, this approach is termed as the 

meshfree-based UC modelling approach. 

To develop analytical UC models with high fidelity, micrographs of a typical woven 

composite material have been taken to observe the internal features, i.e. the cross-section 

and the waviness of yarns. Based on the data extracted from the micrographs, analytical 

functions that fit the geometrical features of yarns have been proposed, and analytical 

equations have been developed to describe the surfaces and waviness of yarns in plain, 

twill and 3D woven composites. To enable the proposed approach to accurately predict 

the elastic properties and the overall responses in the normal and off-axis directions, both 

normal and off-axis UC models have been developed. Here, the term “normal” refers to 

the UC model is developed based on an orthogonal coordinate system where the warp, 



Chapter 1: Introduction 

13 

 

weft and through-the-thickness directions of the composites coincide with the X, Y and 

Z axes of the coordinate system, respectively. On the other hand, an off-axis UC model 

refers to that it is developed when the warp or weft direction of the composites has an 

angle (e.g. 45°) to the X or Y axis, whereas the through-the-thickness direction coincides 

with the Z axis of the coordinate system. 

One of the theoretical implications of developing high-fidelity analytical UC models is 

that it retains an analytical nature, allowing the proposed approach to have the possibility 

of being simple. Additionally, the high-fidelity description of the constituents ensures the 

proposed approach to be accurate from the perspective of geometry modelling. More 

importantly, since analytical equations have been developed to describe both the surfaces 

and waviness of yarns, they can be utilised to determine the relative location of any given 

material point, as well as its orientation. In combination with meshfree methods, which 

discretise a problem domain using nodes only, the high-fidelity analytical UC models can 

therefore be implicitly implemented (which will be demonstrated in detail in Section 4.6, 

Chapter 4), avoiding the need for explicitly building the geometries of the constituents 

and assigning the ever-changing orientations of yarns, and thus ensuring the proposed 

approach to be simple but accurate. 

Since the specific procedure for utilising the UC modelling methodology in the case of 

predicting the elastic properties is different from that in the case of predicting the overall 

response, as previously summarised in Section 1.2.1, two different meshfree methods 

have been chosen to implement the high-fidelity analytical UC models. By examining the 

two procedures, it is evident that the case of predicting the elastic properties is essentially 

a static boundary-value problem of elasticity, while that of predicting the overall response 

can be treated as a dynamic problem with initial conditions. In this thesis, the meshfree 

methods that have been adopted for solving the two types of problems are termed as the 

standard and explicit weak-form meshfree methods, respectively. It should be noted that 

periodic boundary conditions (PBCs) have been utilised in this research for predicting 

both the elastic properties and the overall response of woven composites, instead of using 

any other types of boundary conditions. Therefore, the basic equations for implementing 

PBCs in combination with the two meshfree methods have also been formulated, which 

will be detailed in Section 3.6, Chapter 3. 
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Apart from developing high-fidelity analytical UC models and adapting proper meshfree 

methods, another significant aspect of the present research is the modelling of the material 

behaviours of the individual constituents, particularly in the inelastic regime. To describe 

the inelastic behaviours, a viscoplasticity-based model has been chosen to characterise 

the nonlinear, rate-dependent behaviour of the polymer matrix, and an improved Weibull 

function based formulation has been proposed to identify the damage evolution of the 

yarn material in woven composites. Based on the material models of the constituents, the 

high-fidelity UC models and the two meshfree methods, in-house computer programs 

have been developed for conducting meshfree predictions of the elastic properties and the 

overall responses of the three types of woven composites. 

1.3 Original contributions 

The idea of using meshfree methods in combination with the UC modelling methodology 

is not completely new. It was initially proposed by Wen and Aliabadi [94] for predicting 

the normal elastic properties of plain woven composites and was later adopted by Li et 

al. [145] for predicting the normal elastic properties of 3D woven composites. The present 

research is an extension of their research, and the main original contributions of this work 

are the formalisation of the above idea into the meshfree-based UC modelling approach 

and the extension of the capability of the UC modelling methodology from traditionally 

the homogenisation of only the normal elastic properties to that of both the normal and 

off-axis elastic properties, as well as to the regime of predicting the overall responses of 

woven composites under both normal and off-axis loading scenarios. To be specific, the 

original contributions of the present work are summarised as follows: 

1) The improvements to the normal UC models of plain woven composites originally 

developed by Wen and Aliabadi [94] and also the normal UC model of 3D woven 

composites developed by Li et al. [145], from the perspective of describing the 

internal architectures of the two types of woven composites. 

2) The development of a high-fidelity normal UC model for twill woven composites 

and that of off-axis UC models for plain, twill and 3D woven composites. 
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3) The formulation of the basic equations for implementing PBCs in combination 

with the standard and explicit weak-form meshfree methods. 

4) The proposal of an improved Weibull function based formulation for describing 

the damage evolutions associated with the predominant failure modes in the yarn 

material of woven composites. 

5) The extension of the UC modelling methodology for predicting the off-axis elastic 

properties and the overall response of woven composites under normal and off-

axis loading conditions. 

1.4 Thesis structure 

This research involves various aspects of knowledge including mechanics of composites, 

micromechanical homogenisation of periodic materials such as woven composites and 

meshfree methods. For the sake of clarity, the remainder of this thesis will be presented 

by firstly introducing the background knowledge and theories relating to this work. Then, 

it will be progressed by the description of the high-fidelity UC models and the utilisation 

and validation of the meshfree-based UC approach in predicting the elastic properties and 

the overall response of woven composites. 

In Chapter 2, the mechanics knowledge involved in the elastic constitutive modelling of 

the polymer matrix and the yarn material in woven composites will be firstly presented. 

Due to the presence of waviness in the yarn material, it is always desirable to perform the 

constitutive modelling of the yarn material in its local coordinate system (LCS). Thus, 

the procedure for conducting coordinate transformations between the LCS of the yarn 

material and the global coordinate system (GCS) of the UC will then be detailed. Finally, 

the general theories and concepts associated with the micromechanical homogenisation 

of periodic materials, as well as the basic equations for deriving PBCs, will be briefed. 

In Chapter 3, the background knowledge and concepts relating to meshfree methods will 

be briefly introduced in comparison with the FEM. Then, three types of shape function 

construction techniques in meshfree methods will be detailed, and a numerical example 

will be presented following the description of each technique to discuss the features that 

are possessed by the corresponding shape functions. Finally, the formulation procedures 
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for the standard and explicit weak-form meshfree methods, as well as the implementation 

of PBCs in combination with the two methods, will be detailed. 

In Chapter 4, the high-fidelity normal UC models that have been developed or improved 

for describing the internal features of plain, twill and 3D orthogonal woven composites 

will be firstly detailed. Then, a generic approach for calculating the PBCs at the scale of 

reduced UC of woven composites will be described, and the PBCs for the UC models of 

woven composites will be summarised. After that, an in-house computer program which 

has been developed to implement the high-fidelity UC models using the standard weak-

form meshfree method will be introduced. Finally, numerical examples conducted based 

on the computer program for predicting the elastic properties of the three types of woven 

composites will be discussed, and the predicted results will be validated by comparing 

with the numerical and/or experimental data found in the relevant literature. 

In Chapter 5, the high-fidelity off-axis UCs of the three types of woven composites will 

be firstly presented. Then, a viscoplasticity-based model for describing the nonlinearity 

and rate-dependence of the polymer matrix and a CDM-based model for identifying the 

damage initiations and evolutions of the yarn material will be detailed. After that, an in-

house computer program that has been developed to implement the high-fidelity UCs and 

the material models by using the explicit weak-form meshfree method will be introduced. 

Following the description of this program, a numerical example for predicting the overall 

responses of a plain woven carbon fibre-reinforced polymer (CFRP) composite material 

subjected to some in-plane loading conditions will be presented, and the predicted results 

will be validated by comparing against the experimental results. Finally, the application 

of the meshfree-based UC approach will be exemplified through qualitatively analysing 

the influences of fibre tow size and weave structure on the response of woven composites. 

In the last chapter, the conclusions of the present research will be summarised from the 

perspectives of the development of high-fidelity UC models, the implementation of the 

weak-form meshfree methods and the material behaviour modelling for the constituents 

in woven composites. Recommendations for future work will also be discussed. 
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CHAPTER 2: MECHANICS PRELIMINARIES 

 

2.1 Introduction 

As summarised in Section 1.2.1, the utilisation of the UC modelling methodology in the 

case of homogenising the elastic properties or the case of predicting the overall response 

of textile composites involves three similar steps, as follows: 

1) Identify a representative domain or unit cell (UC) for the textile composites of 

investigation and model the internal architecture of the UC; 

2) Model the material behaviours of the constituents in the elastic regime for the 

former case or in both the elastic and inelastic regimes for the latter case; 

3) Apply a proper boundary condition for the former case or a history of boundary 

conditions for the latter case so as to calculate the volume average quantities or 

the histories of the volume average quantities.  

As is clearly seen from the above description, a fundament step in both cases is to model 

the behaviours of the constituents. In such a step, performing constitutive modelling in 

the former case is different from that in the latter case. Specifically, the constitutive 

modelling in the former case needs to be performed only in the elastic regime. On the 

contrary, the constitutive modelling in the latter case should be conducted in both the 

elastic regime and the inelastic regime, where the material behaviours of the constituents 

such as yarn damage, material nonlinearity and strain rate dependence should often be 

considered. To avoid repetition, the background knowledge related to the constitutive 

modelling of the constituents (i.e. the polymer matrix and the yarn material) in the elastic 

regime will be introduced in this chapter, leaving the constitutive modelling in the 

inelastic regime to be addressed in Chapter 5. 
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In addition, due to the presence of yarn waviness in woven composites, it is desirable to 

address the mechanics quantities (e.g. stress and strain) of wavy yarns initially in its local 

coordinate system (LCS), and then to transform them into the global coordinate system 

(GCS) of the (UC). Again, this is a shared feature between the case of the elastic property 

homogenisation and that of the overall response prediction. Thus, the basic equations for 

performing coordinate transformations between the LCS of the yarn material and the GCS 

of the UC will be detailed in this chapter. 

Furthermore, the fundamental knowledge associated with conducting micromechanical 

homogenisation of periodic materials such as woven composites will be introduced at the 

end of this chapter. In this thesis, to distinguish the quantities associated with the polymer 

matrix from those associated with the yarn material, the former quantities will be denoted 

with a subscript “m”, while no subscript will be used for the latter quantities. 

2.2 Hooke’s law for polymer matrix 

In woven FRP composites, the polymer matrix, which is often assumed as a homogeneous 

isotropic material, typically exhibits linear elastic behaviour at small strains and becomes 

nonlinear if the strain applied exceeds the elastic threshold. As a homogeneous isotropic 

material, its constitutive behaviour in the elastic regime can be described using Hooke’s 

law for isotropic materials, as follows: 

 𝝈m = 𝐂m𝜺m  (2.1) 

or alternatively as: 

 𝜺m = 𝐒m𝝈m  (2.2) 

where the four symbols, 𝝈m, 𝜺m, 𝐂m and 𝐒m, are the stress vector, the engineering strain 

vector, the elasticity matrix and the inverse of the elasticity matrix, and they are defined 

using the following equations: 

 𝝈m = {𝜎11 𝜎22 𝜎33 𝜏12 𝜏23 𝜏31}T  (2.3) 

 𝜺m = {𝜀11 𝜀22 𝜀33 𝛾12 𝛾23 𝛾31}T  (2.4) 
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where 𝐸m, 𝑣m, 𝐺m are Young’s modulus, Poisson’s ratio and the shear modulus, and 𝐺m 

and ∆m are given by: 

 𝐺m =
𝐸m

2(1+𝑣m)
  (2.7) 

 ∆m= (1 + 𝑣m)(1 − 2𝑣m)  (2.8) 

2.3 Hooke’s law for yarn material 

In woven FRP composites, the internal fabric is woven from yarns and each yarn is further 

made of many fibre filaments. In its final production form, the fibre filaments in each 

yarn are surrounded by the polymer matrix. This indicates that the yarn material in its 

LCS is essentially a unidirectional composite. Therefore, the yarn material in woven 

composites can be largely assumed as a homogeneous transversely isotropic material in 

its LCS. Here, it should be noted that yarns based on glass fibres are isotropic, but they 

can still be assumed to be transversely isotropic as isotropy is a special case of transverse 
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isotropy. Based on this assumption, the stress-strain relation of the yarn material in the 

elastic regime can be described using the generalised Hooke’s law, as follows: 

 𝝈𝑙 = 𝐂𝑙𝜺𝑙 (2.9) 

 𝜺𝑙 = 𝐒𝑙𝝈𝑙  (2.10) 

where 

 𝝈𝑙 = {𝜎11
𝑙 𝜎22

𝑙 𝜎33
𝑙 𝜏12

𝑙 𝜏23
𝑙 𝜏31

𝑙 }T  (2.11) 

 𝜺𝑙 = {𝜀11
𝑙 𝜀22

𝑙 𝜀33
𝑙 𝛾12

𝑙 𝛾23
𝑙 𝛾31

𝑙 }T  (2.12) 
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  (2.14) 

where the superscript, 𝑙, denotes that the corresponding quantities are evaluated in the 

LCS; the subscripts, 1, 2 and 3, refer to the longitudinal, in-plane transverse and out-of-

plan transverse directions; 𝐸L  is Young’s modulus in the longitudinal direction; 𝐸T  is 

Young’s modulus in the transverse directions; 𝑣𝑖𝑗  (𝑖, 𝑗 = L, T) is Poisson’s ratio relating 
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to a contraction in direction 𝑗 caused by a tension in direction 𝑖; 𝐺LT, 𝐺TT and 𝐺TL are the 

shear moduli corresponding to the shear strains, 𝛾12, 𝛾23 and 𝛾31; and  

 ∆= 1 − 𝑣TT − 2𝑣LT𝑣TL  (2.15) 

It should be noted that the above equations are subjected to the following constraints: 

 𝐸L = 𝐸1  (2.16) 

 𝐸T = 𝐸2 = 𝐸3  (2.17) 

 𝐺LT = 𝐺TL  (2.18) 

 𝐺TT =
𝐸T

2(1+𝑣TT)
  (2.19) 

 
𝐸L

𝑣LT
=

𝐸T

𝑣TL
  (2.20) 

2.4 Coordinate transformation for yarn material 

In the previous section, the constitutive equations and quantities (e.g. stress) for the yarn 

material are addressed in its LCS. This necessitates defining coordinate transformations 

for these quantities. In this section, the general concepts and equations for performing 

coordinate transformations between the LCS and the GCS will be introduced, and an 

example of conducting coordinate transformations for the warp and weft yarns in plain 

woven composites will be presented. 

2.4.1 Basic equations for rotational transformation 

The transformations between two coordinate systems can be rotations, translations, or a 

combination of them. However, in the context of constitutive modelling, the quantities 

involved (i.e. stress, strain and elasticity matrix) are independent of any translation. Thus, 

only rotations need to be considered when conducting coordinate transformations for the 

yarn material in woven composites. Assume that the LCS of the yarn material is denoted 

using X𝑙Y𝑙Z𝑙, and the GCS of the UC using X𝑔Y𝑔Z𝑔. Any form of rotation between the 

two coordinate systems can be mathematically described using: 
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 𝒙𝑔 = 𝐑𝑔|𝑙𝒙𝑙  (2.21) 

where the superscripts, 𝑙 and 𝑔, denote the LCS and the GCS; the superscript, 𝑔|𝑙, refers 

to that the associated rotation is from the LCS to the GCS; 𝒙𝑙 represents the coordinate 

vector of a point, 𝒙, in the LCS; 𝒙𝑔 stands for the coordinate vector of this point in the 

GCS; and 𝐑𝑔|𝑙 is the matrix associated with a rotation from the LCS to the GCS and is 

defined by: 

 𝐑𝑔|𝑙 =

[
 
 
 
 
cos𝜃11 cos𝜃12 cos𝜃13

cos𝜃21 cos𝜃22 cos𝜃23

cos𝜃31 cos𝜃32 cos𝜃33]
 
 
 
 

  (2.22) 

where 𝜃𝑖𝑗  (𝑖, 𝑗 = 1,2,3) is the angle between the 𝑗th axis of the LCS and the 𝑖th axis of 

the GCS. 

By rewriting Eq. (2.21) into Eq. (2.23), it can be found that the matrix for a rotation from 

the GCS to the LCS, 𝐑𝑙|𝑔, is equal to the inverse of 𝐑𝑔|𝑙: 

 𝒙𝑙 = (𝐑𝑔|𝑙)
−1
𝒙𝑔 = 𝐑𝑙|𝑔𝒙𝑔  (2.23) 

Also, the inverse matrix of 𝐑𝑔|𝑙, i.e. 𝐑𝑙|𝑔, is equal to the transpose of 𝐑𝑙|𝑔 because we 

have the following equation according to the definition of a rotation matrix: 

 𝒙𝑙 =

[
 
 
 
 
cos𝜃11 cos𝜃21 cos𝜃31

cos𝜃12 cos𝜃22 cos𝜃32

cos𝜃13 cos𝜃23 cos𝜃33]
 
 
 
 

𝒙𝑔 = (𝐑𝑙|𝑔)
T
𝒙𝑔  (2.24) 

Furthermore, if a coordinate transformation is comprised of more than one rotation (e.g. 

𝑛 rotations), the relation between the coordinate vectors before and after these rotations 

can be obtained by repetitively utilising Eq. (2.21), as follows: 

 𝒙𝑙1 = 𝐑𝑙1|𝑙0𝒙𝑙0  (2.25) 

 𝒙𝑙2 = 𝐑𝑙2|𝑙1𝒙𝑙1 = 𝐑𝑙2|𝑙1𝐑𝑙1|𝑙0𝒙𝑙0  (2.26) 



Chapter 2: Mechanics preliminaries 

23 

 

 𝒙𝑔 = 𝒙𝑙𝑛 = 𝐑𝑙𝑛|𝑙(𝑛−1)…𝐑𝑙2|𝑙1𝐑𝑙1|𝑙0𝒙𝑙0  (2.27) 

where 𝐑𝑙𝑖|𝑙(𝑖−1) (𝑖 = 1,2, … , 𝑛) denotes the matrix corresponding to the 𝑖th rotation, and 

𝒙𝑙𝑖 (𝑖 = 1,2, … , 𝑛) is the coordinate vector after the 𝑖th rotation.  

2.4.2 Transformation for constitutive quantities 

If the rotation matrix, 𝐑𝑔|𝑙, as defined in Eq. (2.21), is denoted in the tensor form as 𝑟𝑖𝑗, 

the relation between the stress tensors of a material point before and after such a rotation, 

which is from the LCS to the GCS, can be expressed using the following tensor form: 

 𝜎𝑖𝑗
𝑔
= 𝑟𝑖𝑚𝑟𝑗𝑛𝜎𝑚𝑛

𝑙   (2.28) 

where 𝜎𝑖𝑗
𝑔

 is the stress tensor after rotation (i.e. the stress tensor in the GCS), and 𝜎𝑚𝑛
𝑙  is 

the stress tensor before rotation (i.e. the stress tensor in the LCS). Expanding the above 

expression yields the following equations: 

𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 = 𝑟11𝑟11𝜎11
𝑙 + 𝑟11𝑟12𝜎12

𝑙 + 𝑟11𝑟13𝜎13
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟12𝑟11𝜎21
𝑙 + 𝑟12𝑟12𝜎22

𝑙 + 𝑟12𝑟13𝜎23
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟13𝑟11𝜎31
𝑙 + 𝑟13𝑟12𝜎32

𝑙 + 𝑟13𝑟13𝜎33
𝑙  (2.29) 

𝜎22
𝑔
= 𝑟2𝑚𝑟2𝑛𝜎𝑚𝑛

𝑙 = 𝑟21𝑟21𝜎11
𝑙 + 𝑟21𝑟22𝜎12

𝑙 + 𝑟21𝑟23𝜎13
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟22𝑟21𝜎21
𝑙 + 𝑟22𝑟22𝜎22

𝑙 + 𝑟22𝑟23𝜎23
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟23𝑟21𝜎31
𝑙 + 𝑟23𝑟22𝜎32

𝑙 + 𝑟23𝑟23𝜎33
𝑙  (2.30) 

𝜎33
𝑔
= 𝑟3𝑚𝑟3𝑛𝜎𝑚𝑛

𝑙 = 𝑟31𝑟31𝜎11
𝑙 + 𝑟31𝑟32𝜎12

𝑙 + 𝑟31𝑟33𝜎13
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟32𝑟31𝜎21
𝑙 + 𝑟32𝑟32𝜎22

𝑙 + 𝑟32𝑟33𝜎23
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟33𝑟31𝜎31
𝑙 + 𝑟33𝑟32𝜎32

𝑙 + 𝑟33𝑟33𝜎33
𝑙  (2.31) 

𝜎12
𝑔
= 𝑟1𝑚𝑟2𝑛𝜎𝑚𝑛

𝑙 = 𝑟11𝑟21𝜎11
𝑙 + 𝑟11𝑟22𝜎12

𝑙 + 𝑟11𝑟23𝜎13
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟12𝑟21𝜎21
𝑙 + 𝑟12𝑟22𝜎22

𝑙 + 𝑟12𝑟23𝜎23
𝑙  
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 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟13𝑟21𝜎31
𝑙 + 𝑟13𝑟22𝜎32

𝑙 + 𝑟13𝑟23𝜎33
𝑙  (2.32) 

𝜎23
𝑔
= 𝑟2𝑚𝑟3𝑛𝜎𝑚𝑛

𝑙 = 𝑟21𝑟31𝜎11
𝑙 + 𝑟21𝑟32𝜎12

𝑙 + 𝑟21𝑟33𝜎13
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟22𝑟31𝜎21
𝑙 + 𝑟22𝑟32𝜎22

𝑙 + 𝑟22𝑟33𝜎23
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟23𝑟31𝜎31
𝑙 + 𝑟23𝑟32𝜎32

𝑙 + 𝑟23𝑟33𝜎33
𝑙  (2.33) 

𝜎31
𝑔
= 𝑟3𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 = 𝑟31𝑟11𝜎11
𝑙 + 𝑟31𝑟12𝜎12

𝑙 + 𝑟31𝑟13𝜎13
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟32𝑟11𝜎21
𝑙 + 𝑟32𝑟12𝜎22

𝑙 + 𝑟32𝑟13𝜎23
𝑙  

 𝜎11
𝑔
= 𝑟1𝑚𝑟1𝑛𝜎𝑚𝑛

𝑙 + 𝑟33𝑟11𝜎31
𝑙 + 𝑟33𝑟12𝜎32

𝑙 + 𝑟33𝑟13𝜎33
𝑙  (2.34) 

The above equations can be assembled into the following matrix form by utilising the 

relation of 𝜎𝑚𝑛
𝑙 = 𝜎𝑛𝑚

𝑙  (𝑚 ≠ 𝑛): 

 𝝈𝑔 = 𝐓𝜎
𝑔|𝑙
𝝈𝑙  (2.35) 

 𝝈𝑔 = {𝜎11
𝑔

𝜎22
𝑔

𝜎33
𝑔

𝜏12
𝑔

𝜏23
𝑔

𝜏31
𝑔
}
T
  (2.36) 

where 𝝈𝑔 is the stress vector in the GCS, 𝝈𝑙 is the stress vector in the LCS, and 𝐓𝜎
𝑔|𝑙

 is 

the stress transformation matrix from the LCS to the GCS:  

 𝐓𝜎
𝑔|𝑙
=

[
 
 
 
 
 
 
 
 
 
 
𝑟11
2 𝑟12

2 𝑟13
2 2𝑟11𝑟12 2𝑟12𝑟13 2𝑟13𝑟11

𝑟21
2 𝑟22

2 𝑟23
2 2𝑟21𝑟22 2𝑟22𝑟23 2𝑟23𝑟21

𝑟31
2 𝑟32

2 𝑟33
2 2𝑟31𝑟32 2𝑟32𝑟33 2𝑟33𝑟31

𝑟11𝑟21 𝑟12𝑟22 𝑟13𝑟23 𝑟11𝑟22 + 𝑟12𝑟21 𝑟12𝑟23 + 𝑟13𝑟22 𝑟13𝑟21 + 𝑟11𝑟23

𝑟21𝑟31 𝑟22𝑟32 𝑟23𝑟33 𝑟21𝑟32 + 𝑟22𝑟31 𝑟22𝑟33 + 𝑟23𝑟32 𝑟23𝑟31 + 𝑟21𝑟33

𝑟31𝑟11 𝑟32𝑟12 𝑟33𝑟13 𝑟31𝑟12 + 𝑟32𝑟11 𝑟32𝑟13 + 𝑟33𝑟12 𝑟33𝑟11 + 𝑟31𝑟13]
 
 
 
 
 
 
 
 
 
 

  (2.37) 

Based on Eq. (2.23) or (2.24), the relation between the stress vectors before and after the 

inverse rotation of 𝐑𝑔|𝑙, i.e. 𝐑𝑙|𝑔, which is from the GCS to the LCS, can be expressed 

using the following equation: 

 𝜎𝑚𝑛
𝑙 = 𝑟𝑚𝑖𝑟𝑛𝑗𝜎𝑖𝑗

𝑔
  (2.38) 
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Following a similar procedure for obtaining 𝐓𝜎
𝑔|𝑙

, the stress transformation matrix from 

the GCS to the LCS can be obtained, as follows: 

 𝝈𝑙 = 𝐓𝜎
𝑙|𝑔
𝝈𝑔  (2.39) 

 𝐓𝜎
𝑙|𝑔
=

[
 
 
 
 
 
 
 
 
 
 
𝑟11
2 𝑟21

2 𝑟31
2 2𝑟11𝑟21 2𝑟21𝑟31 2𝑟31𝑟11

𝑟12
2 𝑟22

2 𝑟32
2 2𝑟12𝑟22 2𝑟22𝑟32 2𝑟32𝑟12

𝑟13
2 𝑟23

2 𝑟33
2 2𝑟13𝑟23 2𝑟23𝑟33 2𝑟33𝑟13

𝑟11𝑟12 𝑟21𝑟22 𝑟31𝑟32 𝑟11𝑟22 + 𝑟21𝑟12 𝑟31𝑟32 + 𝑟31𝑟22 𝑟31𝑟12 + 𝑟11𝑟32

𝑟12𝑟13 𝑟22𝑟23 𝑟32𝑟33 𝑟12𝑟23 + 𝑟22𝑟13 𝑟22𝑟33 + 𝑟32𝑟23 𝑟32𝑟13 + 𝑟12𝑟33

𝑟13𝑟11 𝑟23𝑟21 𝑟33𝑟31 𝑟13𝑟31 + 𝑟23𝑟11 𝑟23𝑟31 + 𝑟33𝑟31 𝑟33𝑟11 + 𝑟13𝑟31]
 
 
 
 
 
 
 
 
 
 

  (2.40) 

Combining Eqs. (2.35) and (2.39), the following relation can be obtained: 

 𝐓𝜎
𝑙|𝑔
= (𝐓𝜎

𝑔|𝑙
)
−1

  (2.41) 

Similarly, the relations between the strain vector in the LCS, 𝜺̃𝑙, and the strain vector in 

the GCS, 𝜺̃𝑔, can be determined by replacing 𝝈𝑙 with 𝜺̃𝑙 and 𝝈𝑔 with 𝜺̃𝑔: 

 𝜺̃𝑔 = 𝐓𝜎
𝑔|𝑙
𝜺̃𝑙  (2.42) 

 𝜺̃𝑙 = 𝐓𝜎
𝑙|𝑔
𝜺̃𝑔  (2.43) 

Here, it is should be noted that the symbol of ̃  is used to highlight that the strains in the 

above two equations are tensorial strains, rather than engineering strains, i.e. 𝜺𝑔 and 𝜺𝑙. 

Thus, it should be kept in mind that the shear components in tensorial strains are halves 

of those in engineering strains, as illustrated in Eqs. (2.44) ~ (2.47): 

 𝜺̃𝑔 = {𝜀11
𝑔

𝜀22
𝑔

𝜀33
𝑔

𝜀12
𝑔

𝜀23
𝑔

𝜀31
𝑔
}
T
  (2.44) 

 𝜺̃𝑙 = {𝜀11
𝑙 𝜀22

𝑙 𝜀33
𝑙 𝜀12

𝑙 𝜀23
𝑙 𝜀31

𝑙 }T  (2.45) 

 𝜺𝑔 = {𝜀11
𝑔

𝜀22
𝑔

𝜀33
𝑔

𝛾12
𝑔

𝛾23
𝑔

𝛾31
𝑔
}
T
  

 𝜺𝑔         = {𝜀11
𝑔

𝜀22
𝑔

𝜀33
𝑔

2𝜀12
𝑔

2𝜀23
𝑔

2𝜀31
𝑔
}
T
  (2.46) 
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 𝜺𝑙 = {𝜀11
𝑙 𝜀22

𝑙 𝜀33
𝑙 𝛾12

𝑙 𝛾23
𝑙 𝛾31

𝑙 }T  

 𝜺𝑔         = {𝜀11
𝑙 𝜀22

𝑙 𝜀33
𝑙 2𝜀12

𝑙 2𝜀23
𝑙 2𝜀31

𝑙 }T  (2.47) 

Considering the relations between tensorial strains and engineering strains, Eqs. (2.42) 

and (2.43) can be rewritten as follows: 

 𝜺𝑔 = 𝐓𝜀
𝑔|𝑙
𝜺𝑙  (2.48) 

 𝜺𝑙 = 𝐓𝜀
𝑙|𝑔
𝜺𝑔  (2.49) 

where the transformation matrices, 𝐓𝜀
𝑔|𝑙

 and 𝐓𝜀
𝑙|𝑔

, are given by: 

 𝐓𝜀
𝑔|𝑙
=

[
 
 
 
 
 
 
 
 
 
 
𝑟11
2 𝑟12

2 𝑟13
2 𝑟11𝑟12 𝑟12𝑟13 𝑟13𝑟11

𝑟21
2 𝑟22

2 𝑟23
2 𝑟21𝑟22 𝑟22𝑟23 𝑟23𝑟21

𝑟31
2 𝑟32

2 𝑟33
2 𝑟31𝑟32 𝑟32𝑟33 𝑟33𝑟31

2𝑟11𝑟21 2𝑟12𝑟22 2𝑟13𝑟23 𝑟11𝑟22 + 𝑟12𝑟21 𝑟12𝑟23 + 𝑟13𝑟22 𝑟13𝑟21 + 𝑟11𝑟23

2𝑟21𝑟31 2𝑟22𝑟32 2𝑟23𝑟33 𝑟21𝑟32 + 𝑟22𝑟31 𝑟22𝑟33 + 𝑟23𝑟32 𝑟23𝑟31 + 𝑟21𝑟33

2𝑟31𝑟11 2𝑟32𝑟12 2𝑟33𝑟13 𝑟31𝑟12 + 𝑟32𝑟11 𝑟32𝑟13 + 𝑟33𝑟12 𝑟33𝑟11 + 𝑟31𝑟13]
 
 
 
 
 
 
 
 
 
 

  (2.50) 

 𝐓𝜀
𝑙|𝑔
=

[
 
 
 
 
 
 
 
 
 
 
𝑟11
2 𝑟21

2 𝑟31
2 𝑟11𝑟21 𝑟21𝑟31 𝑟31𝑟11

𝑟12
2 𝑟22

2 𝑟32
2 𝑟12𝑟22 𝑟22𝑟32 𝑟32𝑟12

𝑟13
2 𝑟23

2 𝑟33
2 𝑟13𝑟23 𝑟23𝑟33 𝑟33𝑟13

2𝑟11𝑟12 2𝑟21𝑟22 2𝑟31𝑟32 𝑟11𝑟22 + 𝑟21𝑟12 𝑟21𝑟32 + 𝑟31𝑟22 𝑟31𝑟12 + 𝑟11𝑟32

2𝑟12𝑟13 2𝑟22𝑟23 2𝑟32𝑟33 𝑟12𝑟23 + 𝑟22𝑟13 𝑟22𝑟33 + 𝑟32𝑟23 𝑟32𝑟13 + 𝑟12𝑟33

2𝑟13𝑟11 2𝑟23𝑟21 2𝑟33𝑟31 𝑟13𝑟21 + 𝑟23𝑟11 𝑟23𝑟31 + 𝑟33𝑟21 𝑟33𝑟11 + 𝑟13𝑟31]
 
 
 
 
 
 
 
 
 
 

  (2.51) 

Comparing Eqs. (2.50) and (2.51) with Eqs. (2.40) and (2.37), the following relations can 

be obtained: 

 𝐓𝜀
𝑔|𝑙
= (𝐓𝜎

𝑙|𝑔
)
T

  (2.52) 

 𝐓𝜎
𝑙|𝑔
= (𝐓𝜀

𝑔|𝑙
)
T

  (2.53) 
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Based on the coordinate transformations defined for stress and engineering strain and the 

constitutive relation given in Eq. (2.9), the transformation matrices between the elasticity 

matrix in the LCS, 𝐂𝑙, and that in the GCS, 𝐂𝑔, can be deduced, as follows: 

∵ 𝝈𝑔 = 𝐓𝜎
𝑔|𝑙
𝝈𝑙    -   see Eq. (2.35) 

∵ 𝝈𝑙 = 𝐂𝑙𝜺𝑙    -   see Eq. (2.9) 

∵ 𝜺𝑙 = 𝐓𝜀
𝑙|𝑔
𝜺𝑔    -   see Eq. (2.49) 

∴ 𝝈𝑔 = 𝐓𝜎
𝑔|𝑙
𝝈𝑙 = 𝐓𝜎

𝑔|𝑙
𝐂𝑙𝜺𝑙 

∴ 𝝈𝑔 = 𝐓𝜎
𝑔|𝑙
𝐂𝑙𝐓𝜀

𝑙|𝑔
𝜺𝑔 

∵ 𝝈𝑔 = 𝐂𝑔𝜺𝑔 

∴ 𝐂𝑔 = 𝐓𝜎
𝑔|𝑙
𝐂𝑙𝐓𝜀

𝑙|𝑔
 

∵ 𝐓𝜀
𝑙|𝑔
= (𝐓𝜎

𝑔|𝑙
)
T
    -   see Eq. (2.53) 

∴ 𝐂𝑔 = (𝐓𝜀
𝑙|𝑔
)
T
𝐂𝑙𝐓𝜀

𝑙|𝑔
 

∴ 𝐂𝑙 = ((𝐓𝜀
𝑙|𝑔
)
T
)
−1

𝐂𝑔(𝐓𝜀
𝑙|𝑔
)
−1

 

∴ 𝑪𝑙 = (𝐓𝜎
𝑔|𝑙
)
−1
𝐂𝑔 ((𝐓𝜎

𝑔|𝑙
)
−1
)
T

 

∵ 𝐓𝜎
𝑙|𝑔
= (𝐓𝜎

𝑔|𝑙
)
−1

    -   see Eq. (2.41) 

∵ (𝐓𝜎
𝑙|𝑔
)
T
= 𝐓𝜀

𝑔|𝑙
    -   see Eq. (2.52) 

∴ 𝐂𝑙 = (𝐓𝜀
𝑔|𝑙
)
T
𝐂𝑔𝐓𝜀

𝑔|𝑙
     

If 𝐓𝜀
𝑙|𝑔

 is denoted using 𝐓𝑐
𝑔|𝑙

 and 𝐓𝜀
𝑔|𝑙

 using 𝐓𝑐
𝑙|𝑔

, the coordinate transformations between 

the elastic matrix in the LCS and that in the GCS can be expressed as follows: 
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 𝐂𝑔 = (𝐓𝑐
𝑔|𝑙
)
T
𝐂𝑙𝐓𝑐

𝑔|𝑙
   (2.54) 

 𝐂𝑙 = (𝐓𝑐
𝑙|𝑔
)
T
𝐂𝑔𝐓𝑐

𝑙|𝑔
  (2.55) 

 𝐓𝑐
𝑔|𝑙
=

[
 
 
 
 
 
 
 
 
 
 
𝑟11
2 𝑟21

2 𝑟31
2 𝑟11𝑟21 𝑟21𝑟31 𝑟31𝑟11

𝑟12
2 𝑟22

2 𝑟32
2 𝑟12𝑟22 𝑟22𝑟32 𝑟32𝑟12

𝑟13
2 𝑟23

2 𝑟33
2 𝑟13𝑟23 𝑟23𝑟33 𝑟33𝑟13

2𝑟11𝑟12 2𝑟21𝑟22 2𝑟31𝑟32 𝑟11𝑟22 + 𝑟21𝑟12 𝑟21𝑟32 + 𝑟31𝑟22 𝑟31𝑟12 + 𝑟11𝑟32

2𝑟12𝑟13 2𝑟22𝑟23 2𝑟32𝑟33 𝑟12𝑟23 + 𝑟22𝑟13 𝑟22𝑟33 + 𝑟32𝑟23 𝑟32𝑟13 + 𝑟12𝑟33

2𝑟13𝑟11 2𝑟23𝑟21 2𝑟33𝑟31 𝑟13𝑟21 + 𝑟23𝑟11 𝑟23𝑟31 + 𝑟33𝑟21 𝑟33𝑟11 + 𝑟13𝑟31]
 
 
 
 
 
 
 
 
 
 

  (2.56) 

 𝐓𝑐
𝑙|𝑔
=

[
 
 
 
 
 
 
 
 
 
 
𝑟11
2 𝑟12

2 𝑟13
2 𝑟11𝑟12 𝑟12𝑟13 𝑟13𝑟11

𝑟21
2 𝑟22

2 𝑟23
2 𝑟21𝑟22 𝑟22𝑟23 𝑟23𝑟21

𝑟31
2 𝑟32

2 𝑟33
2 𝑟31𝑟32 𝑟32𝑟33 𝑟33𝑟31

2𝑟11𝑟21 2𝑟12𝑟22 2𝑟13𝑟23 𝑟11𝑟22 + 𝑟12𝑟21 𝑟12𝑟23 + 𝑟13𝑟22 𝑟13𝑟21 + 𝑟11𝑟23

2𝑟21𝑟31 2𝑟22𝑟32 2𝑟23𝑟33 𝑟21𝑟32 + 𝑟22𝑟31 𝑟22𝑟33 + 𝑟23𝑟32 𝑟23𝑟31 + 𝑟21𝑟33

2𝑟31𝑟11 2𝑟32𝑟12 2𝑟33𝑟13 𝑟31𝑟12 + 𝑟32𝑟11 𝑟32𝑟13 + 𝑟33𝑟12 𝑟33𝑟11 + 𝑟31𝑟13]
 
 
 
 
 
 
 
 
 
 

  (2.57) 

In terms of the coordinate transformations between the verse matrix of 𝐂𝑔 and that of 𝐂𝑙, 

i.e. the transformations between 𝐒𝑔 and 𝐒𝑙, their equations can be directly obtained from 

Eqs. (2.54) and (2.55) by substituting 𝐂𝑔 with (𝐒𝑔)−1 and 𝐂𝑙 with (𝐒𝑙)−1. 

2.4.3 Application of coordinate transformation 

To successfully perform a micromechanical homogenisation for woven composites, the 

elasticity matrices of the individual constituents in the GCS need to be calculated. For the 

polymer matrix, its elasticity matrix in the GCS is essentially the one defined in Eq. (2.5), 

due to its isotropic nature. However, since the elasticity matrix of the yarn material is 

explicitly defined only in the LCS, as shown in Eq. (2.13), its elasticity matrix in the GCS 

should be calculated by applying the coordinate transformations introduced in Section 

2.4.4. In this section, the procedure for applying coordinate transformations for the yarns 

in woven composites is exemplified using the plain woven composite UC model shown 

in Fig. 2.1. 
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Figure 2.1: Coordinate transformations in plain woven composites 

As shown in the figure, the LCS of the warp yarn, X𝑤Y𝑤Z𝑤, can be brought to be parallel 

to the GCS, X𝑔Y𝑔Z𝑔, by rotating it for an angle of 𝜃 with respect to the Y𝑤 axis. Thus, 

the rotation matrix from X𝑤Y𝑤Z𝑤 to X𝑔Y𝑔Z𝑔 can be calculated directly using Eq. (2.22), 

as follows: 

 𝐑𝑔|𝑤 = [

cos𝜃 0 −sin𝜃

0 1 0

sin𝜃 0 cos𝜃

]  (2.58) 

Substituting Eq. (2.58) into Eq. (2.56), the matrix for transforming the elasticity matrix 

of the warp yarn from the LCS to the GCS can be obtained, as follows: 

 𝐓𝑐
𝑔|𝑤

=

[
 
 
 
 
 
 
 
 

cos2𝜃 0 sin2𝜃 0 0 cos𝜃sin𝜃

0 1 0 0 0 0

sin2𝜃 0 cos2𝜃 0 0 −cos𝜃sin𝜃

0 0 0 cos𝜃 sin𝜃 0

0 0 0 −sin𝜃 cos𝜃 0

−2sin𝜃cos𝜃 0 2cos𝜃sin𝜃 0 0 cos(2𝜃) ]
 
 
 
 
 
 
 
 

  (2.59) 
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Assume that the elasticity matrix of the warp yarn in the LCS is 𝐂warp
𝑤 . Substituting Eq. 

(2.59) into Eq. (2.54) yields the elasticity matrix of the warp yarn in the GCS: 

 𝐂warp
𝑔

= (𝐓𝑐
𝑔|𝑤
)
T
𝐂warp
𝑤 𝐓𝑐

𝑔|𝑤
  (2.60) 

For the fill yarn, the rotation matrix from the LCS, X𝑓Y𝑓Z𝑓, to the GCS, X𝑔Y𝑔Z𝑔, cannot 

be written out directly as it involves two rotations. Specifically, the LCS of the fill yarn, 

X𝑓Y𝑓Z𝑓, should be firstly rotated with respect to the Z𝑓 axis for an angle of 90, which 

yields an intermediate coordinate system, denoted as X𝑚Y𝑚Z𝑚. This coordinate system 

can then be rotated with respect to the X𝑚 axis for an angle of 𝜑, leading to a coordinate 

system parallel to the GCS, X𝑔Y𝑔Z𝑔. Thus, the rotation matrix from X𝑓Y𝑓Z𝑓 to X𝑔Y𝑔Z𝑔 

can be calculated using the chain rule defined in Eq. (2.27), as follows: 

 𝐑𝑔|𝑓 = 𝐑𝑔|𝑚𝐑𝑚|𝑓 = [

1 0 0

0 cos𝜑 −sin𝜑

0 sin𝜑 cos𝜑

] [

0 −1 0

1 0 0

0 0 1

]  

              = [

0 −1 0

cos𝜑 0 −sin𝜑

sin𝜑 0 cos𝜑

]  (2.61) 

Here, it should be kept in mind that the two-step operation is not commutative and the 

order of the rotations must be preserved. Therefore, the matrix associated with the latter 

rotation, 𝐑𝑔|𝑚, must present before that associated with the former rotation, 𝐑𝑚|𝑓, when 

calculating the final matrix, 𝐑𝑔|𝑓. Substituting Eq. (2.61) into Eq. (2.56), the matrix for 

transforming the elasticity matrix of the fill yarn from its LCS to the GCS can be obtained, 

as follows: 

 𝐓𝑐
𝑔|𝑓

=

[
 
 
 
 
 
 
 
 
0 cos2𝜑 sin2𝜑 0 cos𝜑sin𝜑 0

1 0 0 0 0 0

0 sin2𝜑 cos2𝜑 0 −cos𝜑sin𝜑 0

0 0 0 −cos𝜑 0 −sin𝜑

0 0 0 sin𝜑 0 −cos𝜑

0 −2cos𝜑sin𝜑 2cos𝜑sin𝜑 0 cos(2𝜑) 0 ]
 
 
 
 
 
 
 
 

  (2.62) 
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Based on this equation and assuming that the elasticity matrix of the fill yarn in the LCS 

is 𝐂fill
𝑓

, the elasticity matrix of the fill yarn in the GCS can be calculated, as follows: 

 𝐂fill
𝑔
= (𝐓𝑐

𝑔|𝑓
)
T
𝐂fill
𝑓
𝐓𝑐
𝑔|𝑓

  (2.63) 

Eqs. (2.5), (2.60) and (2.63) form the basis for calculating the elasticity matrices of the 

constituents in woven composites in the GCS. Using these equations, micromechanical 

analysis can be conducted to calculate the stresses and strains of the internal points of the 

UC, which can be subsequently used to calculate the volume average stress and strain of 

the UC. However, it should be noted that at this point the stresses and strains derived for 

the internal points of the UC are based on the GCS. Thus, in the case of homogenising 

the overall response, where the damage of the yarn material needs to be considered, the 

stresses and strains of the material points in the yarns should be transformed back to their 

LCSs such that the damage of the yarn material in woven composites can be evaluated 

locally. Fig. 2.2 is a flow chart highlighting the coordinate transformations that are often 

required when homogenising the overall response of woven composites, as well as the 

equations that can be used to perform these transformations. 
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Figure 2.2: Coordinate transformations in homogenising woven composites 
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2.5 Micromechanical homogenisation methods 

2.5.1 Averaging theory 

In micromechanical homogenisation of periodic materials such as woven composites, the 

macroscopic (also known as effective, homogenised, or overall) quantities are evaluated 

often as the volume averages of the microscopic quantities. Such an averaging theory can 

be utilised to calculate the volume average stress and strain, as follows: 

 〈𝝈〉 =
1

V
∫ 𝝈
Ω

𝑑V  (2.64) 

 〈𝜺〉 =
1

V
∫ 𝜺
Ω
𝑑V  (2.65) 

where V stands for the volume of the domain of homogenisation, Ω; 𝝈 and 𝜺 represent the 

microscopic stress and strain tensors; and 〈𝝈〉 and 〈𝜺〉 denote the macroscopic or volume 

average stress and strain tensors. 

2.5.2 Uniform boundary conditions 

According to the Hill-Mandel principle [146], a prior condition for the volume average  

properties or responses of a representative region (e.g. UC) being capable of effectively 

representing those of the macroscopic structure is that the macroscopic strain energy is 

equal to the volume average work done by the microscopic stress, as follows: 

 〈𝝈〉: 〈𝜺〉 = 〈𝝈: 𝜺〉  (2.66) 

This equation can be rewritten by performing the mathematical manipulations described 

in [147], as follows: 

 ∯ (𝑡𝑖 − 〈𝜎𝑖𝑗〉𝑛𝑗)(𝑢𝑖 − 〈𝜀𝑖𝑘〉𝑥𝑘)Γ
𝑑S = 0  (2.67) 

where Γ is the boundary of the domain of homogenisation; 𝑡𝑖 denotes the component of 

the traction vector, 𝒕; 𝑢𝑖 represents the component of the displacement vector, 𝒖; 𝑛𝑗  refers 

to the component of the outward normal, 𝒏; 𝑥𝑘 stands for the component of the coordinate 

vector, 𝒙; 〈𝜎𝑖𝑗〉 is the component of the macroscopic stress; and 〈𝜀𝑖𝑘〉 is the component of 

the macroscopic strain. 
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As can be seen from Eq. (2.67), a straightforward boundary condition that satisfies the 

consistency condition of energy is: 

 𝑡𝑖 = 〈𝜎𝑖𝑗〉𝑛𝑗         ∀𝒙 ∈ Γ  (2.68) 

This type of boundary condition is termed as the static uniform boundary condition (also 

known as the Neumann boundary condition), and it can be enforced by prescribing to the 

boundary of the problem domain with a uniform traction whose value can be calculated 

based on the macroscopic stress. Similarly, it can be seen that another type of boundary 

condition satisfying Eq. (2.67) is: 

 𝑢𝑖 = 〈𝜀𝑖𝑘〉𝑥𝑘      ∀𝒙 ∈ Γ  (2.69) 

This type of boundary condition is termed as the kinematic uniform boundary condition 

(also known as the Dirichlet boundary condition), and it can be enforced by prescribing 

to the boundary of the problem domain with a uniform displacement whose value should 

be calculated based on the macroscopic strain. 

In addition to the above two types of boundary conditions, another possible one is the 

mixed boundary condition, in which a uniform displacement is applied to one part of the 

whole boundary, and a uniform traction is enforced to the remaining area. This type of 

boundary condition was firstly proposed by Hazanov and co-workers [148-150] and was 

inspired by uniaxial tension tests, where one part of a specimen is often applied with a 

displacement constraint and the remaining part is prescribed with a force. Based on the 

results obtained, they argued that the mixed boundary condition can provide better 

predictions than the kinematic and static uniform boundary conditions. However, this 

type of boundary condition is found to be less commonly used in the micromechanical 

homogenisation of woven composites. 

Furthermore, the so-called iso-stress or iso-strain boundary condition can be utilised to 

perform the micromechanical homogenisation of woven composites. Examples of using 

iso-stress and iso-strain boundary conditions can be found in Ishikawa and Chou [85-88], 

Naik and Shembekar [90-92], and Tabiei and his co-workers [134-136]. In these studies, 

the homogenisation of woven composites is conducted often by prescribing either the 

same stress (i.e. the iso-stress boundary condition) or the same strain (i.e. the iso-strain 
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boundary condition) to not only the boundary but also the UC domain itself. Thus, the 

iso-stress and iso-strain boundary conditions can be largely treated as special cases of the 

static and kinematic uniform boundary conditions, respectively. The main advantage of 

the two types of boundary conditions is their exceptionally low computational costs, due 

to the fact that the stress or strain of any material point in the domain can be calculated 

directly using the constitutive equation of the material point as long as an iso-strain or 

iso-stress is prescribed. However, they may suffer from the problem of a reduced accuracy 

owing to the fact that the energy consistency condition, as defined in Eq. (2.66) or (2.67), 

does not necessarily hold. 

2.5.3 Periodic boundary condition 

Compared to the boundary conditions discussed above, the periodic boundary condition 

(PBC) is the most commonly used in homogenising the elastic properties or the overall 

response of periodic materials such as woven composites. It has been found in numerous 

studies [147, 151-153] that the PBC provides better predictions than any other boundary 

conditions. In this section, the formulation of the PBC will be detailed since it has been 

adopted in the present research to conduct the micromechanical homogenisation of all 

three types of woven composites. 

Consider a general periodic structure to which a macroscopic loading is applied. Then, 

the response (e.g. deformation) of an arbitrary point of this structure can be assumed as 

the sum of a constant part denoting the contribution of macroscopic uniformity and an 

oscillatory part representing that of microscopic inhomogeneity. If the length scale of the 

fluctuation in the applied load is significantly larger than the characteristic dimension of 

the structure (i.e. the length of periodicity), then the oscillatory part will be periodic. The 

above description suggests that: 

 𝒖(𝒙) = 〈𝜕𝒖/𝜕𝒙〉𝒙 + 𝒖∗(𝒙)  (2.70a) 

 𝒖∗(𝒙) = 𝒖∗(𝒙 + 𝝀),  (2.70b) 

 𝝈(𝒙) = 〈𝝈〉 + 𝝈∗(𝒙) (2.71a) 

 𝝈∗(𝒙) = 𝝈∗(𝒙 + 𝝀) (2.71b) 
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 𝜺(𝒙) = 〈𝜺〉 + 𝜺∗(𝒙) (2.72a) 

 𝜺∗(𝒙) = 𝜺∗(𝒙 + 𝝀) (2.72b) 

where 𝒙 is the coordinate vector; 𝒖(𝒙) is the displacement vector; 𝝈(𝒙) and 𝜺(𝒙) stand 

for the stress and strain tensors; 〈𝝈〉 and 〈𝜺〉 represent the macroscopic stress and strain 

contributions; 〈𝜕𝒖/𝜕𝒙〉 denotes the displacement gradient; 𝝀 is the periodicity vector; 

and 𝒖∗(𝒙), 𝝈∗(𝒙) and 𝜺∗(𝒙) are the oscillatory parts. 

Replacing 𝒙 with 𝒙 + 𝝀 in Eqs. (2.70a), (2.71a) and (2.72a) and considering the relations 

in Eqs. (2.70b), (2.71b) and (2.72b), we can get the following equations: 

 𝒖(𝒙) = 〈𝜕𝒖/𝜕𝒙〉𝝀 + 𝒖(𝒙 + 𝝀)  (2.73) 

 𝝈(𝒙) = 𝝈(𝒙 + 𝝀) (2.74) 

 𝜺(𝒙) = 𝜺(𝒙 + 𝝀) (2.75) 

 

Figure 2.3: Schematic of a 2D UC for applying the PBC  

By applying Eq. (2.73) to the boundary of a representative region of the structure, the 

standard form of PBC can be explicitly formulated, which can be illustrated using the 

two-dimensional (2D) UC shown in Fig. 2.3. Assume that the UC is bounded by Γ, which 

can be subdivided into a negative part, Γ−, and a positive part, Γ+. Then, for an arbitrary 

node on the negative boundary, ∀𝒙𝐴̅ ∈ Γ−, there is an equivalent node on the positive 

𝒙𝐴 ∈ Γ+ 

𝒙𝐴 ∈ Γ+ 

𝒙𝐴̅ ∈ Γ− 

𝒙𝐴̅ ∈ Γ− 
𝒏𝐴 𝒏𝐴̅ 
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boundary, ∀𝒙𝐴 ∈ Γ+, such that the two equivalent nodes, 𝒙𝐴̅ and 𝒙𝐴, satisfy the relation 

of 𝒙𝐴 = 𝒙𝐴̅ + 𝝀. Substituting this relation into Eqs. (2.73) yields: 

 𝒖(𝒙𝐴) − 𝒖(𝒙𝐴̅) = −〈𝜕𝒖/𝜕𝒙〉𝝀  (2.76) 

To prevent any rigid rotation in the homogenisation, the following restriction should be 

imposed: 

 〈𝜕𝒖/𝜕𝒙〉 = 〈𝜕𝒖/𝜕𝒙〉T  (2.77) 

The above equation means that the displacement gradient can be replaced by the volume 

average strain, 〈𝜺〉, since we have: 

 〈𝜺〉 =
1

2
(〈𝜕𝒖/𝜕𝒙〉 + 〈𝜕𝒖/𝜕𝒙〉T) = 〈𝜕𝒖/𝜕𝒙〉  (2.78) 

Combining Eqs. (2.76) and (2.78), the standard form of PBC can be expressed, as follows: 

 𝒖(𝒙𝐴) − 𝒖(𝒙𝐴̅) = −〈𝜺〉𝝀     ∀𝒙𝐴̅ ∈ Γ− & ∀𝒙𝐴 ∈ Γ+  (2.79) 

Here, it should be noted that the above equation can be used to derive PBCs only for full-

size UCs, not reduced UCs (the concepts of full-size and reduced UCs will be addressed 

in Chapter 4). If a homogenisation is performed based on a reduced UC, then the generic 

form of PBC equation (which can be derived using the equivalence approach and will be 

detailed in Section 4.5.2, Chapter 4) should be used, as follows: 

 𝒖(𝒙𝐴) − 𝛾𝐓𝒖(𝒙𝐴̅) = −〈𝜺〉𝐓𝝀    ∀𝒙𝐴̅ ∈ Γ− & ∀𝒙𝐴 ∈ Γ+  (2.80) 

In this equation, 𝐓 is the transformation matrix representing the geometrical equivalence 

between the two equivalent points, 𝒙𝐴̅ and 𝒙𝐴. The symbol, 𝛾, stands for the load reversal 

factor, which reflects the loading admissibility between the two equivalent points. The 

specific meanings of 𝐓 and 𝛾 will be addressed also in Section 4.5.2, Chapter 4. 

2.6 Summary 

In this chapter, the elastic constitutive behaviours of the polymer matrix and yarn material 

of woven composites were firstly described using the generalised Hooke’s law. Then, the 
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basic equations for performing coordinate transformations between the LCS of the yarn 

material and the GCS of the UC were detailed, followed by an example showing how to 

use these equations to calculate the elasticity matrices in the GCS from those in the LCS 

for the warp and weft yarns of plain woven composites. Finally, the theories and concepts 

involved in the micromechanical homogenisation of periodic materials were presented, 

with an emphasis on deriving the basic equations of the standard form of PBC.
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CHAPTER 3: MESHFREE METHODS 

 

3.1 Introduction 

Many engineering problems or phenomena can often be described using mathematical 

equations such as algebraic equations, ordinary differential equations (ODEs) and partial 

differential equations (PDEs), which are often referred to as governing equations. In many 

cases, obtaining the exact or analytical solution for the governing equation is impossible, 

particularly for the problems involving nonlinearity. The only practical way is to obtain 

an approximate solution, which can be generally achieved by using a suitable numerical 

method, such as the finite difference method (FDM), the finite element method (FEM), 

the boundary element method (BEM) and the meshfree (or meshless) methods. 

Among different types of numerical methods, the FEM is the most widely used as it is 

well-suited for many engineering problems. In the FEM, the continuum of investigation 

is discretised with non-overlapping but seamlessly connected elements, which forms the 

mesh. The mesh and element based nature provides the FEM with exceptional robustness 

and versatility, allowing many types of engineering problems to be efficiently solved. 

However, the mesh and element based nature also brings about the limitations inherently 

associated with the utilisation of elements and meshes [154]. Such limitations become 

increasingly evident when the FEM is utilised for addressing the problems with high 

geometrical complexity and varying material orientations, e.g. the problem of performing 

micromechanical homogenisation of woven composites. 

One of the limitations of the FEM is that creating a reasonably high-quality mesh is 

always a prerequisite for conducting the finite element analysis (FEA). For geometrically 

complex structures, the automatic generation of the mesh using pre-processing tools is 

difficult to achieve without compromising the quality of the mesh. Thus, heavy manual 

operations and human interventions are required to create a high-quality mesh, which, 

however, can be the main component of the time cost in the FEM analysis. This limitation 
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is even more evident if the FEM is used to perform micromechanical homogenisation of 

woven composites, where not only the modelling and discretisation of the highly complex 

geometries of the constituents should be addressed with manual operations, but also the 

ever-changing material orientations of the yarns need to be assigned manually, see Figs. 

1.2 and 1.3 in Chapter 1 for examples. 

Another limitation of the FEM arises from it being used to solve the problems involving 

large deformation, which is that the accuracy of the FEM solution might be significantly 

reduced as a result of the presence of element distortion. To prevent such a problem, one 

might take the so-called adaptive analysis to re-mesh the regions with large deformation 

or distortion. However, the current available re-meshing processors have been mainly 

designed for the adaptive analysis of two-dimensional (2D) problems due to the technical 

difficulty in the automatic and efficient regeneration of hexahedron elements for three-

dimensional (3D) problems. Even if an adaptive scheme were available for 3D problems, 

the computational cost that is required to regenerate arbitrary 3D elements may still be 

unacceptable, particularly for the problems involving nonlinearity and dynamic loading 

conditions. 

The FEM may suffer from the difficulty in predicting the crack propagation in solids. 

This is because the actual path of a crack in solids is often arbitrary and thus does not 

necessarily coincides with the interfaces between elements. In addition, the use of the 

FEM to simulate material breakage is not ideal because of that the elements in the FEM 

are assumed to be unbreakable, and thus the only possible way is to delete the elements 

that have been considered as damaged completely. Such a treatment, however, can result 

in a mesh-dependent prediction of the path of material breakage. 

The above examinations reveal that the limitations of the FEM inherently arise from the 

utilisation of elements and meshes. Therefore, the idea of avoiding the use of elements 

has been logically formed, and the concept of meshfree (as known as element-free or 

meshless) has been proposed in the research community, contributing to the development 

of a wide variety of meshfree methods. In this chapter, an overview of meshfree methods 

will be firstly presented by comparing against the FEM. Since a key issue to be addressed 

in developing a meshfree method is how to construct shape functions for approximating 

field variables. Thus, following the introduction of meshfree methods, three commonly 
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used shape function construction techniques in meshfree methods, i.e. the moving least 

squares (MLS) interpolation, the radial basis function (RBF) interpolation and the moving 

kriging (MK) interpolation, will be detailed in combination with presenting a numerical 

example for each of these techniques. Another important issue in meshfree methods is 

how to transform the governing equation of the problem of investigation into a discretised 

system of equations so as to numerically obtain an approximate solution. Thus, at the end 

of this chapter, the specific procedures for formulating the standard and explicit weak-

form meshfree methods, which have been selected in this work to address the prediction 

of the elastic properties and that of the overall response of woven composites, will be 

described, and the implementation of the generic form of PBC within the two types of 

meshfree methods will be presented. 

3.2 Overview of meshfree methods 

The key idea of meshfree methods is to discretise the problem domain of investigation 

with a set of arbitrarily distributed nodes (which are known as field nodes) without using 

any predefined elements and meshes, and meanwhile to provide an accurate and stable 

solution based on such a discretisation. Clearly, the use of nodes for domain discretisation 

is one of the differences between the FEM and meshfree methods, see the flow chart in 

Fig 3.1 [154]. The node-based nature also produces another significant difference, which 

is that shape functions in meshfree methods are constructed based on the nodes in a local 

domain, whereas those in the FEM are constructed based on predefined elements. In the 

following two sections, the theories and concepts associated with meshfree methods will 

be introduced by comparing against the FEM from the above two aspects. 

Here, it should be noted that all discussions on domain discretisation and shape function 

construction in this chapter are assumed to be based on a 3D space. However, for the sake 

of convenience, all illustrations associated with domain discretisation in this chapter will 

be presented in a 2D manner, see Fig. 3.2 for example. In addition, the basic equations 

for shape function construction techniques will be presented only in a one-dimensional 

(1D) manner for simplicity, see Eq. (3.1) for example, where it will be shown that the 

approximation of the displacement, i.e. 𝒖 = (𝑢, 𝑣, 𝑤), of a 3D spatial point, 𝒙 = (𝑥, 𝑦, 𝑧), 

is described based on the first component, i.e. 𝑢, of the displacement vector. 
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Figure 3.1: Typical procedures in the FEM and meshfree methods 

3.2.1 Domain discretisation 

As discussed earlier, the fundamental difference between the FEM and meshfree methods 

is the way of discretising the problem domain of investigation. In the FEM, the problem 

domain must be discretised using non-overlapping but seamlessly connected elements, 

see Fig. 3.2a. During the discretisation, the information such as element connectivity must 

be created. In general, the accuracy of the FEM solution is controlled by the number of 

elements and the smoothness of the element type, and a finer mesh design often produces 

a better approximation but requires a higher computational cost. 

In meshfree methods, the problem domain is discretised simply using a set of scattered 

nodes (which can be arbitrarily or regularly distributed) both within the problem domain 

and on the boundary, see Fig. 3.2b. These nodes are often termed as field nodes as they 

carry information for field variables. Similar to the FEM, the accuracy of the meshfree 

solution is controlled by the number of field nodes used. However, compared to the FEM, 

meshfree methods are much simpler since there is no need to create elements and define 
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the connectivity between the nodes shared by adjacent elements. In addition, the adaptive 

analysis based on meshfree methods can be easily performed even for 3D problems since 

only the regeneration of nodes is needed and therefore the associated computational cost 

is less expensive. 

  

(a) Domain discretisation using the FEM 

 

 (b) Domain discretisation using meshfree methods 

Figure 3.2: Domain representation in the FEM and meshfree methods 

3.2.2 Shape function construction 

In the FEM, a field variable (e.g. the displacement) of a point of interest, 𝒙 = (𝑥, 𝑦, 𝑧) is 

approximated based on the nodal information of the element where the point is located. 

For instance, the displacement of 𝒙 can be approximated as a polynomial interpolation of 

the nodal displacements of the element in which it is located: 
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 𝑢ℎ(𝒙) = ∑ 𝜙𝐼(𝒙)𝑢𝐼
𝑛d
𝐼=1 = 𝝓T(𝒙)𝒖   (3.1) 

where 𝑢ℎ(𝒙) is the approximate displacement of 𝒙; the superscript, 𝑛d, denotes the total 

number of the nodes that form the element; and 𝑢𝐼 and 𝜙𝐼(𝒙) are the displacement and 

shape function of the 𝐼th node. 

 

Figure 3.3: Local domain based approximation in meshfree methods 

On the other hand, as there is no element used in meshfree methods, the field variable of 

a point of interest is approximated based on the information of the field nodes within a 

small local domain of it, see Fig. 3.3. This small local domain is referred to as the support 

domain of this point, and the field nodes within the support domain are termed as the 

support nodes. The shape of a support domain can be circular, elliptical or rectangular. In 

the same problem, the support domains can have different sizes and shapes, and they can 

overlap with each other. Similar to the definition of the size of an element in the FEM, 

the choice of the size of a support domain in meshfree methods is very flexible. In general, 

it can be reasonably determined using the following equation [154]: 

 𝑑s = 𝛼s𝑑c (3.2) 

where 𝑑s is the size of the support domain, 𝛼s is a dimensionless factor used to scale the 

size of the support domain, and 𝑑c is the average spacing among the field nodes in the 

support domain and can be approximated using the following equation: 

Support domain Point of interest Field node 
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 𝑑c =

{
  
 

  
 

𝐷s

(1−𝑛D)
1D

√𝐴s

(√𝑛A−1)
2D

√𝑉s

(√𝑛V−1)
3D

 (3.3) 

where 𝐷s, 𝐴s and 𝑉s are the estimated sizes of the support domain in 1D, 2D and 3D cases, 

respectively; and 𝑛D, 𝑛A and 𝑛V are the numbers of the field nodes within the estimated 

support domain in 1D, 2D and 3D cases. 

It should be noted that the basic equations for approximating field variables in meshfree 

methods, which will be shown later when introducing the MLS, RBF and MK techniques, 

are essentially the same as that in the FEM, see Eq. 3.1. However, the way of constructing 

shape functions in meshfree methods is different since it is based on the use of a support 

domain rather an element. In addition, when approximating the field variables of the same 

problem, the number of nodes should be included in a support domain is generally larger 

than the number of nodes in a typical element in the FEM. This suggests that in general 

meshfree methods have lower computational efficiency but higher accuracy compared to 

the FEM. 

3.3 MLS interpolation 

The moving least squares technique was originally developed by mathematicians for data 

fitting and surface construction. A detailed description of such a technique can be found 

in Lancaster and Salkauskas [155]. Nayroles et al. [156] are the first researchers who 

adapted the MLS technique to develop the diffuse element method (DEM). The DEM 

was modified by Belytschko et al. [157], leading to the element-free Galerkin method 

(EFGM), which is a well-established meshfree method that is based on the utilisation of 

the MLS technique. 

The popularity of utilising the MLS technique in meshfree methods lies in two aspects. 

The first one is that the field function approximated will be continuous and smooth in the 

entire problem domain if an enough number of interpolation points is used. This feature 

makes the MLS technique well-suited for formulating the constrained Galerkin weak-
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form method. The seconded aspect is that it can be designed to obtain approximations at 

a designated order of consistency. In the following section, the procedure for applying 

the MLS technique for constructing the MLS-based meshfree shape functions will be 

detailed and discussed. 

3.3.1 MLS procedure 

 

Figure 3.4: Field variable approximation in meshfree methods 

To illustrate the MLS procedure, consider a general problem domain, Ω, bounded by Γ， 

as shown in Fig. 3.4. Assume that this domain is discretised with a number of arbitrarily 

distributed field nodes. For a continuous field function, 𝑢(𝒙), defined in the domain for 

an arbitrary point, 𝒙 = (𝑥, 𝑦, 𝑧), the MLS technique assumes that the field function can 

be approximated in the following form: 

 𝑢ℎ(𝒙) = ∑ 𝑝𝐽(𝒙)𝛼𝐽(𝒙)
𝑚
𝐽=1 = 𝒑T(𝒙)𝜶(𝒙)   (3.4) 

where 𝒑T(𝒙) represents a polynomial basis with 𝑚 monomial terms, and 𝜶(𝒙) is a vector 

of 𝑚 unknown coefficients: 

 𝒑T(𝒙) = {𝑝1(𝒙) 𝑝2(𝒙) ⋯ 𝑝𝑚(𝒙)}   (3.5) 

 𝜶(𝒙) = {𝛼1(𝒙) 𝛼2(𝒙) ⋯ 𝛼𝑚(𝒙)}
T   (3.6) 

Support domain 

Point of interest Field node Support node 

Ω𝑠 

Ω 

Γ 
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Theoretically, the components in 𝒑T(𝒙) can be any arbitrary functions of 𝒙. However, the 

most common choice is to utilised a complete basis, and a complete 𝑝-order polynomial 

can be defined by:  

 𝒑T(𝒙) =

{
 
 

 
 

{1 𝑥 𝑥2 ⋯ 𝑥𝑝−1 𝑥𝑝} 1D

{1 𝑥 𝑦 𝑥𝑦 𝑥2 𝑦2 ⋯ 𝑥𝑝 𝑦𝑝} 2D

{1 𝑥 𝑦 𝑧 𝑥𝑦 𝑦𝑧 𝑧𝑥 𝑥2 𝑦2 𝑧2 ⋯ 𝑥𝑝 𝑦𝑝 𝑧𝑝} 3D

  (3.7) 

To determine the coefficients in 𝜶(𝒙), a support domain, Ωs, is defined for the point of 

interest, 𝒙. Assume that the number of the field nodes in the support domain is 𝑛, which 

should be larger than 𝑚. Applying Eq. (3.4) to all the support nodes produces: 

 𝑢ℎ(𝒙𝐼) = 𝑢ℎ(𝒙, 𝒙𝐼) = ∑ 𝑝𝐽(𝒙𝐼)𝛼𝐽(𝒙)
𝑚
𝐽=1    (𝐼 = 1, 2, … , 𝑛)  (3.8) 

Here, it should be noted that the value approximated for a support node using this equation 

is not necessarily equal to its nodal value, i.e. 𝑢ℎ(𝒙𝐼) ≠ 𝑢𝐼. Thus, a function of weighted 

residual is constructed to minimise the error in the approximations, as follows: 

 𝑅𝑚𝑙𝑠 = ∑ 𝑊𝐼(𝒙)(𝑢
ℎ(𝒙, 𝒙𝐼) − 𝑢(𝒙𝐼))

2
𝑛
𝐼 = ∑ 𝑊𝐼(𝒙)(𝒑

T(𝒙𝐼)𝜶(𝒙) − 𝑢𝐼)
2 𝑛

𝐼   (3.9) 

In this equation, 𝑊𝐼(𝒙) is a weight function chosen to play two roles. The first role is to 

control the weights of support nodes, giving bigger (or smaller) weights for the support 

nodes close to (or far from) 𝒙. The second role is to ensure a smooth transition of the field 

nodes leaving or entering the support domain when the point of interest moves in the 

problem domain. Technically, the weight function can be any type of function as long as 

it satisfies the positivity, compact and decay conditions, as described in [158]. However, 

a weight function can effectively play the above two roles only when an enough number 

of support nodes is used (i.e. 𝑛 ≫ 𝑚). The commonly used weight functions include the 

cubic spline, the quadratic spline and the exponential weight functions. In this work, the 

quadratic spline weight function is utilised, as follows: 

 𝑊𝐼(𝒙) = {
1 − 6 (

𝑑𝐼

𝑑s
)
2

+ 8(
𝑑𝐼

𝑑s
)
3

− 3(
𝑑𝐼

𝑑s
)
4

0 ≤ 𝑑𝐼 ≤ 𝑑s

0 𝑑s ≤ 𝑑𝐼

    (3.10) 
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where 𝑑𝐼 stands for the distance between the point of interest and the 𝐼th support node, 

i.e. the distance between 𝒙 and 𝒙𝐼; and 𝑑s is the size of the support domain.  

In the MLS technique, the unknown coefficients in 𝜶(𝒙) are determined by minimising 

the weighted residual defined in Eq. (3.9). Since the condition of the residual reaching a 

minimum is 𝜕𝑅𝑚𝑙𝑠 𝜕𝜶⁄ = 0, we can obtain the following linear system of equations: 

 𝐀(𝒙)𝜶(𝒙) = 𝐁(𝒙)𝒖  (3.11) 

where 𝐀(𝒙) refers to as the MLS weighted moment matrix, 𝐁(𝒙) is a matrix based on 

weight functions and polynomials, and 𝒖 is a vector collecting the nodal values of the 𝑛 

support nodes: 

 𝐀(𝒙) = ∑ 𝑊𝐼(𝒙)𝒑(𝒙𝐼)
𝑛
𝐼 𝒑T(𝒙𝐼)  (3.12) 

 𝐁(𝒙) = {𝒃1(𝒙) 𝒃2(𝒙) … 𝒃𝑛(𝒙)}  (3.13) 

 𝒃𝐼(𝒙) = 𝑊𝐼(𝒙)𝒑(𝒙𝐼)  (3.14) 

 𝒖 = {𝑢1 𝑢2 … 𝑢𝑛}T  (3.15) 

Assuming that the MLS moment matrix is invertible, Eq. (3.11) can be rewritten into the 

following form: 

 𝜶(𝒙) = 𝐀−1(𝒙)𝐁(𝒙)𝒖  (3.16) 

Substituting this equation back into Eq. (3.4) yields the MLS approximation of the field 

variable, 𝑢ℎ(𝒙), as follows: 

 𝑢ℎ(𝒙) = ∑ (∑ 𝑝𝐽(𝒙)(𝐀
−1(𝒙)𝐁(𝒙))

𝐽𝐼
𝑚
𝐽=1 ) 𝑢𝐼

𝑛
𝐼=1 = ∑ 𝜙𝐼(𝒙)𝑢𝐼

𝑛
𝐼=1   (3.17) 

or in the matrix form: 

 𝑢ℎ(𝒙) = 𝒑T(𝒙)𝐀−1(𝒙)𝐁(𝒙)𝒖 = 𝝓T(𝒙)𝒖  (3.18) 

where (𝐀−1(𝒙)𝐁(𝒙))
𝐽𝐼

 is the 𝐽𝐼th component of the resulting matrix of 𝐀−1(𝒙)𝐁(𝒙), and 

𝝓 is a vector consisting of the MLS shape functions, as follows: 
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 𝝓T(𝒙) = {𝜙1 𝜙2 … 𝜙𝑛} = 𝒑T(𝒙)𝐀−1(𝒙)𝐁(𝒙)  (3.19) 

where 𝜙𝐼(𝒙) is the MLS-based meshfree shape function of the 𝐼th support node, and it 

can be expanded as follows: 

 𝜙𝐼(𝒙)  = ∑ 𝑝𝐽(𝒙)(𝐀
−1(𝒙)𝐁(𝒙))

𝐽𝐼
𝑚
𝐽=1 = 𝒑T(𝒙)𝐀−1(𝒙)𝐁(𝒙)  (3.20) 

3.3.2 MLS shape function derivatives 

The MLS formulation given in Eq. (3.17) or (3.18) can be utilised directly to evaluate the 

displacement field. However, in order to calculate field variables such as strain, the first-

order and second-order partial derivatives of the MLS-based shape functions need to be 

derived. The procedure for calculating these derivatives is briefed as follows. By denoting 

𝒑T(𝒙)𝐀−1(𝒙) as 𝜻T(𝒙), Eq. (3.19) can be rewritten as: 

 𝝓T(𝒙) = 𝜻T(𝒙)𝐁(𝒙)  (3.21) 

where 𝜻(𝒙) can be solved using the following equation, which is obtained by considering 

the symmetry of 𝐀(𝒙): 

 𝐀(𝒙)𝜻(𝒙) = 𝒑(𝒙)  (3.22) 

Then, the first-order partial derivative of 𝜻(𝒙) can be calculated by taking the derivative 

of the above equation with respect to 𝑖 = (𝑥, 𝑦, 𝑧), as follows: 

 𝜻,𝑖 = 𝐀−1(𝒑,𝑖 − 𝐀,𝑖𝜻)  (3.23) 

where ( ),𝑖 stands for 𝜕( ) 𝜕𝑥𝑖⁄ . Similarly, the second-order partial derivative of 𝜻(𝒙) 

can be obtained by taking the derivative of Eq. (3.23) with respect to 𝑗 = (𝑥, 𝑦, 𝑧), as 

follows: 

 𝜻,𝑖𝑗 = 𝐀
−1 (𝒑,𝑖𝑗 − (𝐀,𝑖𝜻,𝑗 + 𝐀,𝑗𝜻,𝑖 + 𝐀,𝑖𝑗𝜻))  (3.24) 

Considering the above two equations and taking the derivatives of Eq. (3.21) and the 

resulting equation with respect to 𝑖 and 𝑗, respectively, the first-order and second-order 

partial derivatives of the MLS-based shape functions can be derived, as follows: 
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 𝝓,𝑖
T = 𝜻,𝑖

T𝐁 + 𝜻T𝐁,𝑖 (3.25) 

 𝝓,𝑖𝑗
T = 𝜻,𝑖𝑗

T 𝐁 + 𝜻,𝑖
T𝐁,𝑗 + 𝜻,𝑗

T𝐁,𝑖 + 𝜻
T𝐁,𝑖𝑗 (3.26) 

3.3.3 An MLS example 

To investigate the features possessed by the MLS-based shape functions, an example has 

been conducted on a 2D square domain with dimensions of [−0.5, 0.5] × [−0.5, 0.5], and 

this domain is discretised with a total number of 5 × 5 uniformly distributed field nodes. 

The quadratic spline function, as defined in Eq. (3.10), is used as the weight function, and 

both the MLS-based shape functions and the first-order partial derivatives are calculated 

based on the use of the linear polynomial basis and that of the quadratic polynomial basis. 

Some of the input and output data in this example are given in Table A.1, Appendix A. 

In this table, the output data have been calculated when the point of interest is set to be 

the central point of the square domain, i.e. 𝒙 = (0,0). It is clear from this table that the 

sum of the shape functions in both the case of using the linear polynomial basis and that 

of using the quadratic polynomial basis is equal to unity: 

 ∑ 𝜙𝐼(𝒙)
𝑛
𝐼=1 = 1  (3.27) 

The above feature is referred to as the property of partitions of unity and is possessed by 

not only the MLS-based shape functions but also many other shape functions such as the 

RBF-based and MK-based shape functions, which will be demonstrated later in Sections 

3.4.3 and 3.5.3. The significance of possessing such a property is that it allows for the 

reproduction of a constant field or rigid body moment. 

Apart from the above results, further calculations have also been performed to derive the 

MLS-based shape functions and the corresponding first-order derivatives for a resolution 

of 51 × 51 uniformly distributed points. Here, it should be noted that the support domains 

used for these points are the same one, i.e. the square domain. The results corresponding 

to the central field node (which is one of the 5 × 5 field nodes not the 25 × 25 resolution 

nodes) are visualised in Fig. 3.5. As is evidently shown in this figure, both the MLS-based 

shape function and the first-order derivative are very smooth, with the former exhibiting 

a bell shape surface across the square domain and the latter showing an antisymmetric 
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shape with respect to the central point. In addition, the results obtained based on the linear 

polynomial basis resemble those based on the quadratic polynomial basis, except for the 

presence of higher peaks in the latter case. This means that both the linear polynomial 

basis and the quadratic polynomial basis are able to produce very smooth approximations. 

 

 

Figure 3.5: The MLS-based shape functions & x-derivatives at the central node 

 

Figure 3.6: The MLS-based shape functions plotted on plane Y=0 

To take a closer examination of the results presented in Fig. 3.5, the MLS-based shape 

functions are plotted on plane Y = 0, and the resulting curves are shown in Fig. 3.6. From 
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this figure, it can be seen that the MLS-based shape functions do not necessarily satisfy 

the following condition: 

 𝜙𝐼(𝒙 = 𝒙𝐽) = {
1 𝐼 = 𝐽

0 𝐼 ≠ 𝐽
𝐼 = 1,2, … , 𝑛 (3.28) 

The above feature is often termed as the Kronecker delta function property. The lack of 

such a property in the MLS-based shape functions is due to the fact that the field function 

of approximation in the MLS procedure is not required to pass through the nodal values. 

Therefore, it should be kept in mind that when using the MLS technique to enforce an 

essential boundary condition the displacements that will be actually prescribed may not 

be exactly equal to the designated values. Thus, additional treatments are often needed if 

an essential boundary condition needs to be enforced exactly. 

3.4 RBF interpolation 

In describing the MLS procedure, it has been assumed that the weighted moment matrix 

is invertible. However, it can be found by taking a closer examination that this assumption 

will fail if the number of the support nodes used is less than the number of components 

in the polynomial basis. Also, the reversibility of the weighted moment is dependent of 

the distribution of support nodes within the support domain. Therefore, one drawback of 

the MLS technique is that the weighted moment matrix can be singular. As demonstrated 

in the example in Section 3.2.3, another drawback of the MLS technique is that this type 

of shape functions does not possess the so-called Kronecker delta function property, 

which leads to a difficulty in exactly enforcing essential boundary conditions. A simple 

solution to avoid the above two problems is to replace the MLS technique with the RBF 

technique, as will be detailed in the following section. 

3.4.1 RBF procedure 

To illustrate the RBF procedure, consider again the problem domain defined in Section 

3.3.1. In the RBF technique, the field function of a point interest is approximated based 

on radial basis functions, as follows: 

 𝑢ℎ(𝒙) = ∑ 𝑟𝐼(𝒙)𝛼𝐼
𝑛
𝐼=1 = 𝒓T(𝒙)𝜶   (3.29) 
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where 𝑛 is the number of support nodes, and 𝛼𝐼 is the unknown coefficient corresponding 

to the 𝐼th radial basis function, 𝑟𝐼(𝒙): 

 𝒓T(𝒙) = {𝑟1(𝒙) 𝑟2(𝒙) ⋯ 𝑟𝑛(𝒙)}   (3.30) 

 𝜶(𝒙) = {𝛼1(𝒙) 𝛼2(𝒙) ⋯ 𝛼𝑛(𝒙)}
T   (3.31) 

where the 𝐼th radial basis function, 𝑟𝐼(𝒙), is related to the distance between 𝒙 and the 𝐼th 

support node, which can be defined as follows: 

 𝑑𝐼 =

{
 
 

 
 

|𝑥 − 𝑥𝐼| 1D

√(𝑥 − 𝑥𝐼)2 + (𝑦 − 𝑦𝐼)2 2D

√(𝑥 − 𝑥𝐼)2 + (𝑦 − 𝑦𝐼)2 + (𝑧 − 𝑧𝐼)2 3D

  (3.32) 

The commonly used RBFs include the multiquadric function (MQF), the Gaussian radial 

function (GRF), the thin plate spline function (TPSF) and the logarithmic radial basis 

function (LRBF). The general forms of these functions are defined as follows: 

 𝑟𝐼(𝒙) = (𝑎0
2 + 𝑑𝐼

2)𝑞    MQF   (3.33) 

 𝑟𝐼(𝒙) = exp(−𝜃𝑑𝐼
2)    GRF   (3.34) 

 𝑟𝐼(𝒙) = 𝑑𝐼
𝜂
    TPSF  (3.35) 

 𝑟𝐼(𝒙) = 𝑑𝐼
𝜂
log𝑑𝐼    LRFB  (3.36) 

where 𝑎0, 𝑞, 𝜃 and 𝜂 are numerical parameters controlling the shape and size of the radial 

basis function. 

In the present work, we focus on the use of the MQF proposed by Hardy [159] since this 

type of MQF is widely used for surface fitting and approximating solutions. Such an MQF 

can be obtained by setting 𝑞 = 0.5 in Eq. (3.33), as follows: 

 r𝐼(𝒙) = √𝑎0
2 + 𝑑𝐼

2    (3.37) 

In this work, three scaling parameters are added into 𝑑𝐼 to scale the radial basis function, 

as follows: 
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 𝑑𝐼 =

{
 
 

 
 

|𝑎1(𝑥 − 𝑥𝐼)| 1D

√𝑎1
2(𝑥 − 𝑥𝐼)2 + 𝑎2

2(𝑦 − 𝑦𝐼)2 2D

√𝑎1
2(𝑥 − 𝑥𝐼)2 + 𝑎2

2(𝑦 − 𝑦𝐼)2 + 𝑎3
2(𝑧 − 𝑧𝐼)2 3D

  (3.38) 

where 𝑎1, 𝑎2 and 𝑎3 are the scaling parameters. The purpose of using these parameters is 

to improve the flexibility of the RBF technique in terms of controlling the resulting shape 

functions and derivatives. 

By applying Eq. (3.29) to all the 𝑛 support nodes, a linear system of equations can be 

formed, as follows: 

 𝒖 = 𝐑𝜶  (3.39) 

where 𝒖 is a vector collecting the nodal values of the 𝑛 support nodes, 𝜶 is the vector 

consisting of the unknown coefficients and 𝐑 refers to the RBF moment matrix: 

 𝒖 = {𝑢1 𝑢2 ⋯ 𝑢𝑛}T (3.40) 

 𝜶 = {𝛼1 𝛼2 ⋯ 𝛼𝑛}T (3.41) 

 𝐑 =

[
 
 
 
 
 
 
𝑟1(𝒙1) 𝑟2(𝒙1) ⋯ 𝑟𝑛(𝒙1)

𝑟1(𝒙2) 𝑟2(𝒙2) ⋯ 𝑟𝑛(𝒙2)

⋮ ⋮ ⋱ ⋮

𝑟1(𝒙𝑛) 𝑟2(𝒙𝑛) ⋯ 𝑟𝑛(𝒙𝑛)]
 
 
 
 
 
 

 (3.42) 

It should be noted that the radial basis functions are positively defined and thus the RBF 

moment matrix is invertible. Therefore, the unknown coefficients in Eq. (3.39) can be 

solved, as follows: 

 𝜶 = 𝐑−1𝒖  (3.43) 

Substituting this equation back into Eq. (3.29) yields the RBF approximation of the field 

function, as follows: 

 𝑢ℎ(𝒙) = ∑ (∑ 𝑟𝐽(𝒙)(𝐑
−1)𝐽𝐼

𝑛
𝐽=1 )𝑢𝐼

𝑛
𝐼=1 = ∑ 𝜙𝐼(𝒙)𝑢𝐼

𝑛
𝐼=1    (3.44) 
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or in the matrix form: 

 𝑢ℎ(𝒙) = 𝒓T(𝒙)𝐑−1𝒖 = 𝝓T(𝒙)𝒖  (3.45) 

where (𝐑−1)𝐽𝐼 is the 𝐽𝐼th component of 𝐑−1, and 𝝓 is the vector consisting of the RBF-

based shape functions: 

 𝝓T(𝒙) = {𝜙1 𝜙2 … 𝜙𝑛}
T = 𝒓T(𝒙)𝐑−1 (3.46) 

where 𝜙𝐼(𝒙) is the RBF-based shape function corresponding to the 𝐼th support node, and 

it can be expanded as follows: 

 𝜙𝐼(𝒙)  = ∑ 𝑟𝐽(𝒙)(𝐑
−1)𝐽𝐼

𝑛
𝐽=1  (3.47) 

3.4.2 RBF shape function derivatives 

It is evident from Eq. (3.42) that the RBF moment matrix is independent of 𝒙. Thus, the 

first-order and second-order partial derivatives of the RBF shape functions can be directly 

obtained by taking the derivatives of Eq. (3.46) and the resulting equation with respect to 

𝑖 and 𝑗, respectively, as follows: 

 𝜙𝐼,𝑖(𝒙)  = ∑ 𝑟𝐽,𝑖(𝒙)(𝐑
−1)𝐽𝐼

𝑛
𝐽=1  (3.48) 

 𝜙𝐼,𝑖𝑗(𝒙)  = ∑ 𝑟𝐽,𝑖𝑗(𝒙)(𝐑
−1)𝐽𝐼

𝑛
𝐽=1  (3.49) 

where 𝑟𝐽,𝑖(𝒙) and 𝑟𝐽,𝑖𝑗(𝒙) are the first-order and second-order partial derivatives of 𝑟𝐽(𝒙), 

and they can be explicitly expressed for the case of using the modified MQF, as follows: 

 𝑟𝐽,𝑖(𝒙) =
2𝑞𝑎𝑖

2((𝒙)𝑖−(𝒙𝐽)𝑖)

𝑎0
2+𝑑𝐼

2 𝑟𝐽(𝒙) (3.50) 

 𝑟𝐽,𝑖𝑗(𝒙) =
4𝑞(𝑞−1)𝑎𝑖

2𝑎𝑗
2((𝒙)𝑖−(𝒙𝐽)𝑖)(

(𝒙)𝑗−(𝒙𝐽)𝑗)

(𝑎0
2+𝑑𝐼

2)
2 𝑟𝐽(𝒙) (3.51) 

3.4.3 An RBF example 

An example of utilising the RBF technique has been also conducted to study the features 

possessed by this type of shape functions. This example is performed by using again the 
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2D domain described in Section 3.3.3. Results are calculated for both the case of using 

the MQF defined in Eq. (3.37) and that of using the GQF defined in Eq. (3.34) as the 

radial basis function. The parameters used in this example are 𝑎0 = 1, 𝑎1 = 1, 𝑎2 = 1 

and 𝜃 = 0.75. 

The input and output data for the case of the central point being the point of interest are 

given in Table A.2, Appendix A. It is clearly seen in this table that the sum of the shape 

functions at all field nodes is equal to unity, meaning that the RBF-based shape functions 

possess the property of partitions of unity. Also, it can be found that the shape function at 

the central field node is equal to unity, while those at the remaining field nodes are equal 

to zero. This suggests that the RBF-based shape functions also possess the Kronecker 

delta function property, which is essentially a result of the fact that the field function of 

approximation in the RBF procedure is required to pass through all the field nodes in the 

support domain. 

 

 

Figure 3.7: The RBF-based shape functions & x-derivatives at the central node 

Similar to the MLS example, the shape functions and the 𝑥-derivatives corresponding to 

the central field node have been plotted with a resolution of 51 × 51 points for both the 
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case of using the MQF and that of using the GQF, as shown in Fig. 3.7. Here, it is evident 

that both the two cases are able to generate smooth shape functions and the first-order 

partial derivatives, with the latter case producing a higher degree of variations and thus a 

higher order of smoothness. 

 

Figure 3.8: The RBF-based shape functions plotted on plane Y=0 

Fig. 3.8 shows the shape function curves obtained by sectioning Figs. 3.7a and 3.7c using 

plane Y = 0. As is clearly shown in this figure, for both the case of using the MQF and 

that of using the GQF, the shape functions are equal to unity at the central field node and 

zero at all the other field nodes. This again confirms that the RBF-based functions possess 

the Kronecker delta function property, and thus the RBF technique can be used to avoid 

the problem in using the MLS technique to enforce essential boundary conditions. 

3.5 MK interpolation 

As demonstrated in the previous section, a solution to address the drawback of lacking 

the Kronecker delta function property in the MLS technique is to replace it with the RBF 

technique. Alternatively, this drawback can be effectively avoided by employing the MK 

technique. Such a technique was developed by Gu [160] from the kriging method, which 

is a geostatistical approach initially proposed by Krige [161] and formalised by Matheron 

[162] for spatial data interpolation. In this section, the MK procedure will be described 

and an MK-based example will be presented. 
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3.5.1 MK procedure 

To illustrate the MK procedure, consider again the problem domain defined in Section 

3.3.1. In the MK technique, the field function of a point of interest is approximated based 

on a combination of a polynomial interpolation and a stochastic process, as follows: 

 𝑢ℎ(𝒙) = ∑ 𝑝𝐽(𝒙)𝛼𝐽
𝑚
𝐽=1 + 𝑍(𝒙) = 𝒑T(𝒙)𝜶 + 𝑍(𝒙) (3.52) 

where 𝑝𝐽(𝒙) is the 𝑗th component of polynomial basis 𝒑T(𝒙), which has 𝑚 terms and is 

often chosen to be the complete basis given in Eq. (3.7); 𝛼𝐽 is the unknown coefficient 

corresponding to 𝑝𝐽(𝒙) and yet to be determined; and 𝑍(𝒙) is a function representing the 

realisation of a stochastic process that has a mean value of zero, a variance of 𝜎2, and a 

nonzero covariance defined by: 

 cov[𝑍(𝒙𝐼), 𝑍(𝒙𝐽)] = 𝜎2𝐆 (3.53) 

 𝐆 =

[
 
 
 
 
 

1 𝐺(𝒙1, 𝒙2) ⋯ 𝐺(𝒙1, 𝒙𝑛)

𝐺(𝒙2, 𝒙1) 1 ⋯ 𝐺(𝒙2, 𝒙𝑛)

⋮ ⋮ ⋱ ⋮

𝐺(𝒙𝑛, 𝒙1) 𝐺(𝒙𝑛, 𝒙2) ⋯ 1 ]
 
 
 
 
 

 (3.54) 

where 𝐆 is termed as the correlation matrix. The 𝐼𝐽th component in this matrix, 𝐺(𝒙𝐼 , 𝒙𝐽), 

is a correlation function relating to support nodes 𝒙𝐼 and 𝒙𝐽. Here, the GBF defined in Eq. 

(3.34) is modified to define this correlation function, as follows: 

 𝐺(𝒙𝐼 , 𝒙𝐽) = exp(−𝜃𝑑𝐼𝐽
2 ) (3.55) 

where 𝜃 is a parameter controlling the shape of the GBF, and the modification to this 

equation is made by introducing an free parameter, 𝑎0, to 𝑑𝐼𝐽, which is thus defined as 

follows: 

 𝑑𝐼𝐽 =

{
  
 

  
 

𝑎0 + |𝑎1(𝑥𝐼 − 𝑥𝐽)| 1D

√𝑎0
2 + 𝑎1

2(𝑥𝐼 − 𝑥𝐽)
2
+ 𝑎2

2(𝑦𝐼 − 𝑦𝐽)
2

2D

√𝑎0
2 + 𝑎1

2(𝑥𝐼 − 𝑥𝐽)
2
+ 𝑎2

2(𝑦𝐼 − 𝑦𝐽)
2
+ 𝑎3

2(𝑧𝐼 − 𝑧𝐽)
2
 3D

  (3.56) 
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The use of 𝑍(𝒙) produces a localised deviation in the approximation of the field function. 

Thus, a function of the mean squared error (MSE) is created to minimise such a deviation, 

as follows: 

 MSE = 𝐸[𝑢ℎ(𝒙) − 𝑢(𝒙)]2  (3.57) 

By minimising this error under the unbiased constraint of 𝐸[𝑢ℎ(𝒙)] = 𝐸[𝑢(𝒙)], the best 

linear unbiased prediction of 𝑢(𝒙) can be obtained [163], as follows: 

 𝑢ℎ(𝒙) = 𝒑T(𝒙)𝜻 + 𝒈T(𝒙)𝐆−1(𝒖 − 𝑷𝜻)  (3.58) 

where 𝒑T(𝒙) is the polynomial basis defined in Eq. (3.7), 𝒖 denotes the vector collecting 

the nodal values, and 𝒈T(𝒙), 𝐏 and 𝜻 are defined as follows:  

 𝒈T(𝒙) = {𝑔1(𝒙) 𝑔2(𝒙) … 𝑔𝑛(𝒙)}  (3.59) 

 𝐏 =

[
 
 
 
 
 
 
𝑝1(𝒙1) 𝑝2(𝒙1) ⋯ 𝑝𝑚(𝒙1)

𝑝1(𝒙2) 𝑝2(𝒙2) ⋯ 𝑝𝑚(𝒙2)

⋮ ⋮ ⋱ ⋮

𝑝1(𝒙𝑛) 𝑝2(𝒙𝑛) ⋯ 𝑝𝑚(𝒙𝑛)]
 
 
 
 
 
 

  (3.60) 

 𝜻 = (𝐏T𝐆−1𝐏)−1𝐏T𝐆−1𝒖  (3.61) 

where the 𝐼th component of 𝒈T(𝒙) is a correlation function  defined by 𝑔𝐼(𝒙) = 𝐺(𝒙, 𝒙𝐼). 

To reorganise Eq. (3.58), the following notations are introduced, where 𝐈 represents the 

identity matrix: 

 𝐀 = (𝐏T𝐆−1𝐏)−1𝐏T𝐆−1  (3.62) 

 𝐁 = 𝐆−1(𝐈 − 𝐏𝐀)  (3.63) 

Based on the above notations, Eq. (3.58) can be rewritten into the following form, which 

is the MK approximation of the field function: 

 uℎ(𝒙) = ∑ (∑ 𝑝𝐽(𝒙)(𝐀)𝐽𝐼
𝑚
𝐽=1 + ∑ 𝑔𝐾(𝒙)(𝐁)𝐾𝐼

𝑛
𝐾=1 )𝑢𝐼

𝑛
𝐼=1 = ∑ 𝜙𝐼(𝒙)𝑢𝐼

𝑛
𝐼=1   (3.64) 

or in the matrix form: 
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 𝑢ℎ(𝒙) = (𝒑T(𝒙)𝐀 + 𝐆T(𝒙)𝐁)𝒖 = 𝝓T(𝒙)𝒖  (3.65) 

where the symbols, (𝐀)𝐽𝐼 and (𝐁)𝐾𝐼, denotes the 𝐽𝐼th and 𝐾𝐼th components of 𝐀 and 𝐁, 

and 𝝓 is the vector consisting of the MK shape functions: 

 𝝓T(𝒙) = {𝜙1 𝜙2 … 𝜙𝑛}
T = 𝒑T(𝒙)𝐀 + 𝐆T(𝒙)𝐁 (3.66) 

where 𝜙𝐼(𝒙) is the MK shape function corresponding to the 𝐼th support node, and it can 

be expressed as follows: 

 𝜙𝐼(𝒙)  = ∑ 𝑝𝐽(𝒙)(𝐀)𝐽𝐼
𝑚
𝐽=1 + ∑ 𝑔𝐾(𝒙)(𝐁)𝐾𝐼

𝑛
𝐾=1  (3.67) 

3.5.2 MK shape function derivatives 

Since 𝐀 and 𝐁 in Eq. (3.67) are independent of 𝒙, the first-order and second-order partial 

derivatives of the MK shape functions can be obtained directly by taking the derivatives 

of this equation and the resulting equation with respect to 𝑖 and 𝑗 respectively, as follows: 

 𝜙𝐼,𝑖(𝒙)  = ∑ 𝑝𝐽,𝑖(𝒙)(𝐀)𝐽𝐼
𝑚
𝐽=1 + ∑ 𝑔𝐾,𝑖(𝒙)(𝐁)𝐾𝐼

𝑛
𝐾=1  (3.68) 

 𝜙𝐼,𝑖𝑗(𝒙)  = ∑ 𝑝𝐽,𝑖𝑗(𝒙)(𝐀)𝐽𝐼
𝑚
𝐽=1 + ∑ 𝑔𝐾,𝑖𝑗(𝒙)(𝐁)𝐾𝐼

𝑛
𝐾=1  (3.69) 

where 𝑝𝐽,𝑖(𝒙) and 𝑝𝐽,𝑖𝑗(𝒙) can be obtained easily based on the polynomial basis, and the 

first-order and second-order partial derivatives of 𝑔𝐾(𝒙) are defined by: 

 𝑔𝐾,𝑖(𝒙) = −2𝜃𝑎𝑖
2((𝒙)𝑖 − (𝒙𝐾)𝑖)𝑔𝐾(𝒙) (3.70) 

 𝑔𝐾,𝑖𝑗(𝒙) = 4𝜃
2𝑎𝑖

2𝑎𝑗
2((𝒙)𝑖 − (𝒙𝐾)𝑖)((𝒙)𝑗 − (𝒙𝐾)𝑗)𝑔𝐾(𝒙) (3.71) 

3.5.3 An MK example 

To study the features possessed by the MK-based shape functions, an example of utilising 

the MK technique has been conducted on again the 2D domain described in Section 3.3.3. 

In this example, the parameters in the modified GQF are 𝜃 = 1, 𝑎0 = 0, 𝑎1 = 4 and 𝑎2 =

4. Results are calculated for both the case of using the linear polynomial basis and that of 

using the quadratic polynomial basis. 
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The input and output data for the case of the central point being the point of interest are 

presented in Table A.3, Appendix A. The data given in this table clearly suggest that the 

MK-based shape functions possess both the partitions of unity property and the Kronecker 

delta function property.  

 

 

Figure 3.9: The MK-based shape functions & x-derivatives at the central node 

Similar to the MLS and RBF example, the shape functions and the 𝑥-derivatives relating 

to the central field node have been plotted with a resolution of 51 × 51 points for both 

the case of using the linear polynomial basis and that of using the quadratic polynomial 

basis, as shown in Fig. 3.9. It is interesting to note that the results calculated based on the 

former case are very similar to those obtained based on the latter case, exhibiting a high 

degree of smoothness in both the shape functions and the 𝑥-derivatives. 

Fig. 3.10 shows the shape functions obtained after sectioning Figs. 3.9a and 3.9c using 

plane Y = 0. The results shown in this figure once again confirm that the shape functions 

obtained using the MK technique possess the Kronecker delta function property. Thus, 

similar to the RBF technique, the MK technique can be utilised to address the problem in 

using the MLS technique to enforce essential boundary conditions. 
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Figure 3.10: The MK-based shape functions plotted on plane Y=0 

3.6 System equation formulation 

3.6.1 Categorisation of meshfree methods 

As discussed previously in the introduction of this chapter, engineering problems can be 

described often using governing equations such as PDEs. In many cases, obtaining the 

exact or analytical solution for a complex engineering is impractical. The only practical 

way is to use a numerical method to get an approximate solution. Among different types 

of numerical methods, meshfree methods are perhaps of the greatest potential as they are 

based on nodes only and do not require the use of elements. Based on the procedure for 

solving the governing equation, meshfree methods can be classified into three types, 

namely, the strong-form meshfree methods, the weak-form meshfree methods and the 

strong-weak form meshfree methods. In this section, the basic features, advantages and 

disadvantages of these methods will be briefly discussed. 

In a general engineering problem, the governing equation and the equations for enforcing 

boundary and/or initial conditions are typically strong-form equations. In the strong-form 

meshfree methods, the above equations are directly satisfied at field nodes. Therefore, the 

functions for approximating field variables in the strong-form meshfree methods should 

have a sufficient degree of consistency such that they are differentiable up to the order of 

the governing equation. Currently, a wide variety of strong-form meshfree methods has 

been developed, such as the general FDM [164-167], the meshfree collocation methods 

[168-171] and the finite point method (FPM) [172-174]. The primary advantage of the 
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strong-form meshfree methods is that they are simple and computationally efficient, due 

to the fact that the governing equation is satisfied only at field nodes and no background 

mesh is required to perform integral operations over the problem domain. Therefore, these 

methods are truly meshfree. However, a critical issue in these methods is that the moment 

matrix formed during the construction of shape functions can be singular. In addition, to 

reach a reasonable accuracy, it is often required to use irregular field node distributions, 

which prevents these methods from being utilised to address the problems with derivative 

boundary conditions (DBCs). In general, this type of meshfree methods is less stable and 

less accurate compared to the weak-form meshfree methods. 

In the weak-form meshfree methods, the governing equation is satisfied in an average 

sense, which is generally achieved by applying to the governing equation with an integral 

operation that is based on a physical or mathematical principle such as the variational 

principle and the weighted residual method. Due to the introduction of such an integral 

operation, these methods require a weaker consistency on the functions for approximating 

field variables and meanwhile are capable of producing very stable discretised system of 

equations. Thus, they are generally more accurate compared to the strong-form meshfree 

methods. However, introducing such an integral operation means that a background mesh 

is needed to discretise the problem domain simply for performing integral calculations, 

which makes these methods not truly meshfree. Based on the way of applying the integral 

operation to the governing equation, this type of meshfree methods can be further divided 

into the global and local weak-form meshfree methods. In the global weak-form meshfree 

methods, an integration operation is applied to the whole problem domain such that the 

governing equation is satisfied on the entire problem domain. Typical examples of the 

global weak-form meshfree methods include the element-free Galerkin method (EFGM) 

[157], the radial point interpolation method (RPIM) [175, 176] and the reproducing kernel 

particle method (RKPM) [177]. On the contrary, the local weak-form meshfree methods 

apply an integration operation to local domains so that the governing equation is locally 

satisfied. Examples of the local weak-form meshfree methods include the meshless local 

Petrov-Galerkin method (MLPGM) [178-180] and the local radial point interpolation 

method (LRPIM) [181, 182]. 

The meshfree methods that utilise both strong-form and weak-form formulations to obtain 

the discretised system equations are termed as the strong-weak form meshfree methods. 
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For instance, the meshfree method developed by Liu and Gu [183, 184] is a strong-weak 

form method, where a local weak-form formulation is performed for the field nodes near 

or on the boundaries with derivative boundary conditions, and a strong-form formulation 

is applied for all the other field nodes. Other examples of the strong-weak form methods 

include the smooth particle hydrodynamics methods (SPHMs) developed by Lucy [185] 

and Gingold and Monaghan [186]. In this type of methods, a weak-form operation (i.e. 

an integration operation) is applied for field variable approximation, while a strong-form 

operation is utilised to form the discretised system of equations. The main advantage of 

the strong-weak form meshfree methods is that they combine the stability of the weak-

form methods and the efficiency of the strong-form methods. However, they are much 

more complex compared to the other two types of meshfree methods. 

In this research, instead of using the other two types of meshfree methods, the weak-form 

meshfree methods have been selected for predicting both the elastic properties and the 

overall response of woven composites. One of the reasons for choosing the weak-form 

meshfree methods is that the weak-form formulation techniques such as the variational 

principle and the weighted residual method have been well-established and also widely 

used in the FEM. In addition, the weak-form meshfree methods are much more stable and 

accurate compared to the strong-form meshfree methods and much less complex than the 

strong-weak form meshfree methods. In the following two sections, the weak-form 

meshfree methods that have been selected in this thesis to predict the elastic properties 

and the overall response of woven composites will be described. For convenience, the 

two meshfree methods are termed as the standard weak-form meshfree method and the 

explicit weak-form meshfree method, respectively. 

3.6.2 Standard weak-form meshfree method 

3.6.2.1 Formulation of the discretised system of equations 

The homogenisation of the elastic properties of woven composites is essentially a static 

problem of linear elasticity. If we denote the unit cell (UC) of homogenisation as Ω, and 

the boundary as Γ, the governing equation for the homogenisation of the elastic properties 

of woven composites and the equations for boundary conditions can be written as follows: 

 Governing equation: 𝐋T𝝈 + 𝒃 = 𝐎 in Ω (3.72) 
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 Natural boundary condition: 𝝈𝒏 = 𝒕̅ on Γt (3.73) 

 Essential boundary condition: 𝒖 = 𝒖̅ on Γu  (3.74) 

where 𝝈 denotes the stress, 𝒃 represents the external body force, 𝒖 is the displacement, 𝒏 

stands for the unit outward normal to the natural boundary, 𝒕̅ is the traction prescribed to 

the natural boundary, 𝒖̅ denotes the displacement prescribed to the essential boundary, 

and 𝐋 is the differential operator and is defined by: 

  𝐋T =

[
 
 
 
 
 
𝜕

𝜕𝑥
0 0

𝜕

𝜕𝑦
0

𝜕

𝜕𝑧

0
𝜕

𝜕𝑦
0

𝜕

𝜕𝑥

𝜕

𝜕𝑧
0

0 0
𝜕

𝜕𝑧
0

𝜕

𝜕𝑦

𝜕

𝜕𝑥]
 
 
 
 
 

 (3.75) 

Here, it should be noted that the external body force term in Eq. (3.72) should be set to 

zero in the homogenisation of the elastic properties of woven composites, owing to the 

fact that no body force will be prescribed to the UC of homogenisation. It is further noted 

that Eq. (3.74) is inadequate for describing a homogenisation that is performed based on 

the use of periodic boundary condition (PBC), where a displacement constraint is applied 

in the form of a displacement relation between two equivalent boundary nodes, see Eq. 

(2.79) or (2.80), rather than in the form of Eq. (3.74). Thus, a special treatment is needed 

to enforce the PBC, which will be addressed later in this section. 

To solve Eq. (3.72), which is a strong-form equation, the minimum total potential energy 

principle can be employed to transform it into a weak-form equation, which leads to the 

formulation of the standard weak-form meshfree method, as follows. The minimum total 

potential energy principle dictates that the total potential energy is equal to the sum of the 

elastic strain energy and the potential energy or the work done the external forces: 

  𝛱 = 𝑈 +𝑊 = ∫ 𝜺T𝝈𝑑V
Ω

− (∫ 𝒖T𝒃𝑑V
Ω

+ ∫ 𝒖T𝒕̅𝑑S
Γt

) (3.76) 

In this equation, the minus sign indicates a loss of the potential energy when the force is 

displaced in its direction. At an equilibrium state, the total potential energy should be at 

a minimum, meaning that: 

  𝛿𝛱 = 𝛿𝑈 + 𝛿𝑊 = 0 (3.77) 
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where the symbol, 𝛿, denotes the first variation operator. Expanding the above equation 

produces the standard variational (i.e. weak-form) formulation, as follows: 

 ∫ 𝛿𝜺T𝝈𝑑V
Ω

− (∫ 𝛿𝒖T𝒃𝑑V
Ω

+ ∫ 𝛿𝒖T𝒕̅𝑑S
Γt

) = 0 (3.78) 

Since the integral operation in Eq. (3.77) is imposed on the whole problem domain Ω, a 

background mesh consisting of non-overlapping cells should be applied to partition the 

problem domain for the sake of performing numerical integrations. An example of using 

a background mesh to discretise a 2D general domain is shown in Fig. 3.11. It can be seen 

from this figure that the discretisation of the problem domain using background cells is 

independent of the way of discretising the problem using field nodes. This is because the 

former is made simply for conducting numerical integrations cell by cell. Technically, the 

shape of background cells can be arbitrary as far as they do not overlap with each other 

and there is no gap between any two adjacent cells. In addition, if a sufficient number of 

background cells is used, then the solution obtained should be independent of the type of 

background cells being used. Thus, it is often recommended to use background cells with 

simple shapes. 

 

Figure 3.11: 2D example of a background mesh in weak-form meshfree methods 

Assume that the whole problem domain is discretised with a set of field nodes that are 

numbered sequentially from 1 to 𝑁. For an integration point defined in the background 

Background cells Integration points Field nodes 

Ω 

Γ 
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mesh, its displacement can be interpolated based on those of the field nodes within its 

local support domain, which can be achieved by applying a field function approximation 

technique, such as the MLS, RBF or MK techniques, as follows: 

 𝒖ℎ = {

𝑢

𝑣

𝑤

} = [

𝜙1 0 0 ⋯ 𝜙𝑛 0 0

0 𝜙1 0 ⋯ 0 𝜙𝑛 0

0 0 𝜙1 ⋯ 0 0 𝜙𝑛

]

{
 
 

 
 
𝑢1

𝑣1

⋮

𝑤𝑛}
 
 

 
 

= 𝚽𝒖s (3.79) 

where 𝑛 is the number of the field nodes within the support domain, 𝚽 is a 3 × 3𝑛 matrix 

consisting of shape functions, and 𝒖s is a vector collecting the displacements of the local 

support nodes. An alternative form of this equation is as follows: 

 𝒖ℎ = ∑ [

𝜙𝐼 0 0

0 𝜙𝐼 0

0 0 𝜙𝐼

] {

𝑢𝐼

𝑣𝐼

𝑤𝐼

}𝑛
𝐼=1 = ∑ 𝚽𝐼𝒖𝐼

𝑛
𝐼=1  (3.80) 

where 𝚽𝐼 and 𝒖𝐼 denote the shape function matrix and the displacement corresponding 

to field node 𝐼. Based on the strain-displacement relation, i.e. 𝜺 = 𝐋𝒖ℎ, and substituting 

Eq. (3,79) into this relation, the strain of the integration point can be obtained, as follows: 

 𝜺 = 𝐋𝚽𝒖s =

[
 
 
 
 
 
 
 
 
 
 
 
𝜕𝜙1

𝜕𝑥
0 0 ⋯

𝜕𝜙𝑛

𝜕𝑥
0 0

0
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0

𝜕𝜙1

𝜕𝑥
⋯

𝜕𝜙𝑛

𝜕𝑧
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𝜕𝜙𝑛

𝜕𝑥 ]
 
 
 
 
 
 
 
 
 
 
 

{
 
 
 
 

 
 
 
 
𝑢1

𝑣1

𝑤1

⋮

𝑢𝑛

𝑣𝑛

𝑤𝑛}
 
 
 
 

 
 
 
 

= 𝐁𝒖s (3.81) 

alternatively: 

 𝜺 = ∑

[
 
 
 
 
𝜕𝜙𝐼

𝜕𝑥
0 0

𝜕𝜙𝐼

𝜕𝑦
0

𝜕𝜙𝐼

𝜕𝑧

0
𝜕𝜙𝐼

𝜕𝑦
0

𝜕𝜙𝐼

𝜕𝑥

𝜕𝜙𝐼

𝜕𝑧
0

0 0
𝜕𝜙𝐼

𝜕𝑧
0

𝜕𝜙𝐼

𝜕𝑦

𝜕𝜙𝐼

𝜕𝑥 ]
 
 
 
 
T

{

𝑢𝐼

𝑣𝐼

𝑤𝐼

}𝑛
𝐼=1 = ∑ 𝐁𝐼𝒖𝐼

𝑛
𝐼=1  (3.82) 
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where 𝐁 is equal to 𝐋𝚽, and 𝐁𝐼 is equal to 𝐋𝚽𝐼 and is often termed as the strain matrix 

corresponding to node 𝐼. By considering the constitutive relation of the integration point, 

its stress can be obtained, as follows: 

 𝝈 = 𝐂𝜺 = 𝐂𝐋𝚽𝒖s = 𝐂𝐁𝒖s = ∑ 𝐂𝐋𝚽𝐼𝒖𝐼
𝑛
𝐼=1 = ∑ 𝐂𝐁𝐼𝒖𝐼

𝑛
𝐼=1  (3.83) 

In this equation, 𝐂 is the elasticity matrix, which has been defined in Eq. (2.5) for the 

isotropic polymer matrix and in Eqs. (2.13) and (2.54) for the transversely isotropic yarn 

material. By taking the first variation of Eq. (3.79) or (3.80) and substituting the resulting 

equation into Eq. (3.81), we can obtain: 

 𝛿𝒖ℎ = 𝚽𝛿𝒖s = ∑ 𝚽𝐼𝛿𝒖𝐼
𝑛
𝐼=1  (3.84) 

 𝛿𝜺 = 𝐋𝛿𝒖ℎ = 𝐋𝚽𝛿𝒖s = 𝐁𝛿𝒖s = ∑ 𝐁𝐼𝛿𝒖𝐼
𝑛
𝐼=1  (3.85) 

Based on Eqs. (3.83) and (3.85), the first term of Eq. (3.78) can be rewritten as follows: 

 ∫ 𝛿𝜺T𝝈𝑑V
Ω

= ∫ (𝐁𝛿𝒖s)T𝐂𝐁𝒖s𝑑V
Ω

                            

 ∫ 𝛿𝜺T𝝈𝑑Ω
Ω

= ∫ (∑ 𝐁𝐼𝛿𝒖𝐼
𝑛
𝐼=1 )T∑ 𝐂𝐁𝐽𝒖𝐽𝑑V

𝑛
𝐽=1Ω

  

 ∫ 𝛿𝜺T𝝈𝑑Ω
Ω

= ∫ ∑ ∑ 𝛿𝒖𝐼
T(𝐁𝐼𝐂𝐁𝐽)𝒖𝐽𝑑V

𝑛
𝐽=1

𝑛
𝐼=1Ω

  (3.86) 

where the subscripts, 𝐼 and 𝐽, represent the 𝐼th and 𝐽th field nodes and are defined based 

on the local numbering sequence of the support domain (i.e. 1 to n). Since the numbers 

representing the field nodes in a support domain can overlap with those denoting the field 

nodes in another support domain. To avoid this problem, the global numbering sequence 

defined previously (i.e. 1 to N) can be used to replace the local numbering sequence such 

that each field node is labelled using a unique number. Since in Eq. (3.86) the integration 

operation can be moved within the summation operations, Eq. (3.86) can be rewritten into 

the following form: 

 ∫ 𝛿𝜺T𝝈𝑑V
Ω

= ∫ ∑ ∑ 𝛿𝒖𝐼
T(𝐁𝐼𝐂𝐁𝐽)𝒖𝐽𝑑V

𝑛
𝐽=1

𝑛
𝐼=1Ω

   

  = ∑ ∑ 𝛿𝒖𝐼
T𝐊𝐼𝐽𝒖𝐽

𝑁
𝐽=1

𝑁
𝐼=1   (3.87) 

where 𝐊𝐼𝐽 is often termed as the nodal stiffness matrix and is defined by: 
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 𝐊𝐼𝐽 = ∫ (𝐁𝐼𝐂𝐁𝐽)𝑑VΩ
  (3.88) 

The right-hand side of Eq. (3.87) can be expanded and rewritten into the following matrix 

form: 

 ∑ ∑ 𝛿𝒖𝐼
T𝐊𝐼𝐽𝒖𝐽

𝑁
𝐽=1

𝑁
𝐼=1 = 𝛿𝑼T𝐊𝑼  (3.89) 

where 𝑼 is a vector consisting of the displacement of all field nodes, 𝛿𝑼 refers to the first 

variation of 𝑼, and 𝐊 is the global stiffness matrix: 

 𝛿𝑼T = {𝛿𝒖1 𝛿𝒖2 ⋯ 𝛿𝒖𝑁}  (3.90) 

 𝑼 = {𝒖1 𝒖2 ⋯ 𝒖𝑁}T (3.91) 

 𝐊 =

{
 
 

 
 
𝐊11 𝐊12 ⋯ 𝐊1𝑁

𝐊21 𝐊22 ⋯ 𝐊2𝑁

⋮ ⋮ ⋱ ⋮

𝐊𝑁1 𝐊𝑁2 ⋯ 𝐊𝑁𝑁}
 
 

 
 

 (3.92) 

Based on the above, the first term of Eq. (3.78) can be finally rewritten into the following 

form: 

 ∫ 𝛿𝜺T𝝈𝑑V
Ω

= 𝛿𝑼T𝐊𝑼 (3.93) 

By considering Eq. (3.84) and following a similar procedure for obtaining Eq. (3.93), the 

second and third terms of Eq. (3.78) can be rewritten as follows: 

 ∫ 𝛿𝒖T𝒃𝑑V
Ω

= 𝛿𝑼T𝑭b (3.94) 

 ∫ 𝛿𝒖T𝒕̅𝑑V
Ω

= 𝛿𝑼T𝑭t (3.95) 

where 𝑭b and 𝑭t denote the global body force vector and the global traction force vector, 

and are defined by the following equations respectively: 

 𝑭b = {𝑭1
b 𝑭2

b ⋯ 𝑭𝑁
b }T (3.96) 

 𝑭t = {𝑭1
t 𝑭2

t ⋯ 𝑭𝑁
t }T (3.97) 
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where 

 𝑭𝐼
b = ∫ 𝚽𝐼𝒃𝑑VΩ

 (3.98) 

 𝑭𝐼
t = ∫ 𝚽𝐼𝒕̅𝑑VΩ

 (3.99) 

Substituting Eqs. (3.93) – (3.95) into Eq. (3.78) yields: 

 𝛿𝑼T𝐊𝑼 = 𝛿𝑼T(𝑭b + 𝑭t) (3.100) 

Since the first variation of the global displacement, i.e. 𝛿𝑼, is arbitrary, Eq. (3.100) can 

be satisfied only if: 

 𝐊𝑼 = 𝑭b + 𝑭t = 𝑭e (3.101) 

where 𝑭e represents the global external force vector.  

Eq. (3.101) is the final form of the discretised system of equations in the standard weak-

form meshfree method. If it is used to predict the elastic properties of woven composites, 

all components in 𝐊, 𝑭𝐼
b and 𝑭𝐼

t can be directly calculated by using a proper integration 

scheme such as the Gauss-Legendre quadrature. Then, the displacement of all field nodes, 

i.e. 𝑼, can be obtained using a suitable algorithm such as the Gaussian elimination method. 

After obtaining 𝑼, the strains and consequently the stresses of all integration points can 

be calculated using Eqs. (3.82) and (3.83), respectively. 

3.6.2.2 Enforcement of boundary conditions 

For traction boundary conditions, which are explicitly defined in the form of Eq. (3.73), 

they have been naturally implemented during the formulation of the discretised system of 

equations. Therefore, no treatment is needed to enforce this type of boundary conditions. 

In terms of essential boundary conditions, they can be defined either explicitly in the form 

of Eq. (3.74) or implicitly in a PBC form, see Eq. (2.79) or (2.80). For the former case, 

they can be enforced by modifying the discretised system of equations as follows. Assume 

that a fixed displacement is prescribed to the 𝑖th component of the global displacement: 

 𝑢𝑖 = 𝑢̅𝑖 (3.102) 



Chapter 3: Meshfree methods 

71 

 

The above condition can be exactly enforced by modifying the global stiffness matrix and 

the global force vector into the following forms, respectively: 

 𝐊 =

{
 
 
 
 

 
 
 
 
k11 ⋯ k1(𝑖−1) k1𝑖 k1(𝑖+1) ⋯ k1(3𝑁)

⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮

k(𝑖−1)1 ⋯ k(𝑖−1)(𝑖−1) k(𝑖−1)𝑖 k(𝑖−1)(𝑖+1) ⋯ k(𝑖−1)(3𝑁)

0 ⋯ 0 1 0 ⋯ 0

k(𝑖+1)1 ⋯ k(𝑖+1)(𝑖−1) k(𝑖+1)𝑖 k(𝑖+1)(𝑖+1) ⋯ k(𝑖+1)(3𝑁)

⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮

k(3𝑁)1 ⋯ k(3𝑁)(𝑖−1) k(3𝑁)𝑖 k(3𝑁)(𝑖+1) ⋯ k(3𝑁)(3𝑁)}
 
 
 
 

 
 
 
 

 (3.103) 

 𝑭e = {𝐹1 ⋯ 𝐹(𝑖−1) 𝑢̅𝑖 𝐹(𝑖+1) ⋯ 𝐹(3𝑁)}T (3.104) 

For the PBC-based essential boundary conditions, see Eq. (2.79) or (2.80), they cannot 

be enforced directly since they present in the form of a displacement relation between two 

equivalent nodes. In this work, the displacement constraint elimination method [147] is 

extended to enforce this type of boundary conditions. It should be noted that the generic 

form of PBC, see Eq. (2.80), will become the standard form of PBC, see Eq. (2.79), if the 

load reversal factor is set to be unity, γ=1, and the transformation matrix is set to be the 

identity matrix, 𝐓 = 𝐈0 . Thus, the enforcement of the PBC-based essential boundary 

conditions will be addressed based on the generic form of PBC. 

The constraint elimination method is based on a division of all field nodes in the problem 

domain into three subsets, namely, the internal nodes, i.e. 𝒙𝐼𝑖 (𝐼 = 1,… , 𝑛𝑖), the nodes on 

the negative boundary, i.e. 𝒙𝐽− (𝐽 = 1,… , 𝑛−), and the nodes on the positive boundary, 

i.e. 𝒙𝐾+ (𝐾 = 1,… , 𝑛+). Then, the three subsets of field nodes are numbered sequentially, 

forming a set-based numbering sequence. Based this numbering sequence, the originally 

defined global displacement vector is reorganised such that it consists sequentially of an 

internal displacement vector, which collects the displacements of the internal nodes, i.e. 

𝑼𝑖, a negative displacement vector, which collects the displacements of the field nodes 

on the negative boundary, i.e. 𝑼−, and a positive displacement vector, which collects the 

displacements of the field nodes on the positive boundary, i.e. 𝑼+, as follows: 

 𝑼 = {𝑼𝑖 𝑼− 𝑼+}
T (3.105) 
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Similarly, the originally defined global stiffness matrix, 𝐊, and global external force, 𝑭e, 

can be reorganised, and consequently the discretised system of equations can be rewritten 

as follows: 

 [

𝐊𝑖𝑖 𝐊𝑖− 𝐊𝑖+

𝐊−𝑖 𝐊−− 𝐊−+

𝐊+𝑖 𝐊+− 𝐊++

]{

𝑼𝑖

𝑼−

𝑼+

} = {

𝑭𝑖
e

𝑭−
e

𝑭+
e

} (3.106) 

If we denote 𝛾𝐓 in Eq. (2.80) as 𝐓𝛾, the positive and negative displacement vectors can 

be related to each other as follows: 

 𝑼+ = 𝐓̃𝑼− + 𝝃 (3.107) 

where 𝝃 is a vector denoting the difference between 𝑼+ and 𝐓̃𝑼− and can be calculated 

based on the macroscopic strain applied to the UC of homogenisation, and 𝐓̃ is a matrix 

collecting all the 𝑻𝛾 associated with each pair of equivalent points. Substituting the above 

relation into Eq. (3.106), the discretised system of equations can be rearranged into: 

 𝐊̃𝑼̃ = 𝑭̃e (3.108) 

where 

 𝐊̃ = [
𝐊𝑖𝑖 𝐊𝑖− + 𝐊𝑖+𝐓̃

(𝐊−𝑖 + 𝐊+𝑖) 𝐊−− + 𝐊+− + (𝐊−+ + 𝐊++)𝐓̃
] (3.109) 

 𝐔̃ = {
𝑼𝑖

𝑼−
} (3.110) 

 𝑭̃e = {
𝑭𝑖
e − 𝐊𝑖+𝝃

𝑭−
e + 𝑭+

e − (𝐊−+ + 𝐊++)𝝃
} (3.111) 

It should be noted that no external force will be prescribed in homogenising the elastic 

properties of woven composites. Therefore, the external force components in Eq. (3.111) 

vanish, leading to: 

 𝑭̃e = {
−𝐊𝑖−𝝃

−(𝐊−+ + 𝐊++)𝝃
} (3.112) 
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Since 𝐊̃ and 𝑭̃e are known for a given problem, the reorganised displacement vector, 𝑼̃, 

and thus the negative displacement vector, 𝑼−, can be solved. By utilising Eq. (3.107), 

the positive displacement vector, 𝑼+, can also be calculated. 

3.6.3 Explicit weak-form meshfree method 

3.6.3.1 Formulation of the discretised system of equations 

In predicting the overall response of woven composites based on the UC methodology, a 

history of macroscopic strains needs to be enforced to the UC for the sake of calculating 

the history of the volume average stresses of the UC. The suggests that the prediction of 

the overall response of woven composites is essentially a dynamic problem, with the time-

dependent macroscopic strains prescribed to the boundary acting as the external dynamic 

loading. If we denote the UC domain of homogenisation as Ω, and the boundary as Γ, the 

governing equation for the prediction of the overall response of woven composites and 

the equations for boundary and initial conditions can be written as follows: 

 Governing equation: 𝐋T𝝈(𝑡) + 𝒃(𝑡) = 𝜌𝒖̈(𝑡) in Ω (3.113) 

 Natural boundary condition: 𝝈(𝑡)𝒏 = 𝒕̅(𝑡) on Γt (3.114) 

 Essential boundary condition: 𝒖(𝑡) = 𝒖̅(𝑡) on Γu  (3.115) 

 Initial velocity condition: 𝒗(𝑡 = 0) = 𝒗0 in Ω  (3.116) 

where 𝜌 is the density of material, 𝒖̇ and 𝒖̈ denote the velocity and acceleration, and all 

the other symbols have the same meaning as those in Eqs. (3.72) – (3.74). Here, it should 

be noted that the boundary condition given in Eq. (3.115) is not adequate for describing 

the problem of the overall response prediction of woven composites if a time-dependent 

PBC is applied, which will be addressed later. 

To solve Eq. (3.113), which is a strong-form equation, Hamilton’s principle can be used 

to transform it into a weak-form equation, which leads to the formulation of the explicit 

weak-form meshfree method, as follows. For a deformation body, Hamilton’s principle 

states that the most accurate solution of all the admissible histories of displacement is a 

solution of the following equation: 
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 𝛿 ∫ ℒ𝑑𝑡
𝑡2
𝑡1

= 0 (3.117) 

alternatively, 

 ∫ 𝛿ℒ𝑑𝑡
𝑡2
𝑡1

= 0 (3.118) 

where 𝑡1 and 𝑡2 denote the starting and ending times of the dynamic event, and ℒ refers 

to a Lagrangian function defined based on a set of time histories of displacement and is 

defined as follows: 

 ℒ = 𝑇 − 𝛱 +𝑊 (3.119) 

where 𝑇 is the kinematic energy, 𝛱 is the potential or elastic strain energy, and 𝑊 is the 

work done by external force: 

 𝑇 =
1

2
∫ 𝜌𝒖̇T𝒖̇𝑑V
Ω

 (3.120) 

 𝛱 =
1

2
∫ 𝜺T𝝈𝑑V
Ω

 (3.121) 

 𝑊 = ∫ 𝒖T𝒃𝑑V
Ω

+ ∫ 𝒖T𝒕̅𝑑S
Γt

 (3.122) 

By taking the first variations of Eqs. (3.121) and (3.122), we can obtain the following two 

equations: 

 𝛿𝛱 =
1

2
𝛿 ∫ 𝜺T𝝈𝑑V

Ω
=

1

2
𝛿 ∫ 𝜺T𝐂𝜺𝑑V

Ω
= ∫ 𝛿𝜺T𝐂𝜺𝑑V

Ω
 (3.123) 

 𝛿𝑊 = 𝛿 ∫ 𝒖T𝒃𝑑V
Ω

+ 𝛿 ∫ 𝒖T𝒕̅𝑑S
Γt

= ∫ 𝛿𝒖T𝒃𝑑V
Ω

+ ∫ 𝛿𝒖T𝒕̅𝑑S
Γt

 (3.124) 

Since Eq. (3.123) is actually the first term of Eq. (3.78), and Eq. (3.124) is the sum of the 

second and third terms of Eq. (3.78), we can directly get the following two equations: 

 𝛿𝛱 = ∫ 𝛿𝜺T𝐂𝜺𝑑V
Ω

= 𝛿𝑼T𝑭i (3.125) 

 𝛿𝑊 = ∫ 𝛿𝒖T𝒃𝑑V
Ω

+ ∫ 𝛿𝒖T𝒕̅𝑑S
Γt

= 𝛿𝑼T(𝑭b + 𝑭t) = 𝛿𝑼T𝑭e (3.126) 

where 𝑭i stands for the internal force.  
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In terms of the kinematic energy, its first variation can be expressed as: 

 𝛿𝑇 =
1

2
𝛿 ∫ 𝜌𝒖̇T𝒖̇𝑑V

Ω
= ∫ 𝜌𝛿𝒖̇T𝒖̇𝑑V

Ω
 (3.127) 

The velocity vector in the above equation can be approximated in a similar manner as that 

for displacement, as shown in Eq. (3.80). Therefore, we can obtain: 

 𝒖̇ℎ = ∑ [

𝜙𝐼 0 0

0 𝜙𝐼 0

0 0 𝜙𝐼

] {

𝑢̇𝐼

𝑣̇𝐼

𝑤̇𝐼

}𝑛
𝐼=1 = ∑ 𝚽𝐼𝒖̇𝐼

𝑛
𝐼=1 = 𝚽𝒖̇s (3.128) 

By taking the first variation of 𝒖̇ℎ, we have 𝛿𝒖̇ℎ = 𝛿(∑ 𝚽𝐼𝒖̇𝐼
𝑛
𝐼=1 ) = 𝚽𝛿𝒖̇s. Therefore, 

the integrand of the right side of Eq. (3.127) can be approximated as follows: 

 𝜌𝛿𝒖̇T𝒖̇ = ∑ ∑ 𝜌𝛿(𝚽𝐼𝒖̇𝐼)
T𝚽𝐽𝒖̇𝐽

𝑛
𝐽=1

𝑛
𝐼=1 = ∑ ∑ 𝛿𝒖̇𝐼

T(𝜌𝚽𝐼
T𝚽𝐽)𝒖̇𝐽

𝑛
𝐽=1

𝑛
𝐼=1  (3.129) 

If the global numbering sequence is used instead of the local numbering sequence, Eq. 

(3.129) can be rewritten into the following form: 

 𝜌𝛿𝒖̇T𝒖̇ = ∑ ∑ 𝛿𝒖̇𝐼
T(𝜌𝚽𝐼

T𝚽𝐽)𝒖̇𝐽
𝑁
𝐽=1

𝑁
𝐼=1  (3.130) 

Substituting Eq. (3.130) into Eq. (3.127) yields: 

 𝛿𝑇 = ∑ ∑ 𝛿𝒖̇𝐼
T𝐌𝐼𝐽𝒖̇𝐽

𝑁
𝐽=1

𝑁
𝐼=1 = 𝛿𝑼̇T𝐌𝑼̇ (3.131) 

where 𝑼̇ is a vector collecting the velocities of all field nodes in the problem domain, and 

𝐌𝐼𝐽 and 𝐌 denote the nodal mass matrix and the global mass matrix, which are defined 

by: 

 𝐌𝐼𝐽 = ∫ 𝜌𝚽𝐼
T𝚽𝐽𝑑VΩ

 (3.132) 

 𝐌 =

{
 
 

 
 
𝐌11 𝐌12 ⋯ 𝐌1𝑁

𝐌21 𝐌22 ⋯ 𝐌2𝑁

⋮ ⋮ ⋱ ⋮

𝐌𝑁1 𝐌𝑁2 ⋯ 𝐌𝑁𝑁}
 
 

 
 

 (3.133) 

Substituting Eqs. (3.125), (3.126) and (3.131) into Eq. (3.118) produces: 
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 ∫ (𝛿𝑼̇T𝐌𝑼̇ − 𝛿𝑼T𝑭i + 𝛿𝑼T𝑭e)𝑑𝑡
𝑡2
𝑡1

= 0 (3.134) 

Since the variation and the differentiation operations are interchangeable, the variation of 

the velocity vector can be rewritten as follows: 

 𝛿𝑼̇T = 𝛿 (
𝑑𝑼T

𝑑𝑡
) =

𝑑

𝑑𝑡
(𝛿𝑼T) (3.135) 

Based on the above equation, the left side of Eq. (3.134) can be integrated by parts, as 

follows: 

 ∫ 𝛿𝑼̇T𝐌𝑼̇𝑑𝑡
𝑡2
𝑡1

= 𝛿𝑼T𝐌𝑼̇|
𝑡1

𝑡2
− ∫ 𝛿𝑼T𝐌𝑼̈𝑑𝑡

𝑡2
𝑡1

 (3.136) 

Since the first term of the right side of Eq. (3.136) vanishes due to 𝛿𝑼T|𝑡1 = 𝛿𝑼
T|𝑡2 = 0, 

Eq. (3.136) can be simplified into the following form: 

 ∫ 𝛿𝑼̇T𝐌𝑼̇𝑑𝑡
𝑡2
𝑡1

= −∫ 𝛿𝑼T𝐌𝑼̈𝑑𝑡
𝑡2
𝑡1

 (3.137) 

Substituting this equation into Eq. (3.134) gives: 

 ∫ 𝛿𝑼̇T(−𝐌𝑼̈ − 𝑭i + 𝑭e)𝑑𝑡
𝑡2
𝑡1

= 0 (3.138) 

In Eq. (3.138), the first variation of the displacement vector, i.e. 𝛿𝑼̇T, is arbitrary. Thus, 

the only condition satisfying the above equation is: 

 𝐌𝑼̈ + 𝑭i = 𝑭e (3.139) 

The above equation is the final form of the discretised system of equations in the explicit 

weak-form meshfree method. It is interesting to note that the above-discretised system of 

equations has exactly the same form as that formulated based on the FEM. Thus, it should 

be borne in mind that the quantities in this equation, i.e. 𝐌, 𝑭i, and 𝑭e, are obtained based 

on meshfree shape functions. In this research, the explicit central difference method has 

been utilised to solve the meshfree-based discretised system of equations, which will be 

briefly introduced in the following section. 
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3.6.3.2 Meshfree explicit time integration 

In the explicit central difference method, the equations of motion are explicitly integrated 

using the following rules: 

 𝑼̈(𝑛) = 𝐌−1(𝑭e(𝑛) − 𝑭i(𝑛)) (3.140) 

 𝑼̇(𝑛+
1
2
) = 𝑼̇(𝑛−

1
2
) +

∆𝑡(𝑛+1)+∆𝑡(𝑛)

2
𝑼̈(𝑛) (3.141) 

 𝑼(𝑛+1) = 𝑼(𝑛) + ∆𝑡(𝑛+1)𝑼̇(𝑛+
1
2
) (3.142) 

where the superscripts represent the time steps, and ∆𝑡 is the time increment. The above 

integration rules are explicit in that the calculation of the displacement at the current step 

can be advanced by using the acceleration at the previous step, the velocity at the previous 

half step and the displacement at the previous step. 

It should be noted that the calculation of the inverse of the global mass matrix, as well as 

the multiplication of the inverse with the force vectors, are computationally expressive, 

particularly for the problems with high degrees of freedom. To improve the efficiency of 

the solution procedure, the global mass matrix (which is often termed as the consistent 

mass matrix) can be lumped into a diagonal mass matrix, which is denoted using 𝐌L. The 

mass lumping made to the consistent mass matrix can be achieved by using the commonly 

used row-sum technique, as follows: 

 (𝐌L)𝐼𝐼 = ∑ M𝐼𝐽
3𝑁
𝐼=1  (3.143) 

where (𝐌L)𝐼𝐼 denotes the 𝐼th diagonal element of the lumped mass matrix, and M𝐼𝐽 is a 

component of the consistent mass matrix. 

The mass lumping operation described above has been widely used and considered as a 

necessary strategy in the explicit FEM. Although there is still very little theory formally 

justifying the use of such a strategy, its combination with the explicit central difference 

method can generally produce stable and reasonably accurate solutions. However, it must 

be noted that the lumping operation alters the consistent mass matrix in a way that most 

of the mass is lumped to the field nodes corresponding to the diagonal elements of the 

lumped mass matrix. This effect can get increasingly evident if high-orders of integration 
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are applied to obtain the mass matrix, leading to distortions in the accelerations that will 

be calculated. Thus, high-order integrations should be avoided if the lumping strategy is 

applied for the sake of efficiency. 

From Eqs. (3.140) – (3.142), it can be seen that the velocities are calculated only at half 

time steps. If the velocity at the current step needs to be obtained, the following equation 

can be employed:  

 𝑼̇(𝑛+1) = 𝑼̇(𝑛+
1
2
) +

1

2
∆𝑡(𝑛+1)𝑼̈(𝑛+1) (3.144) 

It should be further noted that the explicit central difference method is not a self-starting 

method. To enable the calculation to be advanced automatically, the velocities at steps 

(−1

2
) and (+1

2
) need to be predefined. By replacing 𝑛 in Eq. (3.144) with -1, the velocity 

at time step (−1

2
) can be determined, as follows: 

 𝑼̇(−
1
2
) = 𝑼̇(0) −

1

2
∆𝑡(0)𝑼̈(0) (3.145) 

By replacing 𝑛 in Eq. (3.141) with 0 and considering Eq. (3.145), the velocity at time step 

(+1

2
) can be determined, as follows: 

 𝑼̇(+
1
2
) = 𝑼̇(0) +

1

2
∆𝑡(1)𝑼̈(0) (3.146) 

3.6.3.3 Enforcement of boundary conditions 

The essential boundary conditions in the homogenisation of the overall response of woven 

composites can be prescribed either explicitly in the form of Eq. (3.115) or implicitly in 

a PBC form. For the former case, they can be enforced directly in Eq. (3.142), and thus 

no further treatment is needed. In terms of the PBC-based essential boundary conditions, 

since they present in the form of displacement relations between each pair of equivalent 

boundary nodes, they should be enforced using the displacement constraint elimination 

method. However, it should be noted that the homogenisation of the overall response of 

woven composites requires applying a history of PBCs. This suggests that the PBC in this 

case is time-dependent and can be described using the following equation: 

 𝒖(𝒙𝐴, 𝑡) − 𝛾𝐓𝒖(𝒙𝐴̅, 𝑡) = −〈𝜺(𝑡)〉𝐓𝝀    ∀𝒙𝐴̅ ∈ Γ− & ∀𝒙𝐴 ∈ Γ+ (3.147) 
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To enforce the above time-dependent PBC, the constraint elimination method described 

in Section 3.6.2 is extended as follows. Again, the original numbering sequence of field 

nodes is reorganised based on a division of all field nodes in the problem domain into the 

internal field nodes, i.e. 𝒙𝐼𝑖 (𝐼 = 1,… , 𝑛𝑖), the field nodes on the negative boundary, i.e. 

𝒙𝐽− (𝐽 = 1, … , 𝑛−), and the field nodes on the positive boundary, i.e. 𝒙𝐾+ (𝐾 = 1,… , 𝑛+). 

Based on the modified numbering sequence, the basic equations for the explicit central 

difference method can be rewritten as follows, where the diagonal lumped mass matrix is 

used instead of the consistent mass matrix: 

 

{
 
 

 
 𝑼̈𝑖

(𝑛)

𝑼̈−
(𝑛)

𝑼̈+
(𝑛)
}
 
 

 
 

=

[
 
 
 
 
(𝐌L)𝑖𝑖

−1 𝐎 𝐎

𝐎 (𝐌L)−−
−1 𝐎

𝐎 𝐎 (𝐌L)++
−1 ]
 
 
 
 

(

 
 

{
 
 

 
 𝑭𝑖

e(𝑛)

𝑭−
e(𝑛)

𝑭+
e(𝑛)

}
 
 

 
 

−

{
 
 

 
 𝑭𝑖

i(𝑛)

𝑭−
i(𝑛)

𝑭+
i(𝑛)
}
 
 

 
 

)

 
 

 (3.148) 

 

{
 
 

 
 𝑼̇

𝑖

(𝑛+
1

2
)

𝑼̇−
(𝑛+

1

2
)

𝑼̇+
(𝑛+

1

2
)
}
 
 

 
 

=

{
 
 

 
 𝑼̇

𝑖

(𝑛−
1

2
)

𝑼̇−
(𝑛−

1

2
)

𝑼̇+
(𝑛−

1

2
)
}
 
 

 
 

+
∆𝑡(𝑛)+∆𝑡(𝑛+1)

2

{
 
 

 
 𝑼̈𝑖

(𝑛)

𝑼̈−
(𝑛)

𝑼̈+
(𝑛)
}
 
 

 
 

 (3.149) 

 

{
 
 

 
 𝑼𝑖

(𝑛+1)

𝑼−
(𝑛+1)

𝑼+
(𝑛+1)

}
 
 

 
 

=

{
 
 

 
 𝑼𝑖

(𝑛)

𝑼−
(𝑛)

𝑼+
(𝑛)
}
 
 

 
 

+ ∆𝑡(𝑛+1)

{
 
 

 
 𝑼̇

𝑖

(𝑛+
1

2
)

𝑼̇−
(𝑛+

1

2
)

𝑼̇+
(𝑛+

1

2
)
}
 
 

 
 

  (3.150) 

Based on Eq. (3.147), we can assume: 

 𝑼+
(𝑛) = 𝐓̃𝑼−

(𝑛) + 𝝃(𝑛) (3.151) 

 𝑼+
(𝑛+1) = 𝐓̃𝑼−

(𝑛+1) + 𝝃(𝑛+1) (3.152) 

where 𝝃(𝑛) and 𝝃(𝑛+1) denote the differences between 𝑼+ and 𝐓̃𝑼− at time steps 𝑛 and 

𝑛 + 1, and 𝐓̃ has been defined in Eq. (3.107). Substituting the above two equations into 

Eq. (3.150), we can obtain: 

 𝑼̇+
(𝑛+

1

2
)
= 𝐓̃𝑼̇−

(𝑛+
1

2
)
+ 𝝃̇(𝑛+

1

2
)
 (3.153) 
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where  

 𝝃̇(𝑛+
1

2
) =

(𝝃(𝑛+1)−𝝃(𝑛))

∆𝑡(𝑛+1)
 (3.154) 

Replacing 𝑛 in Eq. (3.153) with 𝑛 − 1 produces: 

 𝑼̇+
(𝑛−

1

2
)
= 𝐓̃𝑼̇−

(𝑛−
1

2
)
+ 𝝃̇(𝑛−

1

2
)
 (3.155) 

where 

 𝝃̇
(𝑛−

1

2
)
=

(𝝃(𝑛)−𝝃(𝑛−1))

∆𝑡(𝑛)
 (3.156) 

Substituting Eqs. (3.153) and (3.155) into Eq. (3.149), we can obtain: 

 𝑼̈+
(𝑛) = 𝐓̃𝑼̈−

(𝑛) + 𝝃̈(𝑛) (3.157) 

where 

 𝝃̈(𝑛) =
2(𝝃̇

(𝑛+
1
2
)
−𝝃̇

(𝑛−
1
2
)
)

∆𝑡(𝑛)+∆𝑡(𝑛+1)
 (3.158) 

Substituting Eq. (3.157) into Eq. (3.148), the following equation can be obtained after 

performing some mathematical manipulations: 

 𝑼̃̈(𝑛) = 𝐌̃−1(𝑭̃e(𝑛) − 𝑭̃i(𝑛)) (3.159) 

where 

 𝑼̃̈(𝑛) = {𝑼̈𝑖
(𝑛) 𝑼̈−

(𝑛)}
T
 (3.160) 

 𝐌̃−1 = [
(𝐌L)𝑖𝑖 𝐎

𝐎 (𝐌L)−− + (𝐌L)++𝐓̃
]

−1

 (3.161) 

 𝑭̃e(𝑛) = {
𝑭𝑖
e(𝑛)

𝑭−
e(𝑛) + 𝑭+

e(𝑛) − (𝐌L)++𝝃̈
(𝑛)
} (3.162) 
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 𝑭̃i(𝑛) = [
𝑭𝑖
i(𝑛)

𝑭−
i(𝑛) + 𝑭+

i(𝑛)
] (3.163) 

Since no external force will be prescribed when predicting the overall response of woven 

composites, the external force components in Eq. (3.162) vanish, leading to: 

 𝑭̃e(𝑛) = {
𝐎

−(𝐌L)++𝝃̈
(𝑛)
} (3.164) 

From Eqs. (3.149) and (3.150), we can also obtain: 

 𝑼̃̇(𝑛+
1

2
) = 𝑼̃̇(𝑛−

1

2
) +

∆𝑡(𝑛)+∆𝑡(𝑛+1)

2
𝑼̃̈(𝑛) (3.165) 

 𝑼̃(𝑛+1) = 𝑼̃(𝑛) + ∆𝑡(𝑛+1)𝑼̃̇(𝑛+
1

2
)
 (3.166) 

where 

 𝑼̃̇(𝑛−
1

2
) = {𝑼̇

𝑖

(𝑛−
1

2
)

𝑼̇−
(𝑛−

1

2
)}
T

 (3.167) 

 𝑼̃(𝑛) = {𝑼𝑖
(𝑛)

𝑼−
(𝑛)}

T
 (3.168) 

Eqs. (3.159), (3.165) and (3.166) are the final equations for enforcing the PBC defined in 

Eq. (3.147). Solving these equations and considering Eqs. (3.152), (3.153) and (3.157), 

all the components of the global displacement vector, the global velocity vector and the 

acceleration vectors can be calculated. 

3.7 Summary 

In this chapter, the background knowledge and basic concepts associated with meshfree 

methods were firstly introduced. Then, the formulation procedures for three commonly 

used shape function construction techniques, i.e. MLS, RBF and MK, were detailed in 

combination with examples of calculating shape functions using these techniques. These 

examples suggest that the RBF-based and MK-based shape functions possess both the 

property of partitions of unity and the Kronecker delta function property, while the MLS-
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based shape functions possess only the property of partitions of unity. At the end of this 

chapter, the formulation procedures for both the standard weak-form meshfree method 

and the explicit weak-form meshfree method were described, and the basic equations for 

enforcing the PBC-based essential boundary conditions within the two meshfree methods 

were formulated.
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CHAPTER 4: ELASTIC PROPERTY 

HOMOGENISATION 

 

4.1 Introduction 

4.1.1 Unit cell identification and domain reduction 

In the micromechanical homogenisation of woven composites, the representative region 

that is used to perform a homogenisation is termed as a unit cell (UC). In general,  a full-

size UC is defined as the smallest region such that the entire composite structure can be 

reconstructed from translational copies of it, without using rotational and/or reflectional 

symmetries [187]. This suggests that the choice of a UC for woven composites is not 

unique, but with many possibilities. 

 

Figure 4.1: Typical plain woven composites and its possible UCs 

Fig. 4.1 shows some of the possible UCs in typical plain woven composites. In this figure, 

the matrix has been set to be transparent in order to reveal the internal architecture. The 

same treatment will be applied if appropriate for presenting the internal architectures of 

other types of woven composites throughout this thesis. Clearly, each of the highlighted 
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C 

A* B* 
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D* 

X Y 
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regions in this figure can be defined as a UC, owing to the fact the composite structure 

can be reconstructed based on translations copies of any of these regions. In addition, this 

figure suggests that different types of UCs do not necessarily have the same size, but with 

the size of the UC being dependent of the translation symmetry applied to obtain the UC. 

For example, the size of UC “A” is the same as that of UC “B”, which is because the 

translational symmetries used in the two cases, i.e. those from A to A* and B to B*, are 

parallel to the global coordinate system (GCS) of the composite material, i.e. OXYZ. On 

the other hand, the size of UC “C” or “D” is smaller than that of UC “A” as a result of 

utilising non-parallel translational symmetries in obtaining UC “C” or “D”. Furthermore, 

it is worth noting that a UC should be defined such that it facilitates the homogenisation 

analysis that is to be performed. For instance, UC “A”, “B” or “D” is well-suited for 

homogenising the elastic properties in the warp and weft directions, while UC “C” is only 

suitable to predict the properties in off-axis directions, e.g. 45° to the warp direction. For 

convenience, the UCs that are similar to UC “A” will be referred to as normal UCs, while 

those similar to UC “C” will be termed as off-axis UCs in the rest of this thesis. 

 

(a) Full-size UC to 𝟏
𝟒
UC by using reflectional symmetries 

 

(b) 𝟏
𝟒
UC to 𝟏

𝟏𝟔
UC by using reflectional & rotational symmetries 

Figure 4.2: Domain reduction for plain woven composites 
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𝟏

𝟒
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𝟏
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𝟏

𝟏𝟔
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Clearly, the highly complex internal architecture of woven composites often requires an 

excessive modelling time and a high computational cost even at the level of full-size UC. 

Thus, it is always desirable to exploit all possible symmetries of the woven composites 

of investigation to reduce the size of the domain of homogenisation. The symmetries that 

can be exploited in woven composites consist of translation, rotation, reflection and a 

combination of these symmetries. Fig. 4.2 shows a typical procedure for exploiting all 

possible symmetries in plain woven composites from a full-size UC to the smallest UC, 

which is comprised of two steps. Firstly, the full-size UC can be quartered by exploiting 

the reflectional symmetries, leading to a 1
4
UC. Secondly, the 1

4
UC can be further reduced 

by considering both the reflectional and rotational symmetries, leading to a 1
16

UC, which 

is a UC that cannot be further exploited.  

The above example suggests that there will be different sizes of UCs involved in reducing 

the domain of woven composites. For clarity, the following definitions are introduced and 

will be utilised hereafter in this thesis. A domain region that is obtained after exploiting 

partially or fully the symmetries of a full-size UC will be referred to as a reduced unit cell 

(rUC), and an rUC will be termed as a minimum unit cell (mUC) if there is no symmetry 

that can be further exploited. Based on the above definitions, we can see in Fig. 4.2 that 

both the 1
4
UC and 1

16
UC are rUCs, while only the 1

16
UC is an mUC. For simplicity, all 

woven composite geometry models developed in the present research are mUCs. 

It should be noted that if a homogenisation of woven composites is conducted using a 

full-size UC, which is derived based on translational symmetries only, the standard form 

of PBC, as defined in Eq. (2.79), can be applied directly to enforce boundary conditions. 

However, if an rUC or mUC is used, the standard form of PBC cannot be applied since 

this type of PBC is formulated based on a full-size UC, rather than on an rUC or mUC, 

which can be obtained only after exploiting at least a non-translational symmetry. Thus, 

enforcing boundary conditions for an rUC or mUC must be performed in accordance with 

the reduction operations used to obtain the rUC or mUC. Algorithms for deriving the PBC 

of rUCs or mUCs of woven composites can be found in Li et al. [188], Whitcomb and 

co-workers [189, 190], De Carvalho et al. [191]. In this research, the algorithm developed 

by De Carvalho et al. [191] has been utilised to derive boundary conditions for woven 

composites, and it will be described in detail in Section 4.5. 
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4.1.2 General assumptions 

To model the internal architecture of woven composites as accurate as possible, a number 

of plain woven carbon fibre-reinforced polymer (CFRP) composite specimens has been 

fabricated based on EP121-C15-53 prepreg supplied by Gurit Ltd to observe the cross-

section and waviness of yarns. The woven fabric in this prepreg is made from 3k HTA40 

carbon fibres and has an areal density of 193g/m2. The fabric is pre-impregnated with a 

53% EP121 resin matrix, which is a toughened self-extinguishing epoxy resin. Hereafter 

in this thesis, this composite material will be used for predicting the elastic properties and 

the overall response. For convenience, it is denoted as EP121-C15-53 composites. 

 

(a) Micrograph at 25x magnification 

 

(b) Micrograph at 100x magnification 

Figure 4.3: Micrographs of typical plain woven composites 

300 μm 

200 μm 
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Fig. 4.3 shows two micrographs of this composite material at different magnifications. 

An initial observation of the two micrographs suggests that although the cross-sections 

of the yarns exhibit in different shapes (see the areas highlighted using solid curves), the 

dominant ones are lenticular. Thus, it is assumed that the cross-section of a general yarn 

in woven composites can be fitted using simple functions, such as cosine functions. Fig. 

4.4 shows the result of using cosine functions to fit the cross-sections of the yarns in the 

specimens. Here, it should be noted that the data points representing the cross-sections 

have been translated such that all cross-sections are centred at the same point for the sake 

of easy comparison. From this figure, it is established that the cross-section of a general 

yarn in woven composites can be described using cosine functions. 

 

Figure 4.4: Yarn’s cross-section fitted by using cosine functions 

In addition to the above observation, it can be found in Fig. 4.3 that the yarns in this type 

of composite material have a wave-like shape in the fibre direction, as highlighted in the 

figure using dashed curves. Furthermore, it can be seen that the thickness of each yarn is 

almost constant across the whole yarn. Based on these findings, it is assumed that the 

waviness of a general yarn in woven composites can be largely described using cosine 

functions. A subsequent curve fitting, as shown in Fig. 4.4, confirms the feasibility of 

such an assumption. 
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Figure 4.5: Yarn’s waviness fitted using cosine functions 

Based on the above observations and curve fittings, the general assumptions made in the 

present research to model the internal architecture of woven composites are summarised 

as follows: 

1) The cross-section of a general yarn in woven composites can be described using 

simple functions such cosine functions; 

2) The waviness of a general yarn in woven composites can be fitted using simple 

functions such as cosine functions; 

3) Each yarn in woven composites has a constant cross-sectional shape across the 

whole yarn. 

4.1.3 Further assumptions 

In structural application of woven composites, a woven composite structure is fabricated 

typically by stacking a number of plies or layers together to form the whole thickness of 

the structure. Depending on the mechanical performance required, the direction of a ply 

can be parallel or at an angle to that of another ply. Additionally, composite plies can be 

stacked together based on simple stacking, symmetrical stacking and/or a combination of 

them. Examples of simple and symmetrical stacking are shown in Fig. 4.6.  
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The many possible combinations of composite stacking and ply orientation complicates 

the development of predictive models for woven composites. Thus, the present research 

focuses on developing predictive models for the woven composites with simple stacking 

and the same ply orientation. This means that only a layer of woven composites is needed 

to identify UCs as translation is the unique type of symmetry in the through-the-thickness 

direction in such type of woven composites. Also, for simplicity, manufacturing defects, 

such as inter-ply shifting, yarn nesting and fibre misalignment, will not be considered in 

developing geometry models for woven composites. Furthermore, a perfect bonding is 

assumed, avoiding the effort needed to model the interface between the polymer matrix 

and the yarn material.  

 

(a) Plain woven composites based on simple stacking 

 

(b) Plain woven composites based on symmetrical stacking 

Figure 4.6: Two typical stacking methods in woven composites 
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4.1.4 Definitions and notations 

 

Figure 4.7: Definitions for the feature curves of a typical yarn 

To simplify the description of the UC models, which will be presented in the following 

sections, the following definitions are introduced for describing yarns. Firstly, the lower 

and upper curves of the intersection between a yarn and a plane that is perpendicular to 

the fibre direction are referred to as the lower cross-sectional curve and the upper cross-

sectional curve, see Fig. 4.7. Secondly, the lower and upper curves of the intersection 

between a yarn and a plane that is parallel to the fibre direction are termed as the lower 

guide curve and the upper guide curve, see Fig. 4.7. To systematically and accurately 

quote a feature curve, the following notation strategy is employed: 

Σ①②③ 

Σ This symbol is to suggest based on which coordinate a feature curve is described. 

For example, if a curve is described in the form of 𝑧 = 𝑓(𝑥, 𝑦), this symbol should 

be “z”. 

① This subscript is to suggest to which type of yarn a curve belongs, and it should 

be filled with the first letter of yarn’s name. For example, if a curve belongs the 

warp, fill or binder yarn, this subscript is filled with “w”, “f” or “b”. It should be 

noted that there could be more than one yarn of the same type even in a single UC 

model. In such a case, this subscript should be filled with a letter followed by a 
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Fill yarn 
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cross-sectional curves 
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number. For instance, subscripts “w1” and “f2” stand for the first warp yarn and 

the second fill yarn, respectively. 

② This subscript is to suggest the relative location of the curve being described. It 

should be filled with letter “l” if it is a lower curve; otherwise, letter “u” should 

be used to denote an upper curve. 

③ This subscript is to the type of a curve being described. This subscript should be 

filled with letter “c” if it is a cross-sectional curve; otherwise, letter “g” should be 

used to denote a guide curve. 

Based on the above notation strategy, the notation of zwlc suggests that the curve being 

described is the lower cross-sectional curve of the warp yarn. Similarly, the notation of 

zf2ug suggests that it is the upper guide curve of the second fill yarn. 

4.2 Normal mUC for plain woven composites 

  

      (a) Model I: lenticular cross-section         (b) Model II: elliptical cross-section 

Figure 4.8: Plain woven composite UCs developed by Wen and Aliabadi [94] 

The plain woven composite UC model proposed in the present research is improved from 

those originally developed by Wen and Aliabadi [94] for predicting the elastic properties 

of plain woven composites, as shown in Fig. 4.8. In their first model, the cross-section of 

a yarn was modelled as a lenticular shape with one cross-sectional curve described using 

a cosine function and the other using a quadratic function. Such an assumption, however, 
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leads to an asymmetrical cross-section. Although this problem was properly addressed in 

their second model by using an elliptical cross-section, the combination of using elliptical 

functions to describe the cross-section and using cosine functions to describe the waviness 

causes another problem, which is that the lower surface of the fill yarn is even lower than 

the upper surface of the warp yarn in the vicinity of the expected coincidence point of the 

two yarns, i.e. 𝒙 = (0, 0, 𝐻/2). 

 

Figure 4.9: The improved mUC model for plain woven composites 

To avoid the above two problems and follow the assumption given in Section 4.1, cosine 

functions are used to describe both the cross-section and waviness of the yarns of plain 

woven composites. Fig. 4.9 shows the improved model, which is a normal mUC obtained 

after performing the domain reduction operations illustrated in Fig. 4.2. Compared to the 

models shown in Fig. 4.8, two extra parameters, 𝐿 and 𝑊, which stand for the length and 

width of the UC, are utilised here to improve the flexibility of accommodating this model 

for plain woven composites with different fabric sizes. Similar to the original models, a 

dimensionless parameter, 𝜆, which is defined as the ratio of the half width of the warp 

(𝜆𝑊) or fill yarn (𝜆𝐿) to the width (𝑊) or length (𝐿) of the UC, is utilised to control the 

width of the yarns. In addition, the warp and fill yarns are assumed to have a maximum 
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thickness of 𝐻/2. It is further assumed that each yarn can be constructed by sweeping its 

cross-section along the corresponding guide curves. 

4.2.1 Warp yarn (0 ≤ y ≤ λW) 

 

Figure 4.10: The warp yarn of the improved mUC for plain woven composites 

According to the assumptions in Section 4.1 and the geometry configuration shown in 

Fig. 4.10, the lower and upper cross-sectional and guide curves can be described using 

the following four equations, respectively: 

 𝑧wlc =
3𝐻

4
−
𝐻

4
cos

π𝑦

2𝜆𝑊
 (4.1) 

 𝑧wuc =
3𝐻

4
+
𝐻

4
cos

π𝑦

2𝜆𝑊
 (4.2) 

 𝑧wlg =
𝐻

4
+
𝐻

4
cos

π𝑥

2𝐿
 (4.3) 

 𝑧wug =
3𝐻

4
+
𝐻

4
cos

π𝑥

2𝐿
 (4.4) 

Based on the above four equations, the lower and upper surfaces of the warp yarn can be 

described using the following two equations: 

 𝑧warp
lower = 𝑧wlc + 𝑧wlg −

𝐻

2
=

𝐻

4
(2 + cos

π𝑥

2𝐿
− cos

π𝑦

2𝜆𝑊
) (4.5) 

 𝑧warp
upper

= 𝑧wuc + 𝑧wlg − 𝐻 =
𝐻

4
(2 + cos

π𝑥

2𝐿
+ cos
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2𝜆𝑊
) (4.6) 
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By taking the partial derivative of Eq. (4.5) or (4.6) with respect to 𝑥, the waviness or the 

undulation angle of any material point on the warp yarn with respect to the XOY plane 

can be determined, as follows: 

 𝜃warp = tan
−1 (

∂𝑧warp
lower

∂𝑥
) = tan 1 (−

π𝐻

8𝐿
sin

π𝑥

2𝐿
) (4.7) 

4.2.2 Fill yarn (0 ≤ x ≤ λL) 

 

Figure 4.11: The fill yarn of the improved mUC for plain woven composites 

Similar to the warp yarn, the equations for describing the lower and upper cross-sectional 

and guide curves of the fill yarn, as highlighted in Fig. 4.11, can be obtained, as follows:  

 𝑧flc =
𝐻

4
−
𝐻

4
cos

π𝑥

2𝜆𝐿
 (4.8) 

 𝑧fuc =
𝐻

4
+
𝐻

4
cos

π𝑥

2𝜆𝐿
 (4.9) 

 𝑧flg =
𝐻

4
−
𝐻

4
cos

π𝑦

2𝑊
 (4.10) 

 𝑧fug =
3𝐻

4
−
𝐻

4
cos

π𝑦

2𝑊
 (4.11) 

Based on the above four equations, the lower and upper surfaces of the fill yarn can be 

described using the following two equations: 

 𝑧fill
lower = 𝑧flc + 𝑧flg =

𝐻

4
(2 − cos

π𝑥

2𝜆𝐿
− cos

π𝑦

2𝑊
) (4.12) 
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 𝑧fill
upper

= 𝑧fug + 𝑧fuc −
𝐻

2
=

𝐻

4
(2 + cos

π𝑥

2𝜆𝐿
− cos

π𝑦

2𝑊
) (4.13) 

By taking the partial derivative of Eq. (4.12) or (4.13) with respect to 𝑦, the waviness or 

the undulation angle of any material point on the fill yarn with respect to the XOY plane 

can be determined, as follows: 

 𝜃fill = tan
−1 (

∂𝑧fill
lower

∂𝑦
) = tan−1 (

π𝐻

8𝑊
sin

π𝑦

2𝑊
) (4.14) 

Based on the above equations, the volume of the warp yarn, the volume of the fill yarn 

and the overall yarn volume fraction can be calculated, as follows: 

 Vwarp = 𝐿 ∫ (𝑧wuc − 𝑧wlc)𝑑𝑥
𝜆𝑊

0
=

𝜆𝐿𝑊𝐻

π
 (4.15) 

 Vfill = 𝑊∫ (𝑧fuc − 𝑧flc)𝑑𝑥
𝜆𝐿

0
=

𝜆𝐿𝑊𝐻

π
 (4.16) 

 vyarn = (Vwarp + Vfill) Vcell⁄ =
2𝜆

π
 (4.17) 

4.2.3 Choice of parameter λ 

 

Figure 4.12: Variation of on the shape and size of the yarn 

It should be noted that the dimensionless parameter, 𝜆, must satisfy the condition of 0 <

𝜆 ≤ 1 since the widths of the yarns must be no larger than the corresponding dimensions 
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of the UC, i.e. 𝜆𝑊 ≤ 𝑊 or 𝜆𝐿 ≤ 𝐿. Fig. 4.12 shows the variation of 𝜆 on the shape and 

size of the cross-section of the fill yarn. It is evident from this figure that the width of the 

fill yarn increases as the value of 𝜆 is increased. In addition, when the value of 𝜆 reaches 

its upper limit (i.e. 1.0), the upper cross-sectional curve of the fill yarn coincides with the 

lower guide curve of the warp yarn. 

4.3 Normal mUC for 2/2 twill woven composites 

The UC developed for 2/2 twill woven composites is shown in Fig. 4.13. This model is a 

normal mUC obtained after performing the three-step reduction operations illustrated in 

Fig. 4.14. Firstly, a single layer of twill woven composites is quartered after exploiting 

its translational symmetries, leading to a full-size UC. Secondly, by using the reflectional 

and rotational symmetries, the full-size UC is quartered into a 1
4
UC. Finally, exploiting 

the symmetries in the 1
4
UC leads to a 1

16
UC, which is the mUC shown in Fig. 4.13.  

 

Figure 4.13: The proposed mUC model for 2/2 twill woven composites 
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(a) Composite ply to full-size UC by using translational symmetries 

 

(b) Full-size UC to 𝟏
𝟒
UC by using reflectional and rotational symmetries 

 

(c) 𝟏
𝟒
UC to 𝟏

𝟏𝟔
UC by using reflectional and rotational symmetries 

Figure 4.14: Domain reduction for 2/2 twill woven composites 

The geometry configuration of the mUC model for twill woven composites is shown in 

Fig. 4.13. In this figure, 𝐿, 𝑊 and 𝐻 stand for the length, width and height of the UC, and 

the dimensionless parameter, 𝜆, is defined as the ratio of the half width of the warp yarns 

(𝜆𝑊) or the fill yarns (𝜆𝐿) to the width (𝑊) or length (𝐿) of the UC. To prevent any 

interpenetration between adjacent yarns, the dimensionless parameter should be no larger 

than 0.5. In addition, all the yarns are assumed to have a maximum thickness of 𝐻/2. 
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4.3.1 Warp yarn 1 (0 ≤ y ≤ λW) 

Based on the assumptions in Section 4.1 and the geometry configuration shown in Fig. 

4.13, the lower and upper cross-sectional and guide curves of warp yarn 1, as shown in 

Fig. 4.15, can be described using the following equations: 

 𝑧w1lc =
3𝐻

4
−
𝐻

4
cos

π𝑦

2𝜆𝑊
 (4.18) 

 𝑧w1uc =
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4
+
𝐻

4
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 (4.19) 
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𝐻

4
+
𝐻

4
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𝐿
 (4.20) 

 𝑧w1ug =
3𝐻

4
+
𝐻

4
cos

π𝑥

𝐿
 (4.21) 

 

Figure 4.15: Warp yarn 1 of the proposed mUC for twill woven composites 

By considering the above four equations, the equations for describing the lower and upper 

surfaces of warp yarn 1 can be obtained, as follows: 
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By taking the partial derivative of Eq. (4.22) or (4.23) with respect to 𝑥, the waviness or 

the undulation angle of any material point on warp yarn 1 with respect to the XOY plane 

can be determined, as follows: 

 𝜃warp1 = tan−1 (
∂𝑧warp1

lower

∂𝑥
) = tan−1 (−

π𝐻

4𝐿
sin

π𝑥

𝐿
) (4.24) 

4.3.2 Warp yarn 2 (W-λW ≤ y ≤ W) 

The geometry configuration of the second warp yarn is illustrated in Fig. 4.16, where the 

X¹O¹Z¹ plane denotes plane Y = 𝑊 − 𝜆𝑊. It can be seen from this figure that there is no 

presence of waviness in this yarn. This indicates that the equations for describing the 

lower and upper surfaces are essentially those for describing the lower and upper cross-

sectional curves, as follows: 

 𝑧warp2
lower = 𝑧w2lc =

𝐻

4
−
𝐻

4
cos (

π𝑦

2𝜆𝑊
−

π

2𝜆
) (4.25) 

 𝑧warp2
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= 𝑧w2uc =
𝐻

4
+
𝐻

4
cos (

π𝑦

2𝜆𝑊
−

π

2𝜆
) (4.26) 

 

Figure 4.16: Warp yarn 2 of the proposed mUC for twill woven composites 

4.3.3 Fill yarn 1 (0 ≤ x ≤ λL) 

Similar to warp yarn 1, the lower and upper cross-sectional and guide curves of fill yarn 

1, as shown in Fig. 4.17, can be described using the following four equations: 
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Figure 4.17: Fill yarn 1 of the proposed mUC for twill woven composites 
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By combining the above four equations, the equations for describing the lower and upper 

surfaces of fill yarn 1 can be derived, as follows: 

 𝑧fill1
lower = 𝑧f1lg + 𝑧f1lc =
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4
(2 − cos
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2𝜆𝐿
− cos

π𝑦

𝑊
) (4.31) 
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By taking the partial derivative of Eq. (4.31) or (4.32) with respect to 𝑦, the waviness or 

the undulation angle of any material point on fill yarn 1 with respect to the XOY plane 

can be determined as follows: 

 𝜃fill1 = tan
−1 (

∂𝑧fill1
lower
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) = tan−1 (
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) (4.33) 
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4.3.4 Fill yarn 2 (L-λL ≤ x ≤ L) 

 

Figure 4.18: Fill yarn 2 of the proposed mUC for twill woven composites 

In terms of the second fill yarn, as shown in Fig. 4.18, where the X²O²Z² plane denotes 

plane X = 𝐿 − 𝜆𝐿, there is again no presence of waviness in this yarn. Thus, its lower and 

upper surfaces can be described directly using the equations for describing the lower and 

upper cross-sectional curves on the X O²Z² plane, as follows: 

 𝑧fill2
lower = 𝑧f2lc =

3𝐻

4
−
𝐻

4
cos (

π𝑥

2𝜆𝐿
−

π

2𝜆
) (4.34) 

 𝑧fill2
upper

= 𝑧f2uc =
3𝐻

4
+
𝐻

4
cos (

π𝑥

2𝜆𝐿
−

π

2𝜆
) (4.35) 

Based on the above equations, the volumes of the warp yarns, the volumes of the fill yarns 

and the overall yarn volume fraction can be calculated, as follows: 

 Vwarp2 = Vwarp1 = 𝐿 ∫ (𝑧w1uc − 𝑧w1lc)𝑑𝑥
𝜆𝑊

0
=

𝜆𝐿𝑊𝐻

π
 (4.36) 

 Vfill2 = Vfill1 = 𝑊∫ (𝑧f1uc − 𝑧f1lc)𝑑𝑥
𝜆𝐿

0
=

𝜆𝐿𝑊𝐻

π
 (4.37) 

 vyarn = (Vwarp1 + Vwarp2 + Vfill1 + Vfill2) Vcell⁄ =
4𝜆

π
 (4.38) 
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4.4 Normal mUC for 3D woven composites 

 

(a) Composite ply to full-size UC by using translational symmetries only 

 

(b) Full-size UC to 𝟏
𝟒
UC by using reflectional symmetries only 

 

(c) 𝟏
𝟒
UC → 𝟏

𝟏𝟔
UC by using reflectional and rotational symmetries 

Figure 4.19: Domain reduction for 3D orthogonal woven composites 

For three-dimensional (3D) orthogonal woven composites, the mUC can be derived after 

performing the domain reduction operations demonstrated in Fig. 4.19. Specifically, a 

full-size UC is firstly obtained by exploiting the translational symmetries in the composite 

ply. Secondly, the full-size UC can be reduced based on its reflectional and rotational 
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symmetries, which leads to a 1
4
UC. Finally, exploiting both the reflectional and rotational 

symmetries of the 1
4
UC yields a 1

16
UC, which is the mUC model that will be used to model 

the geometry of 3D orthogonal woven composites. 

At the level of mUC, Li et al. [145] developed a sophisticated model for predicting the 

elastic properties of 3D orthogonal woven composites. In their model, as shown in Fig. 

4.20, the cross-sections of the two warp yarns and the middle fill yarn, which are straight 

within the mUC, were assumed to be elliptical. For the lowest and highest fill yarns, they 

were modelled by utilising an arctangent function to describe one of the cross-sectional 

curves and a parabolic function to describe the other. In addition, the lowest fill yarn was 

assumed to be comprised of a straight part and a wavy part, with the waviness of the wavy 

part being described using a sine function. In terms of the binder yarn, its cross-section 

was assumed to be elliptical, and the waviness of the middle guide curve was described 

using an arctangent function. 

 

Figure 4.20: An mUC for 3D orthogonal woven composites (by Li et al. [145]) 

A small drawback of the above mUC model is that the use of different types of functions 

to describe the lower and upper cross-sectional curves of the lowest and highest fill yarns 

creates asymmetrical cross-sections, which is technically undesirable. In addition, this 
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UC model does not permit space between the adjacent yarns in the warp direction. For 

example, no space was assumed between the binder yarn and fill yarn 2. A problem of 

such a design is that it reduces the flexibility of accommodating the mUC model for the 

3D woven composites with loose weave pattern. Furthermore, for the sake of the lowest 

fill yarn interlacing with warp yarn 1 and the binder yarn, the use of a straight part and a 

wavy part produces a pocket between the fill yarn and warp yarn 1, which is obviously 

undesirable. Finally, the equations defined for the binder yarn produce lower values of 

the thickness in the regions with high waviness. A consequence of such a design is the 

presence of a high variation in the cross-section of the binder yarn, leaving the assumption 

of a constant cross-sectional shape being not satisfied exactly. 

 

Figure 4.21: The improved mUC model for 3D orthogonal woven composites 
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In the present research, an improved mUC has been developed to avoid the drawbacks 

discussed above. In the improved model, as demonstrated in Fig. 4.21, the problem of 

asymmetrical cross-sections is avoided by using cosine functions to describe both the 

lower and upper cross-sectional curves of all the yarns. In addition, four coefficients, 𝜆𝑤, 

𝜆𝑓𝑎, 𝜆𝑓𝑏 and 𝜆𝑏, the meaning of which will be listed later at the end of this paragraph, are 

utilised to improve the flexibility of the mUC in terms of forming gaps between adjacent 

yarns if needed. Furthermore, in order to avoid the problem of creating a pocket between 

the lowest fill yarn and warp yarn 1, the lowest fill yarn is assumed to consist of two wavy 

parts that match with both the binder yarn and warp yarn 1, respectively. In terms of the 

binder yarn, its waviness is described based on the middle guide curve using a hyperbolic 

tangent function, and the requirement of a constant cross-sectional shape is ensured by 

including a coordinate-dependent term when developing the equations for describing the 

lower and upper guide curves, which will be addressed later. To be concise, the meanings 

of the symbols in Fig. 4.21 are summarised as follows: 

𝐿 → Overall length of the mUC 

𝑊 → Overall width of the mUC 

𝐻 → Overall height of the mUC 

𝜆w → The ratio of the half width (𝜆w𝑊) of warp yarn 1 or 2 to 𝑊 

𝜆fa → The ratio of the half width (𝜆fa𝐿) of fill yarn 1 or 3 to 𝐿 

𝜆fb → The ratio of the half width (𝜆fb𝐿) of fill yarn 2 to 𝐿 

𝜆b → The ratio of the half width (𝜆b𝑊) of the binder yarn to 𝑊 

𝐻w → The maximum thickness of warp yarn 1 or 2 

𝐻fa → The maximum thickness of fill yarn 1 or 3 

𝐻fb → The maximum thickness of fill yarn 2 

𝐻b → The maximum thickness of the binder yarn 
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4.4.1 Warp yarn 1 (0 ≤ y ≤ λwW) 

 

Figure 4.22: Warp yarn 1 of the improved mUC for 3D woven composites 

The lower warp yarn (i.e. warp yarn 1) of the mUC is a straight yarn, as shown in Fig. 

4.22. Therefore, its lower and upper surfaces can be described directly using the lower 

and upper cross-sectional curves, as follows: 

 𝑧warp1
lower = 𝑧w1lc = 𝐻fa +

𝐻w

2
−
𝐻w

2
cos (

π𝑦

2𝜆w𝑊
) (4.39) 

 𝑧warp1
upper

= 𝑧w1uc = 𝐻fa +
𝐻w

2
+
𝐻w

2
cos (

π𝑦

2𝜆w𝑊
) (4.40) 

4.4.2 Warp yarn 2 (0 ≤ y ≤ λwW) 

The upper warp yarn (i.e. warp yarn 2) is also a straight one, as shown in Fig. 4.23, where 

𝐻t = 𝐻fb + 𝐻w. Again, its surfaces can be described based on the cross-sectional curves. 

However, since it has exactly the same geometry as warp yarn 1 and can be treated as a 

result of translating warp yarn 1 for a distance of 𝐻t in the Z direction, its lower and upper 

surfaces can be described directly as follows: 
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 𝑧warp2
lower = 𝑧w2lc = 𝐻fa + 𝐻fb +

3𝐻w

2
−
𝐻w

2
cos (

π𝑦

2𝜆w𝑊
) (4.41) 

 𝑧warp2
upper

= 𝑧w2uc = 𝐻fa + 𝐻fb +
3𝐻w

2
+
𝐻w

2
cos (

π𝑦

2𝜆w𝑊
) (4.42) 

 

Figure 4.23: Warp yarn 2 of the improved mUC for 3D woven composites 

4.4.3 Fill yarn 1 (0 ≤ x ≤ λfaL) 

For the lowest fill yarn (i.e. fill yarn 1), as highlighted in Fig. 4.24, it consists of two wavy 

parts, which should be described separately. However, as the yarn has been assumed to 

have a constant cross-sectional shape, the lower and upper cross-sectional curves of both 

parts on plane Y = 𝑊 can be described using the same set of equations, as follows: 

 𝑧f1lc = 𝐻b +
𝐻fa

2
−
𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) (4.43) 

 𝑧f1uc = 𝐻b +
𝐻fa

2
+
𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) (4.44) 
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Figure 4.24: Fill yarn 1 of the improved mUC for 3D woven composites 

To describe the surfaces of both parts of fill yarn 1, the waviness of each part and the ratio 

of the length of each part to that of the whole yarn need to be determined. In this work, 

the division of this yarn is controlled by a dimensionless parameter, 𝜆. It is assumed that 

the right wavy part has a length of 𝜆𝑊 and a guide curve height of 𝜆𝐻b, and the left wavy 

part has a length of (1 − 𝜆)𝑊 and a guide curve height of (1 − 𝜆)𝐻b, as shown in Fig. 

4.24. To ensure a smooth transition from the right wavy part to the left wavy part and at 

the same time to maintain a reasonable match of fill yarn 1 with both the warp and binder 

yarns, it is further assumed that the ratio of the length of the right wavy part to that of the 

left wavy part is equal to the ratio of the width of warp yarn 1 to that of the binder yarn, 

which leads to the following relation: 

 
𝜆𝑊

(1−𝜆)𝑊
=

𝜆w𝑊

𝜆b𝑊
 (4.45) 

Solving this equation yields the value of the dimensionless parameter: 

 𝜆 =
𝜆w

𝜆b+𝜆w
 (4.46) 
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4.4.3.1 Right wavy part of fill yarn 1 (0 ≤ y ≤ λW) 

Based on the above assumptions and those in Section 4.1, the equations for describing the 

lower and upper guide curves of the right wavy part can be obtained, as follows: 

 𝑧f1lg
r = 𝜆𝐻b − 𝜆𝐻bcos (

π𝑦

2𝜆𝑊
) (4.47) 

 𝑧f1ug
r = 𝐻fa + 𝜆𝐻b − 𝜆𝐻bcos (

π𝑦

2𝜆𝑊
) (4.48) 

By combining the above two equations with Eqs. (4.43) and (4.44), the lower and upper 

surfaces of the right wavy part of fill yarn 1 can be described, as follows: 

 𝑧fill1
r,lower = 𝑧f1lc + 𝑧f1lg

r − 𝐻b (4.49) 

 𝑧fill1
r,upper

= 𝑧f1uc + 𝑧f1ug
r − (𝐻fa + 𝐻b) (4.50) 

Expanding the above two equations gives: 

 𝑧fill1
r,lower =

𝐻fa

2
+ 𝜆𝐻b −

𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) − 𝜆𝐻bcos (

π𝑦

2𝜆𝑊
) (4.51) 

 𝑧fill1
r,upper

=
𝐻fa

2
+ 𝜆𝐻b +

𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) − 𝜆𝐻bcos (

π𝑦

2𝜆𝑊
) (4.52) 

By taking the partial derivative of Eq. (4.51) or (4.52) with respect to 𝑦, the waviness or 

the undulation angle of any material point on the right wavy part of fill yarn 1 with respect 

to the XOY plane can be determined, as follows: 

 𝜃fill1
r = tan−1 (

∂𝑧fill1
r,lower

∂𝑦
) = tan−1 (

π𝐻b

2𝑊
sin (

π𝑦

2𝜆𝑊
)) (4.53) 

4.4.3.2 Left wavy part of fill yarn 1 (λW ≤ y ≤ W) 

Similarly, the equations for describing the lower and upper guide curves of the left wavy 

part can be formulated, as follows: 

 𝑧f1lg
l = 𝜆𝐻b + (1 − 𝜆)𝐻bcos (

π(𝑦−𝑊)

2(1−𝜆)𝑊
) (4.54) 

 𝑧f1ug
l = 𝐻fa + 𝜆𝐻b + (1 − 𝜆)𝐻bcos (

π(𝑦−𝑊)

2(1−𝜆)𝑊
) (4.55) 
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By combining the above two equations with Eqs. (4.43) and (4.44), the lower and upper 

surfaces of the left wavy part of fill yarn 1 can be described, as follows: 

 𝑧fill1
l,lower = 𝑧f1lc + 𝑧f1lg

l − 𝐻b (4.56) 

 𝑧fill1
l,upper

= 𝑧f1uc + 𝑧f1ug
l − (𝐻fa + 𝐻b) (4.57) 

Expanding the above two equations gives: 

 𝑧fill1
l,lower =

𝐻fa

2
+  𝜆𝐻b −

𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) + (1 − 𝜆)𝐻bcos (

π(𝑦−𝑊)

2(1−𝜆)𝑊
) (4.58) 

 𝑧fill1
l,upper

=
𝐻fa

2
+  𝜆𝐻b +

𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) + (1 − 𝜆)𝐻bcos (

π(𝑦−𝑊)

2(1−𝜆)𝑊
) (4.59) 

By taking the partial derivative of Eq. (4.58) or (4.59) with respect to 𝑦, the waviness or 

the undulation angle of any material point on the left wavy part of fill yarn 1 with respect 

to the XOY plane can be determined as follows: 

 𝜃fill1
l = tan−1 (

∂𝑧fill1
l,lower

∂𝑦
) = tan−1 (−

π𝐻b

2𝑊
sin (

π(𝑦−𝑊)

2(1−𝜆)𝑊
)) (4.60) 

4.4.3.3 Comparison with the original formulation 

In order to demonstrate the improvement that has been achieved in modelling fill yarn 1, 

the intersections of fill yarn 1, warp yarn 1 and the binder yarn with the YOZ plane are 

visualised in Fig. 4.25a, where the intersection of the binder yarn with the plane is plotted 

based on Eqs. (4.65) and (4.66), which will be presented later in Section 4.4.6. For 

comparison, the intersections based on the formulation developed by Li et al. [145] are 

also drawn and shown in Fig. 4.25b. It should be noted that the same set of parameters 

was used to generate the figures, and the parameters were 𝑊 = 2.54, 𝐻b = 0.292, 𝐻fa =

0.292, 𝐻w = 0.637, 𝜆w𝑊 = 2.086 and 𝜆b𝑊 = 0.454.  

As is clearly shown in Fig. 4.25, the improved formulation is able to produce a smoother 

transition in the waviness of fill yarn 1, compared to the original formulation. More 

importantly, the undesirable pocket between the fill yarn and the warp yarn has been 

successfully eliminated by using the improved formulation. 
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(a) Intersections plotted based on the improved formulation 

 

(b) Intersections drawn based on the formulation by Li et al. [145] 

Figure 4.25: Comparison of the intersections of the two formulations 

4.4.4 Fill yarn 2 (0 ≤ x ≤ λfbL) 

The middle fill yarn (i.e. fill yarn 2) is a straight yarn, as shown in Fig. 4.26. Therefore, 

its lower and upper surfaces can be described directly using the equations for the lower 

and upper cross-sectional curves, as follows: 

 𝑧fill2
lower = 𝑧f2lc = 𝐻fa + 𝐻w +

𝐻fb

2
−
𝐻fb

2
cos (

π𝑥

2𝜆fb𝐿
) (4.61) 

 𝑧fill2
upper

= 𝑧f2uc = 𝐻fa + 𝐻w +
𝐻fb

2
+
𝐻fb

2
cos (

π𝑥

2𝜆fb𝐿
) (4.62) 
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Figure 4.26: Fill yarn 2 of the improved mUC for 3D woven composites 

 

Figure 4.27: Fill yarn 3 of the improved mUC for 3D woven composites 
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4.4.5 Fill yarn 3 (0 ≤ x ≤ λfaL) 

The highest fill yarn (i.e. fill yarn 3) is also a straight yarn, as shown Fig. 4.27. Thus, the 

lower and upper surfaces of this yarn can be described using the equations for the lower 

and upper cross-sectional curves, as follows: 

 𝑧fill3
lower = 𝑧f3lc = 𝐻 −

𝐻fa

2
−
𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) (4.63) 

 𝑧fill3
upper

= 𝑧f3uc = 𝐻 −
𝐻fa

2
+
𝐻fa

2
cos (

π𝑥

2𝜆fa𝐿
) (4.64) 

4.4.6 Binder yarn (W-λbW ≤ y ≤W) 

According to the assumptions in Section 4.1 and the geometry configuration shown in 

Fig. 4.28, where the X¹O¹Z¹ plane stands for plane Y = 𝑊, the lower and upper cross-

sectional curves of the binder yarn can be described as follows: 

 𝑧blc =
𝐻b

2
−
𝐻b

2
cos (

π(𝑦−𝑊)

2𝜆b𝑊
) (4.65) 

 𝑧buc =
𝐻b

2
+
𝐻b

2
cos (

π(𝑦−𝑊)

𝜆b𝑊
) (4.66) 

 

Figure 4.28: Binder yarn of the improved mUC for 3D woven composites 
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To facilitate the description of the waviness of the binder yarn, an extended binder yarn 

has been constructed based on the binder yarn shown in Fig. 4.28. In the extended yarn, 

as shown in Fig. 4.29, the extended part is a copy of the original part after performing a 

rotation of 180° with respect to the Y¹ axis. Clearly, in 3D orthogonal woven composites, 

the binder yarn is designed to bind warp and fill yarns together in the form of switching 

itself from one side of the ply to the other, as indicated in Fig. 4.29 or more clearly in Fig. 

4.19. Such a switch requires the binder yarn to have a waviness with a significant variation 

in the middle region and minor variations in the remaining areas, suggesting that the initial 

assumption of simply utilising a cosine function to model the waviness of the whole yarn 

would be impossible in this case. 

 

Figure 4.29: Extended binder yarn of the improved mUC 

In this research, it is assumed that the waviness of the binder yarn can be described using 

a hyperbolic function as this type of function is capable of producing significant variation 

in the middle region and becoming flat in the remaining areas. Based on this assumption 

and the geometry configuration shown in Fig. 4.29, the following equation is proposed to 

describe the middle guide curve of the extended binder yarn: 
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 𝑧bmid =
𝐻

2
+𝑚0 tanh[𝑠0(𝑥 − 𝐿)] (4.67) 

where 𝑠0 is a parameter used to control the rate of the function reaching its limit values 

and thus to fit the waviness of the binder yarn (an example showing how this parameter 

controls the shape or waviness of a binder yarn is given in Fig. 4.30), and 𝑚0 is a scaling 

parameter defined such that the value of 𝑧bmid exactly equals 𝐻b 2⁄  if 𝑥 = 0 or equals 

𝐻 − 𝐻b 2⁄  if 𝑥 = 2𝐿, and it is determined as follows: 

 𝑚0 =
𝐻−𝐻b

2 tanh(𝑠0𝐿)
 (4.68) 

 

Figure 4.30: Variation in the waviness of a binder yarn on the value of s₀ 

Since the binder yarn shown in Fig. 4.28 is a part of the extended yarn, its waviness can 

also be described using Eq. (4.67). Therefore, by taking the derivative of Eq. (4.67) with 

respect to 𝑥, the waviness or the undulation angle of any material point on the binder yarn 

with respect to the XOY plane can be approximated, as follows: 

 𝜃binder =
d𝑧bmid

d𝑥
= tan−1{𝑚0𝑠0{1 − tanh

2[𝑠0(𝑥 − 𝐿)]}} (4.69) 

It should be noted that the binder yarn has been assumed to have a constant cross-sectional 

shape across the whole yarn. This suggests that both the lower and upper guide curves of 

the binder yarn should have the same distance from the middle guide curve, i.e. 𝐻b 2⁄ . 

Thus, the equations for describing the two guide curves can be defined, as follows: 
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 𝑧blg = 𝑧bmid − |
𝐻b

2sin𝜃0
| =

𝐻

2
+𝑚0 tanh[𝑠0(𝑥 − 𝐿)] − |

𝐻b

2sin𝜃0
| (4.70) 

 𝑧bug = 𝑧bmid + |
𝐻b

2sin𝜃0
| =

𝐻

2
+𝑚0 tanh[𝑠0(𝑥 − 𝐿)] + |

𝐻b

2sin𝜃0
| (4.71) 

where 

 𝜃0 = −tan
−1 [

1

tan(𝜃binder)
] = −tan−1 {

1

𝑚0𝑠0{1−tanh2[𝑠0(𝑥−𝐿)]}
} (4.72) 

Here, in Eq. (4.70) or Eq. (4.71), the use of the last term ensures the maximum thickness 

of the binder yarn at any cross-section exactly equalling 𝐻b and thus ensures the binder 

yarn having a constant cross-sectional shape across the whole yarn. 

Based on the above two equations and those defined for describing the lower and upper 

cross-sectional curves, i.e. Eqs. (4.65) and (4.66), the lower and upper surfaces of the 

binder yarn can be described, as follows: 

 𝑧binder
lower = 𝑧blg + 𝑧blc (4.73) 

 𝑧binder
upper

= 𝑧bug + 𝑧buc − 𝐻b (4.74) 

Expanding the above two equations yields the explicit forms of equations for describing 

the surfaces of the binder yarn, as follows: 

 𝑧binder
lower =

𝐻

2
+
𝐻b

2
−
𝐻b

2
cos (

π(𝑦−𝑊)

2𝜆b𝑊
) + 𝑚0 tanh[𝑠0(𝑥 − 𝐿)] − |

𝐻b

2sin𝜃0
| (4.75) 

 𝑧binder
upper

=
𝐻

2
−
𝐻b

2
+
𝐻b

2
cos (

π(𝑦−𝑊)

2𝜆b𝑊
) + 𝑚0 tanh[𝑠0(𝑥 − 𝐿)] + |

𝐻b

2sin𝜃0
| (4.76) 

4.5 Derivation of boundary conditions 

4.5.1 Introduction 

Apart from identifying a UC and modelling the internal architecture, which have been 

covered previously in this chapter, one key issue to be addressed in the micromechanical 

homogenisation of the elastic properties or the overall response of woven composites is 

to derive the boundary condition for the UC of homogenisation. However, it should be 
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noted that the UC models proposed in this work are rUCs or specifically mUCs, which 

are identified by exploiting not only translational but also non-translational symmetries, 

such as rotation and reflection. This indicates that the standard form of PBC is applicable 

only at the level of full-size UC but inapplicable at the level of rUC or mUC since this 

form of PBC is formulated based on translational periodicity only, as detailed in Section 

2.5, Chapter 2. 

The approaches for deriving the PBC of woven composites at the level of rUC or mUC 

have been well established, and they can be largely classified into two types, namely, the 

multi-step approach and the equivalence approach. In the former approach, the boundary 

condition of an rUC is deduced step by step from that of the full-size UC in accordance 

with the symmetry operations that have been utilised to obtain the rUC from the full-size 

UC. An exhaustive example of utilising such an approach can be found in Li et al. [188], 

where the boundary conditions of rUCs of plain woven composites were calculated step 

by step and summarised for each loading condition.  

On the other hand, the equivalence approach is a one-step method as it formulates generic 

equations based on which the boundary condition of either a full-size UC or an rUC can 

be calculated. This approach was first proposed by Whitcomb et al. [190] based on the 

concept of Equivalent Coordinate System (ECS), which was applied to establish relations 

between the geometry and mechanics quantities (i.e. coordinate, displacement, stress and 

strain) of two adjacent subdomains and thus to derive the boundary condition for the UC 

of homogenisation. This approach was later extended by Tang and Whitcomb [189] and 

De Carvalho et al. [191], leading to very generic forms of equations for determining the 

boundary condition of woven composites at the level of rUC. In this research, the generic 

equations developed by De Carvalho et al. [191] have been utilised to derive the boundary 

conditions for the mUCs presented in this thesis, and these equations will be detailed in 

the following section, for completeness. 

4.5.2 The equivalence approach 

The equivalence approach developed by De Carvalho et al. [191] is based on 4 concepts, 

i.e., physical equivalence, loading equivalence, periodicity and subdomain admissibility. 

To clearly illustrate how this approach can be used to derive PBCs for woven composites 

the concepts of physical equivalence, loading equivalence and subdomain admissibility 
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will be firstly introduced in this section. Here, the concept of periodicity will not be 

discussed since it has been actually covered at the beginning of this chapter. After that, 

the theoretical procedure for deducing the generic equations will be detailed. Finally, the 

basic steps of using the equivalence approach to derive PBCs will be summarised at the 

end of this section. 

4.5.2.1 Physical equivalence 

Consider a general domain. Assume that in the general domain there is a subdomain, 𝐷, 

bounded by a boundary, and that there are 𝑛 physical properties which are defined in the 

local coordinate system (LCS) of 𝐷, i.e. O𝐷𝑥𝑦𝑧, in a tensor form of 𝒑𝐷
𝑖 , 𝑖 ∈ {1, 2, … , 𝑛}. 

Then, two subdomains, 𝐷 and 𝐷̅, are treated as physically equivalent, i.e. 𝐷 ≅ 𝐷̅, if for 

each point, 𝐴, in subdomain 𝐷 there is an equivalent point, 𝐴̅, in subdomain 𝐷̅ such that 

for each physical property 𝑖 the following condition holds [191]: 

 𝒙𝐷
𝐴 = 𝒙𝐷̅

𝐴̅  ∩  𝒑𝐷
𝑖 (𝐴) = 𝒑𝐷̅

𝑖 (𝐴̅)  (4.77) 

where 𝒙𝐷
𝐴  and 𝒙𝐷̅

𝐴̅  are the coordinates of the equivalent points in the LCSs attached to 

subdomains 𝐷 and 𝐷̅, respectively. 

 

Figure 4.31: Physically equivalent subdomains in plain woven composites 
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An example of two physically equivalent subdomains is illustrated by using two subcells 

of plain woven composites, as shown in Fig. 4.31. It can be clearly seen in the figure that 

for every point in the left subcell there is a geometrically equivalent point in the right 

subcell, and the physical properties (e.g. material properties or orientation) of a point in 

the left subcell are identical to those of the equivalent point in the right subcell. 

According to Eq. (4.77), the coordinate vectors of two equivalent points, 𝐴 and 𝐴̅, in their 

own LCSs are equal to each other. Based on this, the coordinates of two equivalent points 

can be related in the same LCS, as follows: 

 𝒙𝐷
𝐴 = 𝐓(𝒙𝐷

𝐴̅ − 𝒙𝐷
O𝐷̅) (4.78) 

where 𝐓 denotes the matrix for transforming from the LCS of the equivalent subdomain 

𝐷̅ to that of subdomain 𝐷, and 𝒙𝐷
𝐴̅ are 𝒙𝐷

O𝐷̅ stands for the position vector of point 𝐴̅ and 

that of the origin of the LCS of subdomain 𝐷̅, i.e. point O𝐷̅, in the LCS of subdomain 𝐷. 

4.5.2.2 Loading equivalence 

The concept of loading equivalence was originally proposed by Tang and Whitcomb 

[189]. It is utilised to correlate the stress and strain of a subdomain with those of the 

equivalent subdomain. Specifically, two physically equivalent subdomains, 𝐷 and 𝐷̅, are 

treated as loading equivalent if the stress and strain of each point in 𝐷 and those of the 

equivalent point in 𝐷̅ can be related using the following equations: 

 𝝈𝐷
𝐴  = 𝛾𝝈𝐷̅

𝐴̅   (4.79) 

 𝜺𝐷
𝐴  = 𝛾𝜺𝐷̅

𝐴̅ (4.80) 

where 𝛾 is referred to as the load reversal factor and must be equal to 1 or -1.  

4.5.2.3 Subdomain admissibility 

As suggested in [191], not all physically equivalent subdomains can be employed to 

homogenise the properties of a periodic material. Given that the volume average strain is 

a homogenised quantity and thus should be independent of the subdomain that is chosen 

to perform the homogenisation, the sufficient condition for a subdomain being admissible 
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for a homogenisation is that the value of the volume average strain calculated based on 

this subdomain in a given coordinate system is equal to that calculated based on any other 

subdomain in the same coordinate system. Using this condition and the general relation 

between the volume average strains of two equivalent subdomains, as detailed in Eq. (10) 

in [191], it can be concluded that the necessary and sufficient condition for a subdomain 

being admissible is that the following condition must be satisfied: 

 〈𝜺〉𝐷
𝐷 = 𝛾𝑖𝐓𝑖〈𝜺〉𝐷

𝐷̅𝑖𝐓𝑖
T (4.81) 

where 〈𝜺〉𝐷
𝐷 is the volume average strain of subdomain 𝐷 calculated in its LCS; 〈𝜺〉𝐷

𝐷̅ is 

the volume average strain of any other subdomain, 𝐷̅𝑖, derived in the LCS of subdomain 

𝐷; and 𝛾𝑖 and 𝐓𝑖 denotes the load reversal factor and the transformation matrix between 

subdomains 𝐷 and 𝐷̅𝑖. 

The admissibility condition defined above indicates that not all combinations of loading 

conditions are admissible. Therefore, before conducting a homogenisation, all admissible 

loading cases of the subdomain of homogenisation must be determined, the procedure of 

which can be illustrated as follows. Consider two equivalent subdomains, 𝐷 and 𝐷̅, with 

𝐷 being the subdomain of homogenisation and the transformation matrix between the two 

equivalent subdomains being: 

𝐓 = [
𝑎 0 0
0 𝑏 0
0 0 𝑐

] 

Here, it is should be noted that the diagonal elements in the transformation matrix have 

to be 1 or -1. By utilising the relations of 𝑎2 = 1, 𝑏2 = 1 and 𝑐2 = 1 and substituting the 

transformation matrix into Eq. (4.81), it yields the following equation: 

 [

〈𝜀11〉 〈𝜀12〉 〈𝜀13〉

〈𝜀21〉 〈𝜀22〉 〈𝜀23〉

〈𝜀31〉 〈𝜀32〉 〈𝜀33〉
] = 𝛾 [

〈𝜀11〉 𝑎𝑏〈𝜀12〉 𝑎𝑐〈𝜀13〉

𝑎𝑏〈𝜀21〉 〈𝜀22〉 𝑏𝑐〈𝜀23〉

𝑎𝑐〈𝜀31〉 𝑏𝑐〈𝜀32〉 〈𝜀33〉
] (4.82) 

The above equation is essentially an explicit form of Eq. (4.81). By solving this equation, 

all admissible loading cases, as well as the load reversal factors, can be determined. For 

example, if we assume that 𝑎 = −1, 𝑏 = 1 and 𝑐 = −1, Eq. (4.82) becomes: 
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[

〈𝜀11〉 〈𝜀12〉 〈𝜀13〉

〈𝜀21〉 〈𝜀22〉 〈𝜀23〉

〈𝜀31〉 〈𝜀32〉 〈𝜀33〉
] = 𝛾 [

〈𝜀11〉 −〈𝜀12〉 〈𝜀13〉

−〈𝜀21〉 〈𝜀22〉 −〈𝜀23〉

〈𝜀31〉 −〈𝜀32〉 〈𝜀33〉
] 

Considering that a load reversal factor has to be 1 or -1, the solutions of the above equation 

can be easily obtained, as follows: 

Solution 1: 𝛾 = 1 and 〈𝜀12〉 = 〈𝜀21〉 = 〈𝜀23〉 = 〈𝜀32〉 = 0 

Solution 2: 𝛾 = −1 and 〈𝜀11〉 = 〈𝜀22〉 = 〈𝜀33〉 = 〈𝜀13〉 = 〈𝜀31〉 = 0 

The above solutions indicate that there are only two admissible loading cases, and any 

other combinations of loadings cannot be applied to perform the homogenisation: 

Admissible loading case 1: 𝛾 = 1 and [

〈𝜎11〉 0 〈𝜎13〉

0 〈𝜎22〉 0
〈𝜎31〉 0 〈𝜎31〉

] 

Admissible loading case 2: 𝛾 = −1 and [

0 〈𝜎12〉 0
〈𝜎12〉 0 〈𝜎23〉

0 〈𝜎32〉 0
] 

4.5.2.4 Generic equations for enforcing PBC 

Based on the concepts discussed above, the standard form of PBC, as shown in Eq. (2.79), 

can be transformed into the generic form of PBC [191], which is an appropriate form for 

applying PBCs at the level of rUC or mUC. For the sake of clearly illustrating the specific 

procedure for enforcing this form of PBC, the derivation procedure of the basic equations 

is summarised as follows. 

The derivation of the basic equations is based on two adjacent, physically equivalent and 

loading equivalent subdomains, 𝐷 and 𝐷̅. By using the physical equivalence between the 

two subdomains, we have that if a point, 𝐴̅, that belongs to subdomain 𝐷̅ is chosen on the 

shared boundary of the two subdomains, then its equivalent point, 𝐴, will be also on the 

boundary of subdomain 𝐷. In other words, both point 𝐴̅ and point 𝐴 are located on the 

boundary of subdomain 𝐷. Therefore, according to Eq. (2.70a), the displacements of the 

two equivalent points in the LCS of subdomain 𝐷 can be expressed using the following 

two equations, respectively: 
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 𝒖(𝐴) = 〈𝜺〉𝒙𝐴 + 𝒖∗(𝐴) (4.83) 

 𝒖(𝐴̅) = 〈𝜺〉𝒙𝐴̅ + 𝒖∗(𝐴̅) (4.84) 

Here, all quantities are evaluated in the same LCS (i.e. the LCS of 𝐷) and the subscripts 

denoting the reference coordinate system have been removed for simplicity. According 

to [192], the oscillatory parts in the above equations can be correlated using: 

 𝒖∗(𝐴) = 𝛾𝐓𝒖∗(𝐴̅) (4.85) 

Based on this relation, the oscillatory parts can be cancelled by firstly multiplying 𝛾𝐓 to 

Eq. (4.84) and then subtracting the resulting equation from Eq. (4.83), leading to: 

 𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = (〈𝜺〉𝐓 − 𝛾𝐓〈𝜺〉)𝒙𝐴̅ − 〈𝜺〉𝐓𝒙O𝐷̅ (4.86) 

By considering the admissibility condition, as given in Eq. (4.81), we can get the relation 

of 〈𝜺〉𝐓 − 𝛾𝐓〈𝜺〉 = 𝐎. Therefore, Eq. (4.86) can be simplified into: 

 𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ (4.87) 

This equation is the generic form of PBC equation, and it can be used to derive PBCs for 

not only rUCs or mUCs but also full-size UCs. Here, it should be noted that the standard 

form of PBC equation, as given in Eq. (2.79), is a special case of the above equation since 

the former can be derived by applying into the latter with the configurations associated 

with translation, i.e. 𝐓 = 𝐈 and 𝛾 = 1, where 𝐈 is the identity matrix.  

4.5.2.5 Application procedure 

The specific procedure for using the equivalence approach to derive PBCs for an rUC or 

mUC involves four steps: 

1) Identify all adjacent and physically equivalent subdomains for the UC domain of 

homogenisation and determine the position vector of the origin of each subdomain 

in the LCS of the UC; 

2) Determine the transformation matrix associated with the transformation between 

each pair of equivalent subdomains and calculate the coordinates of all equivalent 

points on the boundary of the UC by using Eq. (4.78);  
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3) Identify all admissible loading cases by using the admissibility condition, as given 

in Eq. (4.81) or (4.82) and determine the load reversal factor relating to each pair 

of equivalent subdomains; 

4) For each pair of equivalent points, calculate the constraint that should be enforced 

according to the generic form of PBC equation, i.e. Eq. (4.87), for each prescribed 

admissible loading case. 

4.5.3 PBCs for normal plain woven composites 

 

Figure 4.32: Normal mUC & adjacent subdomains of plain woven composites 

The equivalence approach has been utilised to obtain the PBCs for all mUCs presented in 

this thesis. In this section, the PBCs for the normal mUC of plain woven composites will 

be derived. Fig. 4.32 shows the normal mUC of plain woven composites (denoted as 𝐷), 

as well as four adjacent and physically equivalent subdomains (denoted as 𝐷̅1, 𝐷̅2, 𝐷̅3 and 

𝐷̅4 ). Here, it should be noted that the origin of each LCS is positioned such that it 

coincides with the centre of the associated subdomain. In addition, there should be two 

more subdomains, 𝐷̅5 and 𝐷̅6, with one of them being under the mUC and the other being 

above. However, they have been excluded from this figure for the sake of revealing the 

mUC on one hand. On the other hand, the present work focuses on the woven composites 

with simply stacking, which means that the boundary conditions on the lower and upper 

surfaces of an mUC of this category of woven composites can be directly derived based 
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on the standard form of PBC equation, without using the equivalent approach, due to the 

fact that the upper and lower subdomains are translational copies of the mUC. 

Table 4.1: Relations between normal plain woven mUC & adjacent subdomains 

 𝐷̅1 𝐷̅2 𝐷̅3 𝐷̅4 

𝑻𝑖 [
−1 0 0
0 1 0
0 0 1

] [
−1 0 0
0 1 0
0 0 −1

] [
1 0 0
0 −1 0
0 0 1

] [
1 0 0
0 −1 0
0 0 −1

] 

𝒙
O𝐷̅𝑖  [

−𝐿
0
0
] [

𝐿
0
0
] [

0
−𝑊
0
] [

0
𝑊
0
] 

𝒙𝐴̅𝑖 

[
 
 
 
 −

𝐿

2

−
𝑊

2
≤ 𝑦 ≤

𝑊

2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2 ]
 
 
 
 

 

[
 
 
 
 

𝐿

2

−
𝑊

2
≤ 𝑦 ≤

𝑊

2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2 ]
 
 
 
 

 

[
 
 
 
 −

𝐿

2
≤ 𝑥 ≤

𝐿

2

−
𝑊

2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2]
 
 
 
 

 

[
 
 
 −

𝐿

2
≤ 𝑥 ≤

𝐿

2
𝑊

2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2]
 
 
 

 

𝒙𝐴𝑖 [

−
𝐿

2

𝑦 𝐴̅

𝑧 𝐴̅

] [

𝐿

2

𝑦 𝐴̅

−𝑧 𝐴̅

] [

𝑥 𝐴̅

−
𝑊

2

𝑧 𝐴̅

] [
𝑥 𝐴̅
𝑊

2

−𝑧 𝐴̅
] 

Given that all equivalent subdomains of the mUC have been identified, the transformation 

matrices, the origin position vectors of all equivalent subdomains, and the coordinates of 

all equivalent points on the boundary of the mUC can be calculated, as summarised in 

Table 4.1. After obtaining the geometry relations between the mUC and its adjacent and 

physically equivalent subdomains, the procedure described in Section 4.5.2.3 can be 

applied to determine all admissible loading cases and the relating load reversal factors, as 

listed in Table 4.2. Here, it is shown that there are four loading cases that should be treated 

independently in the homogenisation of plain woven composites.  

Based on the quantities obtained above and Eq. (4.87), the PBC that should be applied to 

each pair of equivalent boundary nodes for each admissible loading case can be calculated, 

as summarised in Tables B.1 – B.4, Appendix B. Here, it should be noted that the shared 

surface between the mUC and an equivalent subdomain has been denoted using 𝑆𝑖, 𝑖 ∈

{1, 2, 3, 4, 5, 6}. Also, the equations marked with strikethroughs should not be considered 

since each of these equations correlates a point with the point itself, creating a redundant 

displacement constraint in the form of 𝑢𝑗(𝐴) − 𝑢𝑗(𝐴) = 0, 𝑗 ∈ {1, 2, 3}. Furthermore, for 
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the points located on the edges or vertices of the mUC, redundant equations may also be 

produced as they are shared by two or more surfaces. To eliminate redundant constraints, 

the technique described in [188] can be utilised. It should be further noted that the PBCs 

listed in Appendix B, including those for twill and 3D woven composites, are obtained 

based on such an LCS with its origin located at the centre of the mUC. Therefore, these 

PBCs need to be transformed back to the LCS that has been used to develop the analytical 

equations for describing the internal architecture of the mUC. 

Table 4.2: Admissible loading cases of normal plain woven composites 

 {𝛾1 𝛾2 𝛾3 𝛾4} Admissible loading 

Case 1 {1 1 1 1} [

〈𝜎11〉 0 0

0 〈𝜎22〉 0

0 0 〈𝜎33〉
] 

Case 2 {−1 −1 −1 −1} [
0 〈𝜎12〉 0

〈𝜎21〉 0 0
0 0 0

] 

Case 3 {1 −1 −1 1} [

0 0 0
0 0 〈𝜎23〉

0 〈𝜎32〉 0
] 

Case 4 
{−1 1 1 −1} 

 
[
0 0 〈𝜎13〉
0 0 0

〈𝜎31〉 0 0
] 

4.5.4 PBCs for normal twill woven composites 

The procedure for utilising the equivalence approach to obtain the PBCs for the mUC of 

twill woven composites is similar to that for the case of plain woven composites. Fig. 

4.33 shows the mUC (denoted as 𝐷) of twill woven composites, as well as its adjacent 

and physically equivalent subdomains (denoted as 𝐷̅1, 𝐷̅2, 𝐷̅3 and 𝐷̅4). Again, the lower 

and upper subdomains (i.e. 𝐷̅5 and 𝐷̅6) have been removed to reveal the mUC. Based on 

this figure, the geometry relations between the mUC and its equivalent subdomains are 

determined, as given in Table 4.3. Then, by enforcing the admissibility condition, as given 

in Eq. (4.81) or (4.82), all admissible loading cases are identified and the relating load 

reversal factors are obtained, as shown in Table 4.4. Here, it is shown that there are only 

two loading cases that should be treated independently. Finally, based on the quantities 
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calculated above and Eq. (4.87), the PBC that should be applied to each pair of equivalent 

boundary nodes for each admissible loading case for the normal mUC of twill woven 

composites can be derived, as summarised in Tables B.5 and B.6, Appendix B. 

 

Figure 4.33: Normal mUC & adjacent subdomains of twill woven composites 

Table 4.3: Relations between normal twill woven mUC & adjacent subdomains 
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𝑻𝑖 [
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Table 4.4: Admissible loading cases of normal twill woven composites 

 {𝛾1 𝛾2 𝛾3 𝛾4} Admissible loading 

Case 1 {1 1 1 1} [

〈𝜎11〉 〈𝜎12〉 0
〈𝜎21〉 〈𝜎22〉 0

0 0 〈𝜎33〉
] 

Case 2 {1 −1 1 −1} [

0 0 〈𝜎13〉

0 0 〈𝜎23〉

〈𝜎31〉 〈𝜎32〉 0
] 

4.5.5 PBCs for normal 3D orthogonal woven composites 

 

Figure 4.34: Normal mUC and adjacent subdomains of 3D woven composites 

In terms of the PBCs for the mUC of 3D woven composites, they can be derived using a 

similar procedure to that for the case of plain or twill woven composites. However, after 

identifying the adjacent and physically equivalent subdomains for the mUC of 3D woven 
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independently, as summarised in Table 4.6. Based on the results given in Tables 4.5 and 

4.6, the PBCs for the normal mUC of 3D woven composites can be derived, as listed in 

Tables B.7 – B.10, Appendix B. 

Table 4.5: Relations between normal 3D woven mUC & adjacent subdomains 

 𝐷̅1 𝐷̅2 𝐷̅3 𝐷̅4 

𝑻𝑖 [
−1 0 0
0 1 0
0 0 1

] [
−1 0 0
0 1 0
0 0 −1

] [
1 0 0
0 −1 0
0 0 −1
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1 0 0
0 −1 0
0 0 1
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Table 4.6: Admissible loading cases of normal 3D woven composites 

 {𝛾1 𝛾2 𝛾3 𝛾4} Admissible loading 

Case 1 {1 1 1 1} [

〈𝜎11〉 0 0

0 〈𝜎22〉 0

0 0 〈𝜎33〉
] 

Case 2 {−1 −1 −1 −1} [
0 〈𝜎12〉 0

〈𝜎21〉 0 0
0 0 0

] 

Case 3 {1 −1 1 −1} [

0 0 0
0 0 〈𝜎23〉

0 〈𝜎32〉 0
] 

Case 4 {−1 1 −1 1} [
0 0 〈𝜎13〉
0 0 0

〈𝜎31〉 0 0
] 
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4.6 Meshfree implementation 

4.6.1 Framework of the meshfree program 

As detailed in the introduction of Chapter 2, the use of the UC modelling methodology 

for predicting the elastic properties of woven composites involves three aspects, namely, 

i) identifying a UC and modelling the internal architecture of the UC, ii) modelling the 

elastic behaviours of individual constituents, and iii) applying proper PBCs to the UC for 

subsequent calculations of the volume average quantities and thus the elastic properties. 

Given that all the above three aspects have been addressed, the final step is to implement 

the above framework by using a suitable meshfree method, i.e. the standard weak-form 

meshfree method in the case of predicting the elastic properties, and consequently to fulfil 

the aim of addressing the problems associated with analytical approaches and the FEM-

based approaches by using a meshfree-based UC modelling methodology. For this sake, 

an in-house computer program that implements the high-fidelity analytical mUC models, 

the elasticity constitutive models of the constituents and the PBCs listed in Appendix B 

has been developed in combination with the standard weak-form meshfree method, and 

it is termed as the standard meshfree program for convenience. 

The program was coded using the programming language FORTRAN, and it provides the 

user with an option of choosing one of the three shape function construction techniques 

to predict the elastic properties of plain, twill or 3D woven composites, on the condition 

of providing four types of inputs, which will be detailed later. A flow chart showing the 

basic framework of this program is given in Fig. 4.35. As is clearly seen from this figure, 

the program starts by providing it with the four types of inputs. Based on these inputs, a 

domain representing the mUC of a given type of woven composites is discretised with 

field nodes and background cells. Then, a support domain is defined for each integration 

point in each background cell, and the meshfree-based shape functions corresponding to 

the support nodes of the integration point are calculated. By using the high-fidelity mUC 

model, the relative location and consequently the material type of each integration point 

can be determined. Next, the corresponding material model can be applied to obtain the 

elasticity matrix of the integration point in the GCS and thus to calculate its nodal stiffness 

matrix, 𝐊𝐼𝐽, using Eq. (3.88). Assembling all the nodal stiffness matrices using Eq. (3.92) 

forms the global stiffness matrix, 𝐊. After that, the PBC for a given admissible loading 
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case is enforced to obtain the displacement constraint based system of equations, as given 

in Eq. (3.108), based on which, the displacements of all field nodes can be solved. Finally, 

the strain and stress of each integration point can be calculated using the relations of 𝜺 =

𝐋𝒖 and 𝝈 = 𝐂𝜺, and thus the volume average stress of the mUC can be obtained by using 

Eq. (2.64). By combining the volume average stress, 〈𝝈〉, and the macroscopic strain 

applied, 〈𝜀〉, the effective or homogenised elastic properties can be calculated. 
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Figure 4.35: Flow chart of the standard meshfree program 

It should be noted that the use of the standard weak-form meshfree method in the program 

has been reflected not only in discretising the mUC domain using field nodes but also in 

calculating the shape functions, the nodal stiffness matrices and the strains of all material 
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points from the displacements of field nodes. In the following four sections, the inputs of 

the meshfree program, the choice of numerical parameters, the strategy of UC domain 

discretisation and the highlights of the meshfree-based implementation will be detailed. 

4.6.2 Summary of input parameters 

The input parameters of this program are summarised in Table 4.7. As can be seen from 

the table, the inputs consist of four groups, namely, i) the geometry parameters for the 

mUCs of plain, twill and 3D woven composites, ii) the numerical parameters for domain 

discretisation, determination of support domain size and shape function calculations, iii) 

the material parameters for the polymer matrix and yarn material, and iv) the prescribed 

macroscopic strain 〈𝜺〉 for a given admissible loading case. 

Table 4.7: Summary of the inputs of the standard meshfree program 

Type Variable Description 

Geometry 

parameters 

WCT Weave type (1: plain, 2: twill, 3: 3D) 

UCT UC type (1: normal, 2: off-axis) 

𝐿,𝑊,𝐻,𝐻w, … Dimensional parameters 

 𝜆w, 𝜆fa, 𝜆fb, 𝜆b Dimensionless parameters 

Numerical 

parameters 

𝑛F𝑥, 𝑛F𝑦, 𝑛F𝑧 No. of nodes in each direction 

𝑛C𝑥, 𝑛C𝑦, 𝑛C𝑧 No. of cells in each direction 

𝛼s, 𝑑c𝑥, 𝑑c𝑦, 𝑑c𝑧 Support domain parameters 

𝜃, 𝑞, 𝑎0, 𝑎1, 𝑎2, 𝑎3 Constants for RBF and MK  

Material 

properties 

𝐸m, 𝑣m Material properties of matrix 

𝐸L, 𝐸T, 𝑣LT, 𝑣TT, 𝐺LT Material properties of yarn material 

PBC 
ALC Admissible loading case (1, 2, …) 

〈𝜺〉 Prescribed macroscopic strain 

Here, it should be noted that the use of variable WCT allows the user to choose a specific 

type of woven composites by assigning an integer, i.e. 1 for plain woven composites, 2 

for twill woven composites and 3 for 3D woven composites. It should be further noted 

that apart from including the normal mUCs presented in this chapter, which are used to 

predict the elastic properties in the normal directions, the off-axis mUCs, which will be 
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presented in Chapter 5, have also been included in this meshfree program for the sake of 

predicting the elastic properties in off-axis directions. In terms of variable ALC, it is used 

to determine the type of admissible loading case. The range of this variable is dependent 

on the woven composites being predicted. For example, if it is to predict the properties of 

normal plain woven composites, this variable should have four options, i.e. 1, 2, 3 and 4, 

as indicated in Table 4.2. 

4.6.3 Choice of numerical parameters 

Clearly, the first, third and fourth groups of parameters in Table 4.7 are fixed for a given 

type of woven composites and a given admissible loading case. However, the inputs in 

the second group are numerical parameters, and they are to be determined. Here, it should 

be noted that there is no open parameter in the MLS technique. To determine the optimum 

values of these parameters, sensitivity studies can be performed to examine the influence 

of their values on the numerical results obtained. However, since there are more than 15 

open parameters, conducting sensitivity studies for such a large number of free parameters 

would be a difficult task on one hand and exceed the main scope of the present research 

on the other hand. 

Table 4.8: Constants for the RBF and MK techniques 

RBF 
𝜃 𝑞 𝑎0 𝑎1 𝑎2 𝑎3 

0.75 0.5 0.75 1.0 1.0 1.0 

MK 
𝜃 𝑎0 𝑎1 𝑎2 𝑎3  

1 0 1/𝑑c𝑥 1/𝑑c𝑦 1/𝑑c𝑧  

For simplicity, the parameters of the RBF and MK techniques are fixed to be within the 

commonly used ranges [154], and their specific values used in this research are listed in 

Table 4.8, where the last three parameters of the MK technique are defined to be the 

reciprocals of the average nodal spacing in the X, Y and Z directions, i.e. 𝑑c𝑥, 𝑑c𝑦 and 

𝑑c𝑧. Based on the above simplification, sensitivity studies would need to be performed to 

identify the optimum values only for the remaining seven parameters (i.e. 𝑛F𝑥, 𝑛F𝑦, 𝑛F𝑧, 

𝑛C𝑥, 𝑛C𝑦, 𝑛C𝑧 and 𝛼s), which will be addressed in detail in Section 4.7.1. 
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4.6.4 Strategy of domain discretisation 

Theoretically, the domain representing the mUC can be discretised based on arbitrarily 

distributed field nodes. However, a uniform distribution of field nodes is chosen in this 

work since such a distribution produces symmetrical node pairs on the boundary of the 

domain, simplifying the procedure for enforcing PBCs. Here, it should be noted that if an 

arbitrary distribution of field nodes is used, further treatments such as that based on the 

polynomial interpolation [147] need to be imposed to ensure that the PBCs applied to the 

arbitrarily defined boundary nodes are consistent. In terms of the discretisation of the 

domain for conducting numerical integrations, a Lagrangian background grid consisting 

of regularly distributed cells is imposed for simplicity, and the first order Gauss-Legendre 

quadrature is used to calculate the integrals associated with each background cell. 

4.6.5 Highlights of meshfree-based implementation 

As discussed in the first Chapter, one of the highlights of this research is the development 

of the meshfree-based UC modelling methodology to simultaneously address the problem 

of a reduced accuracy in analytical approaches and the concern of highly complex and 

time-consuming pre-processing in the FEM-based approaches, i.e. the needs for explicitly 

creating constituent geometries of woven composites, discretising the geometries using 

high quality elements and meshes and assigning the ever-changing material orientations 

for the wavy yarns. Clearly, the problem of a reduced accuracy in analytical approaches, 

which originates from the geometry simplifications required to implement the analytical 

nature, has been naturally addressed by the development of high-fidelity mUCs with the 

internal features such as the cross-section and waviness of yarns being treated detailly. In 

terms of the complexity that inherently exists in the FEM-based approaches, it has been 

eliminated by implementing the high-fidelity mUC models using the standard weak-form 

meshfree method, as will be demonstrated in the following paragraphs.  

The elimination of the complexity associated with the FEM-based approaches by using 

the standard weak-form meshfree method can be illustrated based on Fig. 4.20. As can be 

seen in the figure, there is no need to explicitly create the geometries for the constituents 

of the woven composites of homogenisation. Instead, what needed is to firstly assume a 

domain block with its overall dimensions being the same as those of the mUC model. 

Then, this domain block is discretised using a number of field nodes, as well as a number 
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of background cells. After that, numerical integrations are performed over all background 

cells. Here, depending on the order of the integration, a number of material or integration 

points are assigned for each background cell, and a support domain and thus a number of 

support nodes are identified for each integration point, based on which the meshfree-

based shape functions corresponding to the support nodes are calculated for subsequent 

calculations of the nodal stiffness matrix, 𝐊𝐼𝐽, and thus the global stiffness matrix 𝐊.  

 

Figure 4.36: Meshfree discretisation of the domain representing the mUC 
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Integration points 

Points in the fill yarn Points in the warp yarn 
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Here, it should be noted that before calculating the nodal stiffness matrix the relative 

location of each integration point is identified based on the analytical equations developed 

for describing the surfaces of the yarns in the mUC. If an integration point is not within 

the yarns, it belongs to the polymer matrix, and the elasticity matrix for isotropic materials, 

𝐂m, as defined in Eq. (2.5), is substituted into Eq. (3.88) to calculate its nodal stiffness 

matrix. On the contrary, if an integration point belongs to a yarn, the elasticity matrix for 

transversely isotropic materials in the LCS, 𝐂𝑙, as defined in Eq. (2.13), is utilised for 

subsequent calculation of the nodal stiffness matrix. Here, it should be pointed out that if 

there exists waviness in the yarn to which the integration point belongs, its undulation 

angle (i.e. material orientation) needs to be calculated by using the analytical equation 

developed for describing the yarn’s waviness. Then, based on Eq. (2.54) or the procedure 

described in Section 2.4.3, the elasticity matrix in the LCS can be transformed into that 

in the GCS, 𝐂𝑔, which is the constitutive matrix that can be directly substituted into Eq. 

(3.88) to calculate the nodal stiffness matrix. 

From the above description, we can see that the node-based domain discretisation makes 

it possible to eliminate the needs for explicitly creating constituent geometries of woven 

composites and discretising them with elements. Also, based on the high-fidelity mUC 

models, the relative location of each integration point can be identified and thus the 

internal architecture of woven composites can be implicitly implemented in combination 

with the standard weak-form meshfree method. Furthermore, the need for assigning the 

ever-change material orientation of the wavy yarns can be effectively avoided by using 

the analytical equations developed for describing the waviness of yarns and the coordinate 

transformation defined between the elasticity matrix in the LCS and that in the GCS. In 

sum, it is the combination of the high-fidelity mUC models with the standard weak-form 

meshfree method that the problems that inherently exist in analytical approaches and the 

FEM-based approaches are simultaneously addressed. Therefore, it is expected that the 

meshfree-based UC modelling methodology is an accurate and simple approach for the 

prediction of the elastic properties of woven composites. In the next section, a number of 

numerical examples will be presented and discussed to confirm the effectiveness and 

accuracy of the meshfree-based UC modelling approach. 
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4.7 Results and discussion 

4.7.1 Examples on plain woven composites 

The examples that will be presented in this section are mainly based on EP121-C15-53, 

which is the plain woven CFRP composite material that was utilised in Section 4.1.2 to 

observe and fit the cross-section and waviness of typical yarns in woven composites. The 

geometry configuration and material inputs of this material are given in Table 4.9. In this 

table, the values of the geometry parameters are averaged ones and were obtained by 

measuring the micrographs of this material. For the material properties of the epoxy resin 

of yarn material, they were determined from the experimental tests that will be detailed 

in Section 5.5.1. 

In this section, eight numerical examples will be discussed, with the first six examples 

being based on EP121-C15-53. To be specific, the first two examples were conducted to 

predict the elastic properties in the normal and off-axis directions. In the subsequent three 

examples, numerical studies were performed to investigate the sensitivity of the predicted 

results to the open numerical parameters, i.e. the number of field nodes, the number of 

background cells and the support domain scaling coefficient. For the fifth example, it was 

designed to compare the results calculated by utilising the three types of shape function 

construction techniques, i.e. the MLS, RBF and MK techniques. In terms of the last two 

examples, two additional types of plain woven composites that have been investigated in 

the published research were considered, and the results derived by utilising the meshfree 

approach were compared with those found in the literature. 

Table 4.9: Geometry information and material inputs of EP121-C15-53 

Weave 

geometry 

𝐿 𝑊 𝐻 𝜆  

1.0 1.0 0.28 0.9  

Yarn 

property 

𝐸L 𝐸T 𝑣LT 𝑣TT 𝐺LT 

161.64 10.57 0.27 0.33 5.52 

Matrix 

property 

𝐸m 𝑣m    

3.11 0.36    
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4.7.1.1 Elastic properties in the normal directions 

In the first example, which was conducted to predict the elastic properties in the normal 

directions, the domain representing the normal plain woven mUC was discretised with a 

total number of 13×13×7 field nodes, i.e. 1183 nodes, as well as a number of 60×60×30 

background cells, i.e. 108000 cells. Also, the MK technique was utilised, and the support 

domain scaling coefficient, 𝛼s, was set to 2.5. Here, it should be noted that the values of 

the above numerical parameters were determined from the sensitivity studies that will be 

presented later. The predicted elastic properties of this material in the normal directions 

are given in Table 4.10, where in the subscripts the three numbers, 1, 2 and 3, represent 

the warp, fill and through-the-thickens directions, respectively. The reference range of 

the elastic modulus of this material in the warp or fill direction, which was adapted from 

the datasheet on the material supplier’s website [193], has also been listed in the table for 

comparison. As can be clearly seen from this table, the predicted elastic modulus in the 

warp or fill direction is in the reference range, partially validating the normal plain woven 

mUC and the meshfree-based modelling approach. 

Table 4.10: Predicted normal elastic properties of EP121-C15-53 (moduli in GPa) 

Property 𝐸1/𝐸2 𝐸3 𝑣12 𝑣23/𝑣13 𝐺12 𝐺23/𝐺31 

Predicted 53.681 9.086 0.045 0.409 3.557 2.828 

Gurit [193]  50 ~ 55 - - - - - 

4.7.1.2 Elastic properties in the off-axis directions 

In the second example, which was aimed to predict the elastic properties in the off-axis 

directions, the domain representing the off-axis plain woven mUC model, which will be 

described in Section 5.2.1, was discretised with a total number of 10×20×7 field nodes, 

i.e. 1400 nodes, as well as a number of 45×90×30 background cells, i.e. 121500 cells. 

Here, the values of these parameters were determined by simply scaling those used in 

discretising the normal mUC model. Specifically, if the number of nodes or cells used to 

discretise the domain representing the normal mUC model in the X direction is 𝑛𝑥 and 

the dimensions of the normal and off-axis mUCs in this direction are denoted as 𝐿 and 

𝐿0, respectively, the number of fields nodes utilised to discretise the domain representing 
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the off-axis mUC model is then determined as 𝑛𝑥𝐿0/𝐿. In this example, the MK technique 

was again used, and the support domain scaling coefficient, 𝛼s, was also set to 2.5. Table 

4.11 shows the predicted results, where in the subscripts the lowercase letters, a and b, 

represent the 45° and 135° directions. It is evident from this figure that the predicted 

elastic modulus in the 45° or 135° direction agrees well with the experimental value, 

which was measured from a uniaxial tension test conducted at a strain rate approximately 

of 10-5/s. This again confirms the accuracy and effectiveness of the meshfree-based UC 

modelling approach in predicting the elastic properties of plain woven composites.  

Here, it is should be noted that off-axis mUCs have also been developed for twill and 3D 

woven composites, and they will be presented in Chapter 5. However, no examples on 

predicting the off-axis elastic properties of twill or 3D woven composites will be given, 

owing to the inaccessibility of composites for conducting tests and the unavailability of 

experimental or numerical results in the published research, at the time of undertaking the 

present research. 

Table 4.11: Predicted off-axis elastic properties of EP121-C15-53 (moduli in GPa) 

Property 𝐸a/𝐸b 𝐸3 𝑣ab 𝑣b3/𝑣a3 𝐺ab 𝐺b3/𝐺3a 

Predicted 10.864 8.986 0.595 0.158 10.273 2.796 

Experiment 10.379 - - - - - 

4.7.1.3 Sensitivity to domain discretisation with field nodes 

Although the number of open parameters in Table 4.7 has been significantly reduced by 

fixing the constants of the RBF and MK techniques to their commonly used values, it is 

still not an easy task to investigate the influence of the remaining seven parameters on the 

predicted results. For further simplifying the investigation, the numbers of field nodes 

used to discretise the mUC domain in the three directions. i.e. 𝑛F𝑥, 𝑛F𝑦 and 𝑛F𝑧, were 

controlled such that they are proportional to each other, i.e. 𝑛F𝑥: 𝑛F𝑦: 𝑛F𝑧 = 2: 2: 1. The 

same treatment was also applied to the parameters relating to the numbers of background 

cells in the three directions, i.e. 𝑛C𝑥, 𝑛C𝑦 and 𝑛C𝑧, with their relative ratios being fixed 

in the same way, i.e. 𝑛C𝑥: 𝑛C𝑦: 𝑛C𝑧 = 2: 2: 1. Based on such treatments, the sensitivity 

study for the open parameters can be simplified into the following three cases: 
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1) Sensitivity study of the total number of field nodes, 𝑁F = 𝑛F𝑥 × 𝑛F𝑦 × 𝑛F𝑧; 

2) Sensitivity study of the number of background cells, 𝑁C = 𝑛C𝑥 × 𝑛C𝑦 × 𝑛C𝑧; 

3) Sensitivity study of the support domain scaling coefficient 𝛼s. 

Table 4.12: Elastic properties predicted by using different NF (moduli in GPa) 

𝑁F 𝐸1 𝐸3 𝑣12 𝑣23 𝐺12 𝐺23 

75 54.037 9.403 0.047 0.396 3.577 3.041 

196 53.925 9.260 0.046 0.404 3.572 2.968 

405 53.802 9.177 0.046 0.407 3.570 2.904 

726 53.817 9.135 0.045 0.409 3.569 2.859 

1183 53.739 9.078 0.045 0.410 3.561 2.828 

1800 53.768 9.078 0.045 0.411 3.561 2.824 

2601 53.755 9.083 0.045 0.411 3.565 2.827 

 

Figure 4.37: Variations of the predicted results on the number of field nodes 

In the sensitivity study of the number of field nodes, the number of background cells was 

set to a high value (i.e. 256000) to minimise its influence on the sensitivity study as much 

as possible. Similarly, the support domain scaling coefficient was set to be 2.5, which is 

a value in the typical range of 𝛼s, i.e. 2.0~3.0, as suggested in [154]. Table 4.12 lists the 

elastic properties predicted by varying the total number of field nodes from 75 to 2601. 
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To better examine the sensitivities of the predicted results with respect to the number of 

field nodes, all the results in Table 4.12 were normalised against those corresponding to 

the case of 𝑁F = 2601, and the resulting curves are shown in Fig. 4.37. Clearly, it can be 

seen that all the curves diverge when the number of field nodes is smaller than 1183, i.e. 

13×13×7, after which they converge to the same plateau, meaning that a total number of 

1183 field nodes should be enough for obtaining convergent results. 

4.7.1.4 Sensitivity to domain discretisation with background cells 

Table 4.13: Predicted elastic properties at different NC (moduli in GPa) 

𝑁𝐶 𝐸1 𝐸3 𝑣12 𝑣23 𝐺12 𝐺23 

4000 49.259 8.843 0.048 0.403 3.377 2.730 

13500 52.087 8.727 0.046 0.411 3.489 2.603 

32000 53.353 9.065 0.046 0.412 3.560 2.819 

62500 53.401 8.983 0.045 0.411 3.538 2.763 

108000 53.603 9.092 0.045 0.409 3.540 2.828 

171500 53.569 9.081 0.045 0.409 3.549 2.828 

256000 53.755 9.083 0.045 0.411 3.565 2.827 

 

Figure 4.38: Variations of the results on the number of background cells 
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To minimise the coupling effects caused by the other two factors in the sensitivity study 

of the number of background cells, the number of field nodes was set to a high value, i.e. 

2601, while the support domain scaling coefficient was set to 2.5. Table 4.13 shows the 

results predicted by varying the total number of background cells from 4000 to 25600. To 

better reveal the sensitivities of the predicted results on the number of background cells, 

all the results in Table 4.13 were again normalised against those corresponding to the case 

of 𝑁C = 256000, and the resulting curves are shown in Fig. 4.38. It is clearly seen in this 

figure that the predicted elastic properties converge only when the number of background 

cells exceeds a threshold of 108000, i.e. 60×60×30. 

4.7.1.5 Sensitivity to support domain size 

In the sensitivity study of the support domain scaling coefficient, 𝛼s, the number of field 

nodes and that of background cells to were fixed to their thresholds, i.e. 1183 and 108000. 

Table 4.14 lists the results predicted by varying the value of 𝛼s was varied from 2 to 4. 

Again, all the results in this table were normalised to those corresponding to the case of 

𝛼s = 2.5, and the resulting curves are shown in Fig. 4.39.  

Table 4.14: Predicted elastic properties at different αs (moduli in GPa) 

𝛼s 𝐸1 𝐸3 𝑣12 𝑣23 𝐺12 𝐺23 

2.00 53.876 9.136 0.045 0.409 3.570 2.834 

2.25 53.876 9.115 0.045 0.410 3.569 2.832 

2.50 53.681 9.086 0.045 0.409 3.557 2.828 

2.75 53.819 9.110 0.045 0.410 3.569 2.838 

3.00 53.269 9.013 0.045 0.405 3.534 2.840 

3.25 53.573 9.049 0.046 0.409 3.564 2.834 

3.50 52.677 8.725 0.045 0.405 3.469 2.659 

3.75 52.468 8.669 0.045 0.404 3.447 2.630 

4.00 49.900 8.033 0.037 0.364 3.053 2.401 

An examination of Fig 4.39 suggests that the sensitivities of the predicted results in this 

case are different from those in the former cases. Specifically, the predicted results in the 

former two cases show monotonic convergences, with the results diverging if the value 

of the parameter of investigation is smaller than the threshold and becoming convergent 
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if the threshold is exceeded. On the contrary, the predicted results in this case converge 

only when the value of 𝛼s is in a range of approximately 2.0~3.25 and diverge if the value 

of 𝛼s is not in this range. Here, it should be noted that the case of 𝛼s < 2 is not considered 

since meshfree calculations often fail owing to the presence of singularity in the moment 

matrix in the calculation of meshfree shape functions. 

 

Figure 4.39: Variations of the predicted results on the scaling coefficient (αs) 

The convergent range of the support domain scaling coefficient derived here is similar to 

that suggested in [154], which is 2.0~3.0. This finding indicates that when performing a 

meshfree analysis the size of a support domain should be defined such that it is neither 

too small nor too large. The reason for a support domain being not too small is that if it 

is not big enough, there will be an insufficient number of support nodes to approximate 

filed variables, which may result in a reduced accuracy and in some cases computational 

failures, such as the presence of singularity in the moment matrix. On the other hand, if a 

support domain is excessively large, it may include the field nodes that do not have any 

influence on the point being interpolated, leading to excessive computational costs and a 

reduced accuracy in the results obtained, as indicated in Fig. 4.39. 

In the above sensitivity analysis, the curves in Fig. 4.39 were by normalising all the results 

in Table 4.14 against those corresponding to the case of 𝛼s = 2.5. However, it should be 
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noted that the normalisation can be performed based on the results corresponding to any 

other cases since the convergences of the resulting curves do not depend on the way of 

conducting the normalisation, as suggested in Fig. 4.40, where the curves were obtained 

by normalising all the data in Table 4.14 against those corresponding to the case of 𝛼s =

3.5. As can be seen clearly in this figure, although the resulting curves have been altered 

compared to those shown in Fig. 4.39, it can be concluded that the convergent range of 

the support domain scaling coefficient is still 2.0~3.25. 

 

Figure 4.40: Results normalised to those corresponding to the case of αs = 3.5 

4.7.1.6 Comparison between MLS, RBF and MK 

In addition to the above sensitivity studies, further numerical calculations were performed 

to compare the results obtained by using the three shape function construction techniques, 

i.e. the MLS, RBF and MK techniques, and the predicted results are given in Table 4.15. 

Here in this table, the differences between the results obtained by using these techniques 

were also calculated. It is clearly shown in this table that the elastic properties predicted 

by utilising the three techniques agree reasonably well with each other, with a maximum 

difference of only 3.77%. Furthermore, it can be found that the RBF and MK techniques 

are able to produce closer predictions, compared to the MLS technique. It is believed that 

the presence of smaller differences by using the RBF and MK techniques is due to the 
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fact that both the RBF and MK techniques possess the Kronecker delta function property, 

whereas the MLS technique does not. 

Table 4.15: Results predicted by using MLS, RBF & MK (moduli in GPa) 

Property 𝐸1/𝐸2 𝐸3 𝑣12 𝑣23/𝑣13 𝐺12 𝐺23/𝐺31 

A: MLS 53.681 9.086 0.045 0.409 3.557 2.828 

B: RBF 53.097 9.119 0.046 0.410 3.574 2.935 

C: MK 53.083 9.106 0.046 0.410 3.566 2.894 

|(A-B)/A| 1.09% 0.36% 2.02% 0.29% 0.48% 3.77% 

|(A-C)/A| 1.11% 0.22% 1.80% 0.34 0.26% 2.35% 

|(B-C)/A| 0.03% 0.13% 0.22% 0.05% 0.22% 1.42% 

4.7.1.7 Comparison of the meshfree method with other methods 

Table 4.16: Inputs for CF-Composite-A (adapted from [131] & [194]) 

Weave 

geometry 

𝐿 𝑊 𝐻 𝜆  

2.0 2.0 0.196 0.911  

Yarn 

property 

𝐸L 𝐸T 𝑣LT 𝑣TT 𝐺LT 

137.3 10.79 0.26 0.46 5.394 

Matrix 

property 

𝐸m 𝑣m    

4.511 0.38    

To further validate the meshfree-based modelling approach and the normal plain woven 

mUC model, two additional types of plain woven composites that have been examined in 

the published research were considered in the present work, and their elastic properties 

were calculated by using the meshfree method. The first type of material was based on 

the plain woven composites investigated by Tanov and Tabiei [131] and Jiang et al. [194] 

using analytical approaches. For convenience, this material is denoted as CF-Composite-

A. The inputs for this material are listed in Table 4.16, and they were adapted from [131] 

and [194]. Here, the dimensionless parameter, 𝜆, was calculated by using Eq. (4.17), and 

the yarn volume fraction used in calculating 𝜆 was 0.58. For easy comparison, the elastic 

properties predicted using the meshfree method, as well those found in the literature, are 
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listed in Table 4.17. As can be seen from this table, the meshfree-based predictions agree 

well with both the analytical results and the experimental data. 

Table 4.17:  Summary of outputs for CF-Composite-A (moduli in GPa) 

Approach 𝐸1/𝐸2 𝐸3 𝑣12 𝑣23/𝑣13 𝐺12 𝐺23/𝐺31 

Four-cell [131] 45.08 10.12 0.056 0.464 3.8 2.763 

Sub-cell [194] 46.35 - 0.052 - 3.83 - 

Exp. [195] 49.80 - 0.068 - 3.83 - 

MLS 45.896 10.120 0.058 0.465 3.654 3.017 

RBF 46.131 10.104 0.057 0.465 3.641 2.836 

MK 46.038 10.104 0.057 0.466 3.642 2.843 

Table 4.18: Inputs for CF-Composite-B (adapted from [95]) 

Weave 

geometry 

𝐿 𝑊 𝐻 𝜆  

1.0 1.0 0.188 1.0  

Yarn 

property 

𝐸L 𝐸T 𝑣LT 𝑣TT 𝐺LT 

170.0 12.84 0.33 0.27 9.06 

Matrix 

property 

𝐸m 𝑣m    

4.35 0.36    

Table 4.19: Summary of outputs for CF-Composite-B (moduli in GPa) 

Approach 𝐸1/𝐸2 𝐸3 𝑣12 𝑣23/𝑣13 𝐺12 𝐺23/𝐺31 

FEM [95] 69.646 11.289 0.042 0.417 7.007 4.372 

Exp. [196] 67.5 - - - - - 

MLS 66.029 11.401 0.046 0.395 6.743 4.052 

RBF 65.282 11.413 0.046 0.395 6.751 4.278 

MK 65.679 11.397 0.046 0.395 6.741 4.087 

The second type of material was based on the plain woven CFRP composites investigated 

by Bacarreza et al. [95] using the FEM. The inputs for this material, which is here referred 

to as CF-Composite-B, were adapted from [95], and they are listed in Table 4.18. Table 
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4.19 shows the resulted derived by utilising different types of methods, from which it can 

be found that the meshfree-based predictions are in good agreement with the FEM results 

and the experimental data. 

4.7.2 An example on twill woven composites 

To validate the normal twill woven mUC model, a meshfree example was performed by 

considering the twill woven CFRP composites investigated by Dixit et al. [98]. The inputs 

for this material, which were adapted from [98], are detailed in Table 4.20, and the 

meshfree-based results are presented in Table 4.21, in comparison with the FEM results 

[98] and the experimental values given in [96]. Clearly, the meshfree-based results show 

reasonable agreements with both the FEM and experimental results. 

Table 4.20: Inputs for the twill woven composites (adapted from [98]) 

Weave 

geometry 

𝐿 𝑊 𝐻 𝜆  

1.0 1.0 0.22 0.4  

Yarn 

property 

𝐸L 𝐸T 𝑣LT 𝑣TT 𝐺LT 

220.69 13.79 0.20 0.25 8.97 

Matrix 

property 

𝐸m 𝑣m    

3.10 0.39    

Table 4.21: Outputs for the twill woven composites (moduli in GPa) 

Approach 𝐸1/𝐸2 𝐸3 𝑣12 𝑣23/𝑣13 𝐺12 𝐺23/𝐺31 

FEM [98] 56.97 8.81 0.062 0.406 4.05 2.31 

Exp. [96] 55.25 - 0.055 - 3.55 - 

MLS 58.355 9.010 0.057 0.396 4.015 2.588 

RBF 58.466 8.947 0.055 0.398 3.755 2.365 

MK 58.598 8.930 0.056 0.401 3.749 2.415 

4.7.3 An example on 3D woven composites 

To validate the improved normal mUC model for 3D orthogonal woven composites in 

terms of predicting the elastic properties, a meshfree example was also conducted based 
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on the composites investigated by Li et al. [145] and Bogdanovich [101]. The inputs for 

this type of material are given in Table 4.22, where the dimensionless parameter for each 

type of yarn was determined as the ratio of the width of the yarn with respect to the 

dimension of the mUC. Furthermore, it is worth noting that the geometry parameter, 𝐻b, 

is not included since it is not an independent variable, i.e. 𝐻b = 𝐻 − 2𝐻w − 𝐻fa − 𝐻fb. 

Table 4.23 shows the results predicted by using the improved mUC model in combination 

with the meshfree method, as well as those found in the literature. Here, it can be found 

that the meshfree-based results are in good agreements with the FEM and experimental 

results, confirming the accuracy and effectiveness of the improved mUC model and the 

meshfree-based UC modelling approach. 

Table 4.22: Inputs for the 3D woven composites (adapted from [145] & [101]) 

Weave 

geometry 

𝐿 𝑊 𝐻 𝜆w 𝜆fa 

2.309 2.54 2.472 0.821 0.667 

𝜆fb 𝜆b 𝐻w 𝐻fa 𝐻fb 

0.937 0.179 0.637 0.292 0.614 

Yarn 

property 

𝐸L 𝐸T 𝑣LT 𝑣TT 𝐺LT 

53.12 14.46 0.266 0.268 4.24 

Matrix 

property 

𝐸m 𝑣m    

3.17 0.35    

Table 4.23: Outputs for the 3D woven composites (moduli in GPa) 

Approach 𝐸1 𝐸2 𝐸3 𝑣12 𝑣23 𝑣13 𝐺12 𝐺23 𝐺31 

Ref. [145] 24.61 22.38 10.78 0.132 0.319 0.316 3.11 3.69 3.37 

FEM [101] 27.31 25.70 9.98 0.125 0.448 0.432 3.58 3.52 3.34 

Exp. [101] 24.68 20.75 - 0.11 - - - - - 

MLS 24.162 21.512 10.470 0.133 0.324 0.312 3.083 3.341 3.079 

RBF 24.185 21.468 10.502 0.134 0.327 0.315 3.086 3.393 3.117 

MK 24.067 21.317 10.471 0.132 0.325 0.314 3.077 3.391 3.118 
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4.8 Summary 

In this chapter, some basic concepts and assumptions in the geometry modelling of woven 

composites were firstly introduced. Then, the high-fidelity normal mUC models that have 

been developed for plain, twill and 3D woven composites were detailed. Here, analytical 

equations were formulated for describing the internal architecture of each type of woven 

composites, and the flexibility of some of these models was evaluated in comparison with 

the models found in the literature. Following the geometry modelling, the main concepts 

and the basic equations in the equivalence approach were briefed. Based on this approach, 

the PBCs for the normal mUC models under each admissible loading case were derived. 

After that, an in-house computer program which implements the mUC models using the 

standard weak-form meshfree method was introduced from the perspectives of its basic 

framework, the input parameters, the determination of the numerical parameters and the 

strategy for discretising the domain of homogenisation. Following the description of this 

program, it was argued that the combination of the high-fidelity mUCs with the meshfree 

method is capable of addressing the problems that exist in analytical approaches and the 

FEM-based approaches. Finally, a number of numerical examples conducted using the 

meshfree-based program to predict the normal and/or off-axis elastic properties of plain, 

twill and 3D orthogonal woven composites were presented. Good agreements were found 

between the meshfree-based predictions and those found in the literature, confirming the 

accuracy and effectiveness of the meshfree-based UC modelling approach and the high-

fidelity mUC models. In some of these examples, the sensitivities of the predicted results 

to the open numerical parameters were also examined. It was found that the utilisation of 

higher numbers of field nodes and background cells generally produces better predictions, 

while the support domain scaling coefficient should be chosen in a relatively small range 

(i.e. 2.0 - 3.25) to maintain a reasonable degree of accuracy in the predictions. In addition, 

it was shown that the three types of shape function construction techniques were able to 

produce reasonable predictions, although the results predicted using the MLS technique 

were of slight differences compared to those obtained using the RBF and MK techniques. 

It is believed that the presence of the small discrepancies is as a consequence of the lack 

of the Kronecker delta function property only in the MLS technique.
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CHAPTER 5: MECHANICAL RESPONSE 

PREDICTION 

 

5.1 Introduction 

Apart from the prediction of the elastic properties of woven composites, which has been 

addressed in the previous chapter, another significant part of the present work is to extend 

the meshfree-based unit cell (UC) modelling approach for predicting the overall response 

of woven composites, and the corresponding procedure again involves three similar steps, 

namely, geometry modelling, constitutive modelling and overall response calculation. 

Clearly, for geometry modelling, the normal minimum unit cell (mUC) models presented 

in Chapter 4 can be directly used to predict the overall response under normal loading 

conditions, e.g. a load is applied in the warp direction. However, since woven composites 

feature different behaviours if loaded in different directions, off-axis mUC models have 

also been developed to evaluate the overall response under off-axis loading scenarios, 

which will be addressed in the second section of this chapter. For constitutive modelling, 

the inelastic behaviours of the constituents such as the nonlinear and strain rate-dependent 

behaviour of the polymer matrix and the anisotropic post-failure of the yarn material must 

be characterised to ensure an accurate prediction of the overall response, which will be 

detailed in Section 5.3. In terms of the last step, it involves implementing the mUC models 

and the constitutive models based on the explicit weak-form meshfree method and thus 

calculating the overall response for a prescribe history of periodic boundary conditions 

(PBCs), which will be discussed in Section 5.4. Following the above sections, a number of 

numerical examples for predicting the overall response of woven composites will be 

presented, and the predicted results will be discussed in comparison with experimental 

results, if applicable. 

Here, it should be noted that woven composites may have different geometry dimensions 

in the warp and weft directions. An example of such type of woven composites is shown 
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in Fig. 5.1a, from where it can be seen that the length of periodicity in the warp direction 

is not equal to that in the weft direction, i.e. 𝐿 ≠ 𝑊. For convenience, this type of woven 

composites is often termed as non-balanced woven composites. From Fig. 5.1a, it is also 

indicated that the non-balanced nature necessitates the use of a non-orthogonal coordinate 

system and thus creates a non-rectangular unit cell (UC), complicating the derivation of 

PBCs and the enforcement of off-axis loading conditions. In view of such complexity in 

non-balanced woven composites, the prediction of the off-axis properties or response in the 

present research is restricted to balanced woven composites since their off-axis mUCs can 

still be modelled in orthogonal coordinate systems, as illustrated in Fig. 5.2a. 

 

(a) Non-balanced woven composites and off-axis UC 

 

(b) Balanced woven composites and off-axis UC 

Figure 5.1: Comparison of non-balanced & balanced woven composites 
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5.2 Off-axis mUCs and PBCs 

5.2.1 Plain woven composites 

5.2.1.1 Off-axis mUC for plain woven composites 

Similar to identifying the normal mUC for plain woven composites, the off-axis mUC can 

be obtained by exploiting all the symmetries in a step-by-step manner, as shown in Fig. 

5.2. Here, it should be noted that the off-axis mUC is only 1/8 of the full-size UC. 

 

(a) Composite ply → full-size UC by using translational symmetries 

 

(b) Full-size UC → 𝟏
𝟒
UC by using reflectional symmetries 

 

(c) 𝟏
𝟒
UC → 𝟏

𝟖
UC by using rotational symmetries 

Figure 5.2: Domain reduction for off-axis plain woven composites 
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Figure 5.3: The off-axis mUC model for plain woven composites 

Due to the off-axis nature, it is problematic to directly describe the internal architecture of 

an mUC in its local coordinate system (LCS), i.e. OXYZ, as indicated in Fig. 5.3. To 

simplify this process, the description of an mUC can be initially addressed in the global 

coordinate system (GCS) of the composite material, i.e. O'X'Y'Z', based on which, the 

equations for describing the internal architecture of the off-axis mUC in the GCS can be 

rotated back to the LCS. Since the two coordinate systems can be brought together by 

rotating the LCS anti-clockwise with respect to its Z-axis for 45º, the transformation 

between the coordinate vectors of any given point, A, in the two coordinate systems can be 

expressed as follows: 
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where {𝑥′ 𝑦′ 𝑧′}T and {𝑥 𝑦 𝑧}T are the coordinate vectors of point A in the GCS and the 

LCS, respectively. 

Using the transformation defined in Eq. (5.1) and combining the analytical equations that 

have been developed for describing the internal architecture of the normal mUC of plain 

woven composites, as detailed in Section 4.2, the analytical equations for describing the 

off-axis mUC of plain woven composites can be easily deduced, as summarised in Table 

C.1, Appendix C. 

5.2.2.2 PBCs for off-axis plain woven composites 

By comparing Fig. 5.2 and Fig. 4.2, it can be found that the symmetries used to obtain the 

off-axis mUC are not the same as those utilised in the case of obtaining the normal mUC. 

Thus, the PBCs derived for the normal mUC are not applicable to the off-axis mUC. Here, 

the equivalence approach is again employed to obtain the PBCs for the off-axis mUC of 

plain woven composites. However, it must be pointed out that the generic form of PBC 

equation, which has been defined in Eq. (4.87) and does not include the time dimension, 

are not directly applicable to the case of predicting the overall response. This is because in 

predicting the overall response of woven composites, a history of time-dependent PBCs 

needs to be prescribed to create an external dynamic loading such that a time-dependent 

relation between the volume average stress and strain can be subsequently derived, which 

consequently forms the overall response of the woven composites of homogenisation. To 

enable the equivalence approach for deriving PBCs for the case of predicting the overall 

response, Eq. (4.87) should be modified by including the time dimension, as follows: 

 𝒖(𝐴, 𝑡) − 𝛾𝐓𝒖(𝐴̅, 𝑡) = −〈𝜺(𝑡)〉𝐓𝒙O𝐷̅ (5.2) 

However, it can be found by comparing the above equation with Eq. (4.87) that the only 

difference is the addition of a time variable in Eq. (5.2). This means that the PBCs for the 

case of predicting the overall response can be alternatively obtained by initially applying 

Eq. (4.87) to derive time-independent PBC equations and subsequently including the time 
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variables within the equations. Given that the only difference between the PBCs of the two 

cases is time, the time variable will be neglected for simplicity when presenting the PBCs 

for the case of predicting the overall response.  

 

Figure 5.4: Off-axis mUC & adjacent subdomains of plain woven composites 

Table 5.1: Relations between off-axis plain woven mUC & adjacent subdomains 
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Fig. 5.4 identifies the off-axis mUC (denoted as 𝐷), as well as its adjacent and physically 

equivalent subdomains (denoted as 𝐷̅1, 𝐷̅2, 𝐷̅3 and 𝐷̅4). The lower and upper subdomains 

have been again excluded to reveal the mUC. Based on this figure, the geometry relations 

between the off-axis mUC and its adjacent subdomains can be determined, as detailed in 

Table 5.1. Here, it should be noted that the symbols, 𝐿o and 𝑊o, denote the overall length 

and width of the off-axis mUC, and they are equal to 𝐿 √2⁄  and √2𝐿, as indicated in Fig. 

5.3. Then, by enforcing the admissibility condition, as defined in Eq. (4.81) or (4.82), all 

admissible loading cases can be identified and the relating load reversal factors can be 

obtained, as shown in Table 5.2. Finally, based on the quantities calculated above and Eq. 

(4.87) or (5.2), the PBC that should be applied to each pair of equivalent boundary nodes 

for each admissible loading case for the off-axis mUC of plain woven composites can be 

derived, as summarised in Tables D.1~D.4, Appendix D. 

Table 5.2: Admissible loading cases of off-axis plain woven composites 

 {𝛾1 𝛾2 𝛾3 𝛾4} Admissible loading 

Case 1 {1 1 1 1} [

〈𝜎11〉 0 0

0 〈𝜎22〉 0

0 0 〈𝜎33〉
] 

Case 2 {−1 1 −1 −1} [
0 〈𝜎12〉 0

〈𝜎21〉 0 0
0 0 0

] 

Case 3 {−1 1 1 1} [

0 0 0
0 0 〈𝜎23〉

0 〈𝜎32〉 0
] 

Case 4 {1 1 −1 −1} [
0 0 〈𝜎13〉
0 0 0

〈𝜎31〉 0 0
] 

5.2.2 Twill woven composites 

5.2.2.1 Off-axis mUC for twill woven composites 

For twill woven composites, its off-axis mUC can be obtained by performing the domain 

reduction operations detailed in Fig. 5.5. Again, the off-axis mUC is only 1/8 of the full 

off-axis UC as no symmetry can be further exploited. To ease the description of the yarns, 

the off-axis mUC model is initially addressed in the normal coordinate system of twill 
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woven composites and then rotated back to the LCS of the off-axis mUC, as demonstrated 

in Fig. 5.6. Here, it should be noted that each of the yarns in this mUC is comprised of a 

straight part and a wavy part, and thus should be described using two sets of equations. 

Using the transformation defined in Eq. (5.1) and combining the normal mUC developed 

for twill woven composites, as detailed in Section 4.3, each yarn in the off-axis mUC of 

twill woven composites can be described, as summarised in Tables C.2 – C.3, Appendix C. 

Here, when describing a yarn, the part that is not currently being addressed is shaded in 

grey. Also, the subscripts, 𝑠 and 𝑤, denote the straight and wavy parts, respectively.  

 

(a) Composite ply → full-size UC by using translational symmetries 

 

(b) Full-size UC → 𝟏
𝟒
UC by using translational & reflectional symmetries 

 

(c) 𝟏
𝟒
UC → 𝟏

𝟖
UC by using rotational symmetries only 

Figure 5.5: Domain reduction for off-axis twill woven composites 
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Figure 5.6: The off-axis mUC model for twill woven composites 
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admissible loading case for the off-axis mUC of twill woven composites is derived, as 

summarised in Tables D.5~D.8, Appendix D. 

 

Figure 5.7: Off-axis mUC & adjacent subdomains of twill woven composites 

Table 5.3: Relations between off-axis twill woven mUC & adjacent subdomains 

 𝐷̅1 𝐷̅2 𝐷̅3 𝐷̅4 

𝑻𝑖 [
−1 0 0
0 1 0
0 0 −1

] [
−1 0 0
0 1 0
0 0 −1

] [
1 0 0
0 1 0
0 0 −1

] [
1 0 0
0 1 0
0 0 −1

] 

𝒙
O𝐷̅𝑖  [

−𝐿o
0
0
] [

𝐿o
0
0
] [

0
−𝑊o
0
] [

0
𝑊o
0
] 

𝒙𝐴̅𝑖 

[
 
 
 
 −

𝐿o
2

−
𝑊o
2
≤ 𝑦 ≤

𝑊o
2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2 ]
 
 
 
 

 

[
 
 
 
 

𝐿o
2

−
𝑊o
2
≤ 𝑦 ≤

𝑊o
2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2 ]
 
 
 
 

 

[
 
 
 
 −

𝐿o
2
≤ 𝑥 ≤

𝐿o
2

−
𝑊o
2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2 ]
 
 
 
 

 

[
 
 
 −

𝐿o
2
≤ 𝑥 ≤

𝐿o
2

𝑊o
2

−
𝐻

2
≤ 𝑧 ≤

𝐻

2 ]
 
 
 

 

𝒙𝐴𝑖 [

−
𝐿o
2

𝑦 𝐴̅

−𝑧 𝐴̅

] [

𝐿o
2

𝑦 𝐴̅

−𝑧 𝐴̅

] [
𝑥 𝐴̅
𝑊o
2

−𝑧 𝐴̅
] [

𝑥 𝐴̅

−
𝑊o
2

−𝑧 𝐴̅

] 

 

z 

x 
y 

z 

x 
y 

𝐷̅4 

z 

x 

y 
𝐷̅2 

z 
x 

y 
𝐷̅1 

𝐷 

𝐷̅3 

z 

x 
y 



Chapter 5: Mechanical response prediction 

159 

 

Table 5.4: Admissible loading cases of off-axis twill woven composites 

 {𝛾1 𝛾2 𝛾3 𝛾4} Admissible loading 

Case 1 {1 1 1 1} [

〈𝜎11〉 0 0

0 〈𝜎22〉 0

0 0 〈𝜎33〉
] 

Case 2 {−1 −1 1 1} [
0 〈𝜎12〉 0

〈𝜎21〉 0 0
0 0 0

] 

Case 3 {−1 −1 −1 −1} [

0 0 0
0 0 〈𝜎23〉

0 〈𝜎32〉 0
] 

Case 4 {1 1 −1 −1} [
0 0 〈𝜎13〉
0 0 0

〈𝜎31〉 0 0
] 

5.2.3 3D woven composites 

5.2.3.1 Off-axis mUC for 3D woven composites 

 

(a) Composite ply → full UC by using translational symmetries 

 

(b) Full-size UC → 𝟏
𝟐
UC by using rotational symmetries only 

Figure 5.8: Domain reduction for off-axis 3D orthogonal woven composites 
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The procedure for identifying the off-axis mUC for 3D orthogonal woven composites is 

illustrated in Fig. 5.8. Here, it is clearly suggested that the full-size UC can be reduced only 

into a half-size UC and no symmetry can be further exploited. For facilitating the geometry 

description, the approach of initially addressing the off-axis mUC in the normal coordinate 

system and then rotating the resulting equations for describing the yarns back to the LCS 

of the off-axis mUC is again employed, as illustrated in Fig. 5.9, where it is shown that the 

overall length and width of this mUC are √2𝐿 and 2√2𝐿, respectively. For clarity, the 

warp, fill and binder yarns are numbered in black, red and white colours. 

 

Figure 5.9: The off-axis mUC model for 3D woven composites 
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Compared to the normal mUC of 3D woven composites, the off-axis mUC is much more 

complex as it contains over ten yarns. In addition, some of the yarns are comprised of two 

or more parts that should be described using different sets of equations. The yarns falling 

into this type are fill yarns 1, 3, 4 & 6 and binder yarn 1. The equations for describing the 

surfaces and waviness of the yarns in the off-axis mUC are summarised in Tables C4 – C8, 

Appendix C. 

5.2.3.2 PBCs for off-axis 3D woven composites 

 

Figure 5.10: Off-axis mUC & adjacent subdomains of 3D woven composites 
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Table 5.5: Relations between off-axis 3D woven mUC & adjacent subdomains 

 𝐷̅1 𝐷̅2 𝐷̅3 𝐷̅4 
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Table 5.6: Admissible loading case of off-axis 3D woven composites 

 {𝛾1 𝛾2 𝛾3 𝛾4} Admissible loading 

Case 1 {1 1 1 1} [

〈𝜎11〉 〈𝜎12〉 〈𝜎13〉

〈𝜎21〉 〈𝜎22〉 〈𝜎23〉

〈𝜎31〉 〈𝜎32〉 〈𝜎33〉
] 

5.3 Material modelling 

The overall response of a woven composite material is determined by not only the internal 

architecture but also many other factors, such as the type of fibre or polymer matrix used, 

the surface treatment made to the fibres and the manufacturing process for fabricating the 

composite material. For instance, in carbon fibre-reinforced polymer (CFRP) composites, 

electrochemical treatment is often employed to partially oxidise carbon fibre surface so as 

to promote the adhesion of fibres to the resin matrix and thus to improve the transverse 

behaviour of the composite material. However, instead of considering all the factors that 

may influence the overall response of woven composites, the present work focuses on the 
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most dominant ones, i.e. the material behaviours of resin matrix and yarns. In addition, as 

it is not practical to develop a single material model that suits various kinds of woven 

composites, the material modelling in the present work is addressed only for the most 

commonly used constituents, i.e. polymer matrix and glass/carbon fibre yarns. 

Similar to unidirectional composites, woven composites feature distinct responses when 

loaded in different directions. In the fibre directions (e.g. the warp direction), the material 

behaviour is primarily driven by yarns, typically exhibiting linearly elastic response prior 

to failure, followed by anisotropic post failure behaviour. Depending on the type of fibre 

yarns used, the initial elastic response can be accompanied by a different degree of strain-

rate sensitivity. For example, woven composites with glass-fibre yarns are often found to 

be strain-rate dependent, while those with carbon-fibre yarns are generally insensitive to 

strain rate. In terms of the material behaviour in bias directions, particularly in 45° to the 

warp or fill direction, woven composites often show strong nonlinear and rate-dependent 

response. It is commonly believed that such kind of behaviour is closely associated with 

that of polymer matrix, which consists of long chain molecules with a chain length of up 

to 10⁵ atoms and behaves viscoelastically at small strains and becomes nonlinear when the 

strain applied is large enough. 

Based on the above analysis, the present research assumes that the yarn material in woven 

composites can be treated as unidirectional composites in the local material coordinate 

system, and thus it will be modelled as a transversely isotropic material with linearly elastic 

response prior to failure and anisotropic post-failure behaviour. Since some types of yarns 

in woven composites may be sensitive to loading rate, the strain-rate dependence of the 

yarn material in the fibre directions will also be considered. Due to the presence of intra-

yarn polymer matrix, the yarn material in woven composites may contribute to some degree 

of nonlinearity and strain-rate dependence in the transverse directions. However, it is 

believed that such nonlinearity and rate-dependence are insignificant compared to those of 

the polymer matrix outside of yarns. Therefore, in this work, the nonlinearity and rate-

dependence of the yarn material in the transverse directions will not be considered 

independently. Instead, it will be compensated in the utilisation of a viscoplasticity model 

to describe the nonlinear, rate-dependent response of the polymer matrix. In the following 

four sections, the material modelling in the present research will be detailed from the 

perspectives of i) the nonlinearity and strain-rate dependence of the polymer matrix, ii) the 
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rate-dependence of the yarn material in the fibre directions, iii) the failure criteria for 

identifying the damage initiation of the yarn material and iv) the analytical formulation for 

describing the damage evolution of the yarn material. 

5.3.1 Nonlinearity and rate-dependence of polymer matrix 

Extensive studies have been conducted by many researchers to model the nonlinear, rate-

dependent behaviour of the polymer matrix in composites. The commonly used methods 

can be categorised into physically-based approaches and phenomenological approaches. In 

the former type of approaches, the response of a polymer is often modelled based on the 

physical mechanisms that drive the deformation. For instance, the deformation of a 

polymer is often assumed to be as a result of the motion of molecular chains over potential 

barriers [197] or the unwinding of molecular kinks [198], and the degree of change in the 

material state due to these molecular mechanisms is assumed to be associated with the 

competition between the applied stress (which drives the material away from its original 

state) and the internal stress (which is defined to model the resistance to deformation and 

tends to drive the material back to its original state, and is often assumed to evolve with 

stress, inelastic strain and inelastic strain rate). In general, this type of approaches models 

the nonlinear, rate-dependent deformation of a polymer on one hand as a function of some 

molecular parameters, such as activation energy and volume, molecular radius, angle of 

molecular rotation and thermal constants, and meanwhile as a function of state variables 

representing the resistance to deformation. Since these approaches address the modelling 

of the deformation of polymers from a molecular perspective, they are also referred to as 

molecular approaches. 

In the latter category of approaches, the nonlinearity and rate-dependence of polymers are 

often phenomenologically described by directly using or modifying a plasticity-based or 

viscoplasticity-based theory that has been developed for metals. For example, without 

making any modification, Zhang and Moore [199] and Valisetty and Teply [200] adopted 

the techniques that were originally developed for metals to predict the uniaxial tensile 

response of polymers. Another notable example is that the viscoplasticity theory based on 

overstress (VBO), which was originally formulated by Krempl and Ho [201] for metals, 

was modified by Bordonaro [202] to characterise the response of polymers under a variety 

of loading conditions such as creep, relaxation and unloading. In the modified model, the 
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phenomena that are encountered in the deformation of polymers but not in that of metals, 

e.g. nonlinear unloading, were also considered. Recently, in order to model the nonlinear, 

strain-rate dependent response of the matrix constituent in polymer matrix composites, 

Goldberg and Stouffer [42] modified the constitutive equations of a viscoplasticity-based 

model that was initially developed by Ramaswamy and Stouffer [203] for metals. In their 

work, the original equations defining the effective stress, the effective inelastic strain and 

the inelastic strain tensor in the classical J2 plasticity theory were reasonable modified to 

account for the effect of loading rate on the response of the polymer matrix. Since these 

approaches model the deformation of polymers by adapting a viscoplasticity-based theory, 

they are also referred to as viscoplasticity-based approaches. 

In this research, instead of trying to develop new constitutive models, the model developed 

by Goldberg and Stouffer [42], which will be termed as the Goldberg-Stouffer model in 

this thesis, is adopted to describe the nonlinear, rate-dependent response of the polymer 

matrix in woven composites. The main reason for choosing this model is that it is not as 

complex as the models developed using molecular approaches, where a relatively large 

number of molecular parameters need to be obtained before they can be utilised. Another 

reason for using the Goldberg-Stouffer model is that it has been found to correlate well 

with experimental data [42] and that its effectiveness in predicting the nonlinear, rate-

dependent response of polymer matrix in composite materials has been validated by many 

other researchers including Tabiei et al. [130, 135, 136] and Gerlach et al. [18]. 

5.3.1.1 The Goldberg-Stouffer model 

In the Goldberg-Stouffer model, the total strain rate, 𝜀𝑖̇𝑗, is considered to be a sum of the 

inelastic strain rate, 𝜀𝑖̇𝑗
I , and the elastic strain rate, 𝜀𝑖̇𝑗

E , which is defined by 𝜎̇𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙𝜀𝑘̇𝑙
E , 

where 𝜎̇𝑖𝑗 is the stress rate and 𝑐𝑖𝑗𝑘𝑙 is the elasticity tensor. For the inelastic strain rate, it is 

modelled as a function of the applied stress and the internal stress, as follows: 

 𝜀𝑖̇𝑗
I = 𝐷0exp (−

1

2
(
𝑍0
2

3𝐽2
)
𝑛r
)
𝑆𝑖𝑗−Ω𝑖𝑗

√𝐽2
 (5.3) 

where 𝐷0 is a material constant denoting the maximum inelastic strain rate; 𝑍0 represents 

the initial hardness of polymer matrix; 𝑛r is a parameter describing the dependence of the 

response of polymer matrix on strain rate; 𝑆𝑖𝑗  refers to as the deviatoric stress; Ω𝑖𝑗  is a 
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tensorial state variable; the term, 𝑆𝑖𝑗 − Ω𝑖𝑗, which is the difference between the deviatoric 

stress and the tensorial state variable, is termed as the overstress, and  𝐽2 is the second 

invariant of overstress. Here, the deviatoric stress and the second invariant of overstress 

take the following classical forms, as follows, where 𝛿𝑖𝑗 is the Kronecker delta tensor: 

 𝑆𝑖𝑗 = 𝜎𝑖𝑗 −
𝜎𝑘𝑘

3
𝛿𝑖𝑗 (5.4) 

 𝐽2 =
1

2
(𝑆𝑖𝑗 − Ω𝑖𝑗)(𝑆𝑖𝑗 − Ω𝑖𝑗) (5.5) 

The use of the tensorial state variable in Eq. (5.3) is to model the resistance to molecular 

flow in polymer matrix, and thus this variable is also termed as the “internal stress”, which 

is an analogy to the concept of “back stress” in metals. This internal stress is assumed to 

be equal to zero if the polymer matrix is in the original state and evolve with the inelastic 

strain, as follows: 

 Ω̇𝑖𝑗 =
2

3
𝑞Ωm𝜀𝑖̇𝑗

I − 𝑞Ω𝑖𝑗𝜀ėff
I  (5.6) 

where 𝑞 is a material parameter representing the “hardening” rate of polymer matrix; Ωm 

is the value of the internal stress at “saturation”, which is the point where the stress-strain 

curve becomes flat; and 𝜀ėff
I  is the effective inelastic strain rate, which defined by: 

 𝜀ėff
I = √

2

3
𝜀𝑖̇𝑗
I 𝜀𝑖̇𝑗

I  (5.7) 

5.3.1.2 Determination of material constants 

To employ the above viscoplasticity-based model, all material constants (i.e. 𝐷0, 𝑍0, 𝑛r, 𝑞 

and Ωm) must be determined. For parameter 𝐷0, it is the limiting value of the inelastic 

strain rate and can be assumed to be 10⁴ times the maximum applied total strain rate, as 

suggested in [42]. For the remaining parameters, they can be determined based on the 

uniaxial forms of Eqs. (5.3) and (5.6), as follows [42]: 

 𝜀̇I =
2

√3
𝐷0exp (−

1

2
(

𝑍0

|𝜎−Ω|
)
2𝑛r
)
𝜎−Ω

|𝜎−Ω|
 (5.8) 

 Ω̇ = 𝑞Ωm𝜀̇
I − 𝑞Ω|𝜀̇I| (5.9) 
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where 𝜀̇I is the uniaxial strain rate, 𝜎 is the uniaxial stress, Ω is the uniaxial form of the 

internal stress, and Ω̇ is the uniaxial form of the internal stress rate. 

To determine 𝑍0, 𝑛r and Ωm, natural logarithm operations are performed on both sides of 

Eq. (5.8), which results in: 

 ln (
√3𝜀̇I

2𝐷0
) = −

1

2
(

𝑍0

|𝜎−Ω|
)
2𝑛r

+ ln (
𝜎−Ω

|𝜎−Ω|
) (5.10) 

Here, it should be noted that the second term of the right side of this equation vanishes as 

it has been assumed to be under uniaxial tensile loading. Assume the test for determining 

these parameters has been conducted to the state of saturation. By substituting the values 

of the inelastic strain rate, the uniaxial stress and the internal stress at saturation, i.e. 𝜀0̇, 𝜎s 

and Ωm, back into Eq. (5.10), it yields: 

 ln [−2ln (
√3𝜀̇0

2𝐷0
)] = −2𝑛rln(𝜎s − Ωm) + 2𝑛rln(𝑍0) (5.11) 

The above equation can be rewritten as: 

 𝑦 = −2𝑛r𝑥 + 2𝑛rln(𝑍0) (5.12) 

where 

 𝑥 = ln(𝜎s − Ωm) (5.13) 

 𝑦 = ln [−2ln (
√3𝜀̇0

2𝐷0
)] (5.14) 

As Eq. (5.12) correlates 𝑥 with 𝑦, a number of uniaxial tensile tests (e.g. 𝑛 tests) can be 

conducted at several constant strain rates. Based on these tests, a set of data pairs, 𝑥𝑖 and 

𝑦𝑖 (𝑖 = 1, 2, … , 𝑛), can be obtained to perform a least-squares regression analysis. Then, 

the values of 𝑛r and 𝑍0 can be derived since the slope and the intercept of the best fit line 

are equal to −2𝑛r and 2𝑛rln(𝑍0). Here, it should be noted that in calculating 𝑥𝑖, the value 

of Ωm can be initially estimated to be 50% ~ 75% of the highest value of the uniaxial 

stresses at saturation [42], and the value of Ωm should be adjusted until an optimal fit to 

the data is reached. 
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In terms of 𝑞, it can be determined based on Eq. (5.9). It is often assumed that the internal 

stress reaches a maximum if the polymer matrix is at saturation, which means that the 

exponential term in Eq. (5.8) approaches zero. Moreover, it is assumed that the condition 

at saturation [42] is: 

 exp(−𝑞𝜀s
I ) = 0.01 (5.15) 

where 𝜀s
I is the inelastic strain at saturation.  

Solving the above equation determines the value of 𝑞. Here, it should be noted that if the 

inelastic strains at saturation in the tensile tests vary with the loading rate, all the values of 

𝑞 should be calculated for subsequent regression analysis. Alternatively, the value of 𝑞 can 

be determined from the average value of the inelastic strains at saturation. 

5.3.1.3 Solution algorithm for the Goldberg-Stouffer model  

The constitutive equations in the Goldberg-Stouffer model, i.e. Eqs. (5.3) ~ (5.7), generate 

either a differential equation for each component of the tensorial variables or a first-order 

tensorial differential equation that does not have a closed-form solution. To approximate 

the solutions of these equations, one of the techniques that can be utilised is the iterative, 

implicit trapezoidal rule integration procedure described in [42]. However, as this model 

will be implemented using the explicit weak-form meshfree method, the four-step Runge-

Kutta method described in [135] is adopted to explicitly estimate solutions. Before using 

this solution technique, the rate forms of the constitutive equations should be transformed 

into the incremental forms, as follows, where 𝑑𝑡 is time increment: 

 𝑑𝜀𝑖𝑗
I = [𝐷0exp (−

1

2
(
𝑍0
2

3𝐽2
)
𝑛r
)
𝑆𝑖𝑗−Ω𝑖𝑗

√𝐽2
] 𝑑𝑡  (5.16) 

 𝑑Ω𝑖𝑗 =
2

3
𝑞Ωm𝑑𝜀𝑖𝑗

I − 𝑞Ω𝑖𝑗𝑑𝜀eff
I  (5.17) 

 𝑑𝜀eff
I = √

2

3
𝑑𝜀𝑖𝑗

I 𝑑𝜀𝑖𝑗
I  (5.18) 

Essentially, when utilising the explicit weak-form meshfree method to predict the overall 

response of woven composites, the four-step Runge-Kutta technique estimates the values 
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of the tensorial variables at the current step from those at the previous step. At the current 

step, the following variables are known and can be used to as input parameters: 

1) The stress σ𝑖𝑗
(𝑛)

 at the previous step 

2) The internal stress Ω𝑖𝑗
(𝑛)

 at the previous step 

3) The inelastic strain 𝜀𝑖𝑗
I(𝑛)

 at the previous step 

4) The total strain 𝜀𝑖𝑗
(𝑛)

 at the previous step 

5) The total strain 𝜀𝑖𝑗
(𝑛+1)

 at the current step 

6) The total strain rate 𝜀𝑖̇𝑗
(𝑛+1)

 at the current step 

Based on the above input parameters, the four-step Runge-Kutta method can be advanced 

in a four-step manner, as follows. In the first step, it is assumed that: 

 𝜎𝑖𝑗 = 𝜎𝑖𝑗
(𝑛) & Ω𝑖𝑗 = Ω𝑖𝑗

(𝑛)
 (5.19) 

By substituting 𝜀𝑖̇𝑗
(𝑛+1)

, 𝜎𝑖𝑗 and Ω𝑖𝑗 into Eqs. (5.16) ~ (5.18), the unknown variables, 𝑑𝜀𝑖𝑗
I  

and 𝑑Ω𝑖𝑗, can be calculated and are denoted as: 

 𝑑𝜀𝑖𝑗
I1 = 𝑑𝜀𝑖𝑗

I  & 𝑑Ω𝑖𝑗
1 = 𝑑Ω𝑖𝑗 (5.20) 

Then, the inelastic strain, the tensorial stress and the internal stress can be initially updated, 

as follows: 

 𝜀𝑖𝑗
I1 = 𝜀𝑖𝑗

I(𝑛) +
1

2
𝑑𝜀𝑖𝑗

I1 (5.21) 

 𝜎𝑖𝑗
1 = c𝑖𝑗𝑘𝑙(𝜀𝑘𝑙

(𝑛+1) − 𝜀𝑘𝑙
I1) (5.22) 

 Ω𝑖𝑗
1 = Ω𝑖𝑗

(𝑛) +
1

2
𝑑Ω𝑖𝑗

1  (5.23) 

At the second step, the tensorial stress and the internal stress updated in the first step are 

used as the input parameters and substituted into Eqs. (5.16) ~ (5.18), and the results are 

denoted as: 

 𝑑𝜀𝑖𝑗
I2 = 𝑑𝜀𝑖𝑗

I  & 𝑑Ω𝑖𝑗
2 = 𝑑Ω𝑖𝑗 (5.24) 
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Again, the inelastic strain, the tensorial stress and the internal stress can be updated in a 

similar way, as follows: 

 𝜀𝑖𝑗
I2 = 𝜀𝑖𝑗

I(𝑛) +
1

2
𝑑𝜀𝑖𝑗

I2 (5.25) 

 𝜎𝑖𝑗
2 = c𝑖𝑗𝑘𝑙(𝜀𝑘𝑙

(𝑛+1) − 𝜀𝑘𝑙
I2) (5.26) 

 Ω𝑖𝑗
2 = Ω𝑖𝑗

(𝑛) +
1

2
𝑑Ω𝑖𝑗

2  (5.27) 

After that, the tensorial stress and the internal stress calculated in Eqs. (5.26) and (5.27) are 

accepted as the input parameters for the third step to update Eqs. (5.16) ~ (5.18), which 

results in:  

 𝑑𝜀𝑖𝑗
I3 = 𝑑𝜀𝑖𝑗

I  & 𝑑Ω𝑖𝑗
3 = 𝑑Ω𝑖𝑗 (5.28) 

 𝜀𝑖𝑗
I3 = 𝜀𝑖𝑗

I(𝑛) + 𝑑𝜀𝑖𝑗
I3 (5.29) 

 𝜎𝑖𝑗
3 = c𝑖𝑗𝑘𝑙(𝜀𝑘𝑙

(𝑛+1) − 𝜀𝑘𝑙
I3) (5.30) 

 Ω𝑖𝑗
3 = Ω𝑖𝑗

(𝑛) + 𝑑Ω𝑖𝑗
3  (5.31) 

At the last step, the incremental variables can be updated again by substituting the results 

obtained in the third step into Eqs. (5.16) ~ (5.18), which gives: 

 𝑑𝜀𝑖𝑗
I4 = 𝑑𝜀𝑖𝑗

I  & 𝑑Ω𝑖𝑗
4 = 𝑑Ω𝑖𝑗 (5.32) 

After completing the above four-step calculations, the inelastic strain, the tensorial stress 

and the internal stress at the current step can be approximated, as follows: 

 𝜀𝑖𝑗
I(𝑛+1) = 𝜀𝑖𝑗

I(𝑛) +
1

6
𝑑𝜀𝑖𝑗

I1 +
1

3
𝑑𝜀𝑖𝑗

I2 +
1

3
𝑑𝜀𝑖𝑗

I3 +
1

6
𝑑𝜀𝑖𝑗

I4 (5.33) 

 𝜎𝑖𝑗
(𝑛+1) = c𝑖𝑗𝑘𝑙(𝜀𝑘𝑙

(𝑛+1) − 𝜀𝑘𝑙
I(𝑛+1)) (5.34) 

 Ω𝑖𝑗
(𝑛+1) = Ω𝑖𝑗

(𝑛) +
1

6
𝑑Ω𝑖𝑗

1 +
1

3
𝑑Ω𝑖𝑗

2 +
1

3
𝑑Ω𝑖𝑗

3 +
1

6
𝑑Ω𝑖𝑗

4  (5.35) 
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5.3.2 Rate-dependence of yarn material 

In the present work, the logarithm scaling approach that was initially proposed by Weeks 

and Sun [204] is employed to model the rate-dependent behaviour of the yarn material in 

the fibre/longitudinal direction. Specifically, the rate-dependence in the fibre direction is 

described by scaling the longitudinal Young’s modulus, as follows: 

 𝐸L = {
𝐸L0 (1 + 𝐶ELln

|𝜀̇|

𝜀̇0
) |𝜀̇| ≥ 𝜀0̇

𝐸L0 |𝜀̇| < 𝜀0̇
 (5.36) 

where 𝐸L denotes the rate-dependent elastic modulus, 𝜀0̇ stands for the reference strain-rate 

and is often taken as a relatively low strain-rate, such as 10ˉ⁵/s, 𝐸L0 is the longitudinal 

elastic modulus measured at the reference strain-rate, 𝜀̇ is the average strain-rate applied to 

the yarn material, and 𝐶EL is a scaling parameter which describes the rate-dependence of 

the yarn material in the fibre direction and needs to be fitted against experimental results. 

Here, it should be noted that the above formulation is exclusively designed for strain-rate 

sensitive yarn materials, such as glass-fibre yarns. In terms of strain-rate insensitive yarn 

materials, such as carbon-fibre yarns, no rate-dependence in the elastic modulus should be 

taken into account. 

As the above formulation is aimed to describe the rate-dependent behaviour of the yarn 

constituent in woven composites, conducting experimental tests at the scale of the yarn 

constituent to tune the scaling parameter would be problematic. A more practical solution 

is to firstly fabricate unidirectional composite specimens with the same types of material 

constituents as those in the yarn material. Then, a number of uniaxial tensile tests should 

be conducted at different constant strain rates to obtain experimental data pairs, i.e. 𝑥𝑖 =

log𝜀𝑖̇ − log𝜀0̇ and 𝑦𝑖 = (𝐸L)𝑖. Here, it should be noted that if the volume fraction of the 

unidirectional composite specimens is different from that of the yarn material, these data 

pairs need to be normalised. Finally, based on the normalised data pairs, a least-squares 

regression analysis can be performed to obtain the best fit line, and the scaling parameter, 

𝐶EL, can be fitted as 𝐸L0 is known and the slope of the best fit line is equal to 𝐸L0𝐶EL. 

5.3.3 Damage initiation and evolution of constituents 

5.3.3.1 Damage initiation of yarn material 
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As the yarn material in woven composites is assumed to be unidirectional composites in 

the local material coordinate system, its failure can be largely identified by adapting the 

criteria developed for unidirectional composites. In the present research, the well-known  

Hashin’s failure criteria [205], which were developed for unidirectional composites, are 

generalised to identify the damage initiation of the yarn material in woven composites. 

Specifically, six failure modes are defined for the yarn material, and each failure mode is 

assumed to initiate if the failure function reaches unity. In the following paragraphs, the 

six failure modes and the corresponding failure functions will be detailed. For simplicity, 

the meaning of the quantities in the failure functions are summarised in advance. 𝜎𝑖𝑖 and 

𝜏𝑖𝑗 denotes the normal and shear stress components; 𝑋T and 𝑋C represent the tensile and 

compressive strengths in the longitudinal or fibre direction; 𝑌T and 𝑌C refer to the tensile 

and compressive strengths in the in-plane transverse direction; 𝑍T and 𝑍C are the tensile 

and compressive strengths in the out-of-plane transverse direction; 𝑆LT, 𝑆TT and 𝑆TL are the 

shear strengths of the yarn material in the corresponding action planes; and the symbol 

“〈   〉” denotes the Macaulay brackets. Since this symbol is exactly the same as the volume 

average operator, see in Eq. (2.64), it should be noted that the utilisation of this symbol in 

this section only suggests that the Macaulay bracket operation is performed, i.e.: 

 〈𝜎〉  = {
𝜎 𝜎 ≥ 0
0 𝜎 < 0

 (5.37) 

 Mode 1: Tensile fibre failure in the fibre direction (𝜎11 ≥ 0) 

In the fibre direction, the response of the yarn material in woven composites is primarily 

driven by the fibres, and the failure in this direction occurs typically in the form of tensile 

fibre fracture. The main contributing factor to this failure mode is the tensile stress in the 

fibre direction, whose increase promotes the failure. However, when defining the failure 

function, the contribution from the in-plane shear stress and the out-of-plane stress should 

not be neglected as they are parallel to the fibre direction. Therefore, in a similar way of 

defining failure in Hashin’s damage model [205], tensile fibre failure in the yarn material 

is assumed to be as a result of the quadratic interactions between the longitudinal tensile 

and shear stresses, and the failure function is defined as follows: 

 𝑓1fT = (
〈𝜎11〉

𝑋T
)
2

+
𝜏12
2

𝑆LT
2 +

𝜏31
2

𝑆TL
2 = 1 (5.38) 
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 Mode 2: Compressive fibre failure in the fibre direction (𝜎11 < 0) 

When subjected to compression in the longitudinal direction, the dominant failure mode 

shown in the yarn material is compressive fibre failure (e.g. buckling and kinking of fibres). 

Under compression, the increase of the compressive stress in the fibre direction promotes 

the presence of this failure mode. However, the compressive stresses in the in-plane and 

out-of-plane transverse directions tend to prevent the fibres from buckling or kinking and 

thus discourage the presence of compressive fibre failure. Therefore, the failure function 

for this failure mode is defined based on the competition between the compressive stress 

in the fibre direction (𝜎11 < 0) and those in the transverse directions, as follows: 

 𝑓1fC = (
−𝜎11−〈−

𝜎22+𝜎33
2

〉

𝑋C
)

2

= 1 (5.39) 

 Mode 3: Matrix cracking under in-plane transverse tension (𝜎22 ≥ 0) 

If the yarn material in woven composites is loaded in transverse directions, the potential 

failure modes include intra-yarn matrix cracking, matrix shear and matrix-fibre interface 

debonding, which is still a matrix-dominated failure mode [206]. However, in the case of 

in-plane transverse tension, the dominant failure mode is matrix cracking, and it is often 

believed that this failure mode is closely associated with the tensile loading, as well as the 

shear forces in the in-plane transverse direction. Therefore, the function for this failure 

mode is defined based on the transverse tensile and shear stresses, as follows: 

 𝑓2mC = (
〈𝜎22〉

𝑌T
)
2

+
𝜏12
2

𝑆LT
2 +

𝜏23
2

𝑆TT
2 = 1 (5.40) 

 Mode 4: Matrix shear under in-plane transverse compression (𝜎22 < 0) 

In the case of in-plane transverse compression, the predominant failure mode of the yarn 

material becomes matrix shear failure, which is as a consequence of randomly distributed 

fibres running through the matrix. In the present research, the failure criterion formulated 

by Hashin [205] for identifying matrix compression failure in unidirectional composites is 

directly employed, as follows: 

 𝑓2mS = (
〈−𝜎22〉

2𝑆TT
)
2

+ [(
𝑌C

2𝑆TT
)
2

− 1]
𝜎22

𝑌C
+

𝜏12
2

𝑆LT
2 = 1 (5.41) 
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 Mode 5: Matrix cracking under out-of-plane transverse tension (𝜎33 ≥ 0) 

For the yarn material in woven composites, the potential failure modes in the out-of-plane 

direction and the contributing factors to these failure modes are similar to those in the in-

plane direction. Therefore, the failure function for identifying matrix cracking under out-

of-plane transverse tension can be defined in a similar way, as follows: 

 𝑓3mC = (
〈𝜎33〉

𝑍T
)
2

+
𝜏23
2

𝑆TT
2 +

𝜏31
2

𝑆TL
2 = 1 (5.42) 

 Mode 6: Matrix shear under out-of-plane transverse compression (𝜎33 < 0) 

Under out-of-plane transverse compression, the failure in the yarn material is primarily in 

the form of matrix shear, which is similar to failure mode 4. Thus, the failure function for 

this failure mode is defined in a similar form to Eq. (5.41), as follows: 

 𝑓3mS = (
〈−𝜎33〉

2𝑆TT
)
2

+ [(
𝑍C

2𝑆TT
)
2

− 1]
𝜎33

𝑍C
+

𝜏31
2

𝑆TL
2 = 1 (5.43) 

5.3.3.2 Damage initiation of polymer matrix 

It should be noted that the Goldberg model discussed above describes only the deformation 

of a polymer prior to failure, suitable functions should be defined to characterise the post-

failure behaviour. Considering that polymers exhibit a low degree of stress variation after 

saturation, the maximum strain criterion is used to identify the point where damage in the 

polymer matrix initiates, as follows, where 𝜀mf stands for the failure strain, and 𝜀eff is the 

total effective strain: 

 𝑓m = (
𝜀eff

𝜀mf
)
2

= 1 (5.44) 

After implementing this failure criterion for homogenising the overall response of woven 

composites, the total effective strain 𝜀eff, and the failure function 𝑓m will be calculated at 

each time step. If this failure condition is met for a material point in the polymer matrix, 

the elasticity matrix defined in Eq. (2.13) should be updated by reducing the values of the 

elastic and shear moduli uniformly based on the degree of damage, which will be addressed 

later in Section 5.3.3.4. When using the criterion defined in Eq. (5.44), it should be noted 

that the failure strain of a polymer matrix may vary with strain-rate as a result of the rate-
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dependence of the polymer matrix. To take such a phenomenon into account, the following 

logarithm formulation can be used to scale the failure strain: 

 𝜀mf = {
𝜀m0 (1 ± 𝐶mεln

|𝜀̇|

𝜀̇0
) |𝜀̇| ≥ 𝜀0̇

𝜀m0 |𝜀̇| < 𝜀0̇
 (5.45) 

where 𝜀mf refers to the rate-dependent failure strain, 𝜀0̇ represents the reference strain-rate, 

𝜀m0 stands for the failure strain measured at the reference strain-rate, 𝜀̇ denotes the average 

strain rate applied to the polymer matrix, and 𝐶mε is a material parameter describing the 

rate-dependence of the failure strain against the strain-rate. Here, this material parameter 

should be fitted by using a procedure similar to that in Section 5.3.2. Also, it should be 

noted that the positive sign should be utilised if the failure strain is found to increase with 

strain-rate; otherwise, the negative sign should be used. 

5.3.3.3 Damage evolution of yarn material 

 Formulations based on Weibull distribution 

To accurately predict the overall response of woven composites, it is critical to identify 

how damage will develop after damage initiation. One of the commonly used techniques 

is to employ a Weibull function based formulation [207] to phenomenologically describe 

the damage evolution as a function of the applied stress or strain, see [130, 131, 135, 136, 

208]. The uniaxial form of the commonly used Weibull function based formulation for 

describing the damage evolution in composite materials can be written as: 

 𝜔 = 1 − exp [−
1

𝛼exp (1)
(
𝐸|𝜀|

𝑋
)
𝛼

] (5.46) 

where 𝜀 refers to the strain, 𝑋 denotes the strength, 𝐸 is Young’s modulus, 𝛼 is a material 

parameter used to describe the rate of damage evolution, 𝜔 is the damage variable, with 

the value of 0 representing the undamaged or virgin state and the value of 1 denoting the 

state of complete failure. 

However, it can be found after taking a closer examination that there are two problems in 

the above formulation. On one hand, if a failure criterion is applied to identify the point 

where damage initiates, the use of this formulation means that damage will initiate at zero 
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stress or strain, which is generally not desirable. On the other hand, if a failure criterion is 

utilised, e.g. 𝐸|𝜀| = 𝑋, the value of the damage calculated using this formulation for the 

point of damage initiation, where the damage is expected to be zero, is not equal to zero: 

 𝜔0 = 1 − exp (−
1

𝛼exp (1)
) ≠ 0 (5.47) 

To eliminate the above limitations, an improved formulation is proposed in the present 

work for predicting the damage evolution of the yarn material in woven composites. The 

uniaxial form of the proposed formulation is written as follows: 

 𝜔 = {
0 𝐸|𝜀| < 𝑋

1 − exp {−
1

exp (1)
[(
𝐸|𝜀|

𝑋
)
𝛽

− 1]} 𝐸|𝜀| ≥ 𝑋
 (5.48) 

where 𝛽 is a material parameter used to describe the rate of damage evolution. Here, it is 

interesting to note that the proposed formulation still complies with the standard Weibull 

function based formulation to some extent. Specifically, the proposed formulation can be 

rewritten into a special case of the standard Weibull function based formulation by setting 

𝛼 as 1, as follows: 

 𝜔 = {

0 𝐸|𝜀| < 𝑋

1 − exp {−
1

𝛼exp (1)
[(
𝐸|𝜀|

X
)
𝛽

− 1]
𝛼

} 𝐸|𝜀| ≥ 𝑋
 (5.49) 

 

Figure 5.11: Comparison between the standard and improved formulations 
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Fig. 5.11 shows a comparison between the standard and the improved formulations, where 

the same values of 𝐸 and 𝑋 were utilised to produce the curves based on Eqs. (5.46) and 

(5.48), respectively. It is clearly demonstrated in this figure that both the problem of non-

zero damage at the point of damage initiation and that of damage propagating from zero 

stress or strain have been effectively avoided by utilising the improved formulation. Also, 

this figure suggests that by changing the value of the material parameter, 𝛽, the rate of 

damage evolution can be easily adjusted for the yarn material of investigation. 

In the present work, the improved formulation given in Eq. (5.48) is extended to model the 

damage evolutions associated with the six failure modes, as previously described in Section 

5.3.3.1. Specifically, the functions to be used to represent the damage evolution of the six 

failure modes of the yarn material are defined as follows: 

 𝜔1fT = {
0 𝑓1fT < 1

1 − exp{− [(𝑓1fT)
𝛽1 − 1] exp(1)⁄ } 𝑓1fT ≥ 1

 (5.50) 

 𝜔1fC = {
0 𝑓1fC < 1

1 − exp{− [(𝑓1fC)
𝛽2 − 1] exp(1)⁄ } 𝑓1fC ≥ 1

 (5.51) 

 𝜔2mC = {
0 𝑓2mC < 1

1 − exp{− [(𝑓2mC)
𝛽3 − 1] exp(1)⁄ } 𝑓2mC ≥ 1

 (5.52) 

 𝜔2mS = {
0 𝑓2mS < 1

1 − exp{− [(𝑓2mS)
𝛽4 − 1] exp(1)⁄ } 𝑓2mS ≥ 1

 (5.53) 

 𝜔3mC = {
0 𝑓3mC < 1

1 − exp{− [(𝑓3mC)
𝛽5 − 1] exp(1)⁄ } 𝑓3mC ≥ 1

 (5.54) 

 𝜔3mS = {
0 𝑓3mS < 1

1 − exp{− [(𝑓3mS)
𝛽6 − 1] exp(1)⁄ } 𝑓3mS ≥ 1

 (5.55) 

where 𝛽1 ~ 𝛽6 are the material parameters used to describe the rates of damage evolution 

corresponding to the six failure modes. Here, each constant can be fitted from a uniaxial 

test. For example, the 𝑖th parameter 𝛽𝑖 (𝑖 = 1,2, … ,6) can be determined by minimising a 

least-squares function that is based on the differences between the stresses measured at the 

post-failure stage, 𝜎𝑗  (𝑗 = 1,2, … , 𝑛), and the predicted stresses, 𝜎̂𝑗: 
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 𝑔(𝛽𝑖) = √(𝜎1 − 𝜎̂1)2 +⋯+ (𝜎𝑗 − 𝜎̂𝑗)
2
+⋯+ (𝜎𝑛 − 𝜎̂𝑛)2 (5.56) 

where 𝜎̂𝑗 can be calculated based on the measured post-failure strain, 𝜀𝑗, as follows: 

 𝜎̂𝑗 = exp {− [(𝐸|𝜀𝑗|/X)
𝛽𝑖
− 1] exp(1)⁄ } 𝐸𝜀𝑗 (5.57) 

 Calculation of the damaged elasticity matrix 

To account for the degradation of material stiffness resulted from the damage evolution in 

the yarn material, the concept of the damaged elasticity matrix, 𝐂(𝜔), is employed to 

replace the original elasticity matrix. For simplicity, the damaged elasticity matrix can be 

defined using its inverse, i.e. 𝐒(𝜔), which can be divided into a direct part 𝐒d(𝜔) and a 

shear part 𝐒s(𝜔), as follows: 

 𝐂(𝜔) = 𝐒−1(𝜔) = [
𝐒d
−1(𝜔) 𝐎

𝐎 𝐒s
−1(𝜔)

] (5.58) 

 𝐒d(𝜔) =

[
 
 
 
 

1

𝐸L(1−𝜔1)
−

𝑣LT

𝐸L√(1−𝜔1)(1−𝜔2)
−

𝑣TL

𝐸T√(1−𝜔1)(1−𝜔3)

−
𝑣LT

𝐸L√(1−𝜔1)(1−𝜔2)

1

𝐸T(1−𝜔2)
−

𝑣TT

𝐸T√(1−𝜔2)(1−𝜔3)

−
𝑣TL

𝐸T√(1−𝜔1)(1−𝜔3)
−

𝑣TT

𝐸T√(1−𝜔2)(1−𝜔3)

1

𝐸T(1−𝜔3) ]
 
 
 
 

 (5.59) 

 𝐒s(𝜔) = ⌈
1

𝐺LT(1−𝜔4)

1

𝐺TT(1−𝜔5)

1

𝐺TL(1−𝜔6)
⌋ (5.60) 

where 

 𝜔1 = (𝜔1fT〈𝜎11〉 − 𝜔1fC〈−𝜎11〉)/𝜎11 (5.61) 

 𝜔2 = (𝜔2mC〈𝜎22〉 − 𝜔2mS〈−𝜎22〉)/𝜎22 (5.62) 

 𝜔3 = (𝜔3mC〈𝜎33〉 − 𝜔3mS〈−𝜎33〉)/𝜎33 (5.63) 

 𝜔4 = 1 − (1 − 𝜔1fT)(1 − 𝜔1fC)(1 − 𝜔2mC)(1 − 𝜔2mS) (5.64) 

 𝜔5 = 1 − (1 − 𝜔2mC)(1 − 𝜔2mS)(1 − 𝜔3mC)(1 − 𝜔3mS) (5.65) 

 𝜔6 = 1 − (1 − 𝜔3mC)(1 − 𝜔3mS)(1 − 𝜔1fT)(1 − 𝜔1fC) (5.66) 
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5.3.3.4 Damage evolution of polymer matrix 

In terms of the damage evolution of the polymer matrix, it is assumed to follow a similar 

formulation to the yarn material, as follows: 

 𝜔m = {
0 |𝑓m| ≤ 1

1 − exp{− [(|𝑓m|)
𝛽m − 1] exp(1)⁄ } |𝑓m| > 1

 (5.67) 

where 𝛽m is a constant used to describe the rate of damage evolution. The degradation of 

the stiffness of the polymer matrix due to damage can be taken into account by modifying 

the elasticity matrix into Cm(1 − 𝜔m). 

5.3.4 Deformation of woven fabric under shear 

Under in-plane tension in the warp or fill direction, the straightening effects of yarns in 

plain woven composites is limited due to a low degree of waviness. However, as a result 

of a low stiffness of the matrix phase, plain woven composites are susceptible to in-plane 

shear loading, causing reorientations in the warp and fill yarns the mutually perpendicular 

state to a fully locked position. In this work, the approach developed by Tabiei and Ivanov 

[209] for describing the deformation of a flexible woven fabric is adapted. Specifically, the 

reorientation of woven yarns under shear is modelled by modifying the in-plane shear 

modulus 𝐺LT into μ𝐺LT, where μ is a discount factor. For plain woven composites, this 

factor is assumed to have a value of 𝐺m 𝐺LT⁄  if the warp and fill yarns are in the original 

state and linearly increase to unity when the yarns are compacted to a fully locked position. 

Considering the geometrical relations of the yarns in the fully locked positions, the value 

of this factor at different strain values can be determined, as follows, where 𝐺m is the shear 

modulus of the matrix, and 〈𝜀11〉 is the volume average strain applied in the X direction: 

 μ =

{
 

 
(𝐺LT−𝐺m)〈𝜀11〉+𝐺m𝜀a

𝐺LT𝜀a
𝜀a ≤ 〈𝜀11〉 < 0

(𝐺LT−𝐺m)〈𝜀11〉+𝐺m𝜀b

𝐺LT𝜀b
𝜀b > 〈𝜀11〉 ≥ 0

1 Otherwise

 (5.68) 

 𝜀a = √2sin(0.5arcsin (𝜆)) − 1 (5.69) 

 𝜀b = √2cos(0.5arcsin (𝜆)) − 1 (5.70) 
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5.4 Meshfree implementation 

5.4.1 Framework of the meshfree program 

Similar to the case of predicting the elastic properties of woven composites, an in-house 

computer program implementing the high-fidelity mUC models and the material models 

described in Section 5.3 has been developed in combination with the explicit weak-form 

meshfree method for predicting the overall response of woven composites. This program, 

which will be termed as the explicit meshfree program, was coded using the programming 

language FORTRAN. It allows the user to predict the overall response of plain, twill or 3D 

woven composites, on the condition of providing four types of inputs, i.e. geometry 

configurations, numerical parameters, material properties and loading conditions, which 

will be discussed later.  

Fig. 5.12 details the flow chart of this computer program. Clearly, the upper-left block of 

this program is similar to the left block of the standard meshfree program (see Fig. 4.35), 

except that the lumped mass matrix, 𝐌L, rather than the global stiffness matrix should be 

calculated. Then, based on the quantities calculated initially and the loading condition 

prescribed, the meshfree-based explicit time integration is performed. Here, at each time 

step, the acceleration, velocity and displacement of all field nodes are computed directly, 

and thus the strains of all integration points can be derived for the subsequent calculation 

of the stresses of all material points. For the points located within the yarns, the material 

model for identifying the damage initiation and evolution in the yarn material is utilised to 

calculate the stresses; otherwise, the viscoplasticity-based model is used to determine the 

material state of the polymer matrix and calculate the stresses, as detailed in Fig. 5.13, 

where it is shown that the four-step Runge-Kutta method has been utilised to obtain stable 

solutions of the inelastic strain, the internal stress and the total stress based on the results 

from the previous step. After completing the calculations for all the time steps, a history of 

the volume average stress can be derived, and its combination with the history of the strain 

prescribed yields the overall response of the woven composites of prediction. It is worth 

noting that the quantities in the upper-left block of Fig. 5.12 are independent of time. 

Therefore, this part of codes should be executed only once, before the execution of the 

subsequent explicit time integration. On the other hand, the codes corresponding to the 

remaining parts of the meshfree program should be performed for all the time steps. 
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Figure 5.12: Flow chart of the explicit meshfree program 
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Figure 5.13: Flow chart of the viscoplasticity-based model 

5.4.2 Further details of the meshfree program 

Table 5.7 lists the input parameters of the explicit meshfree program, which also consist of 

the geometry parameters for the mUC models of the three types of woven composites, the 

numerical parameters for domain discretisation, determination of support domain and 

shape function calculations, iii) the material parameters for the polymer matrix and yarn 

material, and iv) the prescribed strain. Here, it should be noted that the use of the explicit 

meshfree program in this work for predicting the overall response of woven composites is 

based on the domain discretisation strategy previously detailed in Section 4.6.4. Thus, the 

numerical parameters can be determined by directly performing the procedures discussed 

in Sections 4.6 and 4.7. However, to save computational time and costs, the conclusions 

that have been summarised in Section 4.7 can also be used for the determination of the 

open numerical parameters for the case of homogenising the overall response of woven 

composites. 
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Table 5.7: Inputs for the computer program for overall response prediction 

Type Variable Description 

Geometry 

parameters 

WCT Weave type (1: plain, 2: twill, 3: 3D) 

UCT UC type (1: normal, 2: off-axis) 

𝐿,𝑊,𝐻,𝐻w, … Dimensional parameters 

 𝜆w, 𝜆fa, 𝜆fb, 𝜆b Dimensionless parameters 

Numerical 

parameters 

𝑛F𝑥, 𝑛F𝑦, 𝑛F𝑧 No. of nodes in each direction 

𝑛C𝑥, 𝑛C𝑦, 𝑛C𝑧 No. of cells in each direction 

𝛼s, 𝑑c𝑥, 𝑑c𝑦, 𝑑c𝑧 Support domain parameters 

𝜃, 𝑞, 𝑎0, 𝑎1, 𝑎2, 𝑎3 Constants for RBF and MK 

Material 

properties 

𝐸m, 𝑣m, 𝐶mε, 𝜀m0, 𝛽m, 𝜌m Material properties of polymer matrix 

𝐷0, 𝑍0, 𝑛r, 𝑞, Ωm Viscoplasticity model parameters 

𝐸L, 𝐸T, 𝑣LT, 𝑣TT, 𝐺LT, 𝐶EL, 𝜌y Material properties of yarn material 

𝑋T, 𝑋C, 𝑌T, 𝑌C, 𝑍T, 𝑍C, 𝑆LT, … Material strengths of yarn material 

𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛽5, 𝛽6 Parameters for the damage evolution  

PBC 
ALC Admissible loading case (1, 2, 3 or 4) 

〈𝜺(𝑡)〉 Prescribed macroscopic strain 

5.5 Results and discussion 

5.5.1 Examples on plain woven composites 

To evaluate the accuracy and effectiveness of the UC models, the material models and the 

meshfree-based UC modelling methodology for predicting the overall response of woven 

composites, two sets of numerical examples were conducted for a plain woven composite 

material under in-plain normal and off-axis tensile loading conditions, as detailed in Table 

5.8. The first set of numerical simulations was based on the normal mUC of plain woven 

composites and to predict the responses of the composites subjected to tension in the warp 

direction (0°) with three different strain rates, i.e. 10-1/s, 10-3/s and 10-5/s, while the second 

set of simulations was based on the off-axis mUC and to predict the responses subjected to 

tension in the off-axis direction (45°) with the three strain rates. 
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Table 5.8: Details of the two sets of numerical simulations for EP121-C15-53 

Simulation Rate (s−1) Loading direction mUC PBC 
S

et
 A

 

A1 10-1 Warp (0°) Normal See Table B.1 

A2 10-3 Warp (0°) Normal See Table B.1 

A3 10-5 Warp (0°) Normal See Table B.1 

S
et

 B
 

B1 10-1 Off-axis (45°) Off-axis See Table D.1 

B2 10-3 Off-axis (45°) Off-axis See Table D.1 

B3 10-5 Off-axis (45°) Off-axis See Table D.1 

5.5.1.1 Geometry information and numerical parameters 

The composite material of prediction here is the one that has been previously utilised in 

Sections 4.1.2 and 4.7.1, and it is based on the EP121-C15-53 prepreg. Further details of 

this composite material can be found on the supplier website [193]. Thus, the geometry 

inputs for the two sets of numerical simulations are the same as those listed in Table 4.9. 

To determine the values of the open numerical parameters that have been employed in the 

two sets of simulations, sensitivity studies of all the parameters to the predicted response 

should be performed. However, to save computational time, the conclusions summarised 

from the sensitivity studies presented in Section 4.7.1 were directly utilised to determine 

the values of these parameters in the simulations in Set A, as shown in Table 5.9. In terms 

of the numerical parameters in the simulations in Set B, the numbers of field nodes and 

background cells were scaled based on the ratios of the overall dimensions of the off-axis 

mUC to those of the normal mUC. For example, if the ratio of the length of the off-axis 

mUC to that of the normal mUC is 𝑟L and the number of field nodes in the length direction 

of the normal mUC is 𝑛F𝑥, the number of field nodes in the length direction of the off-axis 

mUC will be 𝑛F𝑥 × 𝑟L. 

Table 5.9: Numerical inputs for the two sets of numerical simulations 

Set Set A Set B 

No. of field nodes 13×13×7 10×20×7 

No. of background cells 60×60×30 45×90×30 

Domain scaling parameter 𝛼s = 2.5 𝛼𝑠 = 2.5 
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5.5.1.2 Determination of matrix properties and viscoplastic parameters 

To determine the material properties and parameters in the viscoplasticity-based material 

model, a number of uniaxial tensile tests were conducted on the polymer matrix of the 

composites system of investigation, i.e. EP 121 matrix, according to the testing standard 

ASTM D638-14 [210] and the fitting procedure described in Section 5.3.1.2. The tests were 

comprised of six samples, with each sample further consisting of five specimens tested at 

the same constant strain rate to obtain averaged results. 

Table 5.10: The averaged results of the six uniaxial tensile tests for EP 121 

Sample #1 #2 #3 #4 #5 #6 

𝜀0̇ 10-5 10-4 10-3 10-2 10-1 1 

𝜎s 72.32 72.91 74.68 77.85 80.07 85.54 

𝜀s
I 4.56% 4.61% 4.47% 4.42% 4.39% 4.25% 

𝜀mf 7.13% 7.21% 7.00% 6.92% 6.86% 6.65% 

𝑥 2.373 2.427 2.572 2.789 2.917 3.176 

𝑦 3.731 3.614 3.482 3.329 3.149 2.929 

 

Figure 5.14: Regression analysis for determining the viscoplastic parameters 
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Table 5.10 shows the results of the six samples of tests, where 𝜀0̇ denotes the testing strain 

rate, 𝜎s and 𝜀s
I stand for the stress and inelastic strain at saturation, 𝜀mf represents the stain 

at failure initiation. Here, it should be noted that the values of (𝑥, 𝑦) were calculated based 

on Eqs. (5.13) and (5.14). Also, when calculating 𝑥 and 𝑦, 𝐷0 was chosen to be 104 times 

the maximum strain-rate, and Ωm was estimated to be 68% of the maximum saturation 

stress. Based on the data in Table 5.10, a least-squares regression analysis was performed, 

and the equation of the best fit line is shown in Fig. 5.14. By comparing the best fit line 

against Eq. (5.12), the values of 𝑛r and 𝑍0 were calculated, i.e. 𝑛r = 0.586 and 𝑍0 = 330 

MPa. In terms of parameter 𝑞, its value was calculated by solving Eq. (5.15), where the 

value of the inelastic strain used in this calculation was chosen to be the average of the 

tested values of 𝜀s
I. 

 

Figure 5.15: Least-squares regression analysis for determining parameter Cmε 

The results of the above uniaxial tests were employed to determine the elastic modulus, 
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using the parameter fitting approach previously described in Section 5.3.3.3. The material 

properties and parameters of the resin matrix are summarised in Table 5.11. 

Table 5.11: Material inputs of EP121-C15-53 (Modulus in GPa, Strength in MPa) 

E
P

 1
2
1

 

ep
o
x
y
 r

es
in

 

𝐸m 𝑣m 𝜀m0 𝐶mε 𝛽m 𝜌m(g/cm
3) 

3.11 0.36 7.13% 0.014 3.8 1.264 

𝐷0 (s
−1) 𝑍0 𝑛r 𝑞 Ωm  

10000 330 0.586 103 58  

3
k
 H

T
A

4
0

 

ca
rb

o
n
-f

ib
re

 y
ar

n
 

𝐸L 𝐸T 𝑣LT 𝑣TT 𝐺LT 𝜌y(g/cm
3) 

161.64 10.57 0.27 0.33 5.52 1.614 

𝑋T/𝑋C 𝑌T/𝑌C 𝑍T/𝑍C 𝑆LT 𝑆TT 𝑆TL 

2687/1622 58/263 58/263 95 78 80 

𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝛽6 

9.0 7.6 4.7 2.8 4.7 2.8 

5.5.1.3 Determination of yarn properties and damage parameters 

The yarn material in this plain woven composite was made from 3k HTA40 carbon fibres. 

Due to the unavailability of experimental facilities and the difficulty of conducting in-site 

tests at the yarn scale at the time of undertaking this research, all material properties of this 

yarn material were determined from testing unidirectional composite specimens that have 

the same material constituents and FVF as the yarn material. The basic properties such as 

the elastic moduli and strength parameters were directly obtained based on uniaxial tension, 

compression and shear tests. However, these tests were performed to determine only the 

in-plane properties. For the out-of-plane properties such as 𝑍T, they were assumed to be 

the same as those in the in-plane transverse direction, as given in Table 5.11. 

In terms of the parameters in the damage evolution model, they were also approximated 

using uniaxial tests, where the specimens were loaded to complete failure, and both stress 

and strain data were collected to perform the least-squares procedure described in Section 

5.3.3.3. Specifically, for the parameter corresponding to the damage evolution of tensile 

fibre failure, 𝛽1, uniaxial tensile tests were performed on specimens in the longitudinal 



5.5 Results and discussion  

188 

 

direction. Based on the recorded strain data, the predicted stresses were computed using 

Eq. (5.57). In combination with the measured stress data, Eq. (5.56) was applied to form a 

least-squares function of 𝛽1, which can be determined by minimising the function. For the 

parameter associated with compressive fibre failure, 𝛽2, it was determined by conducting 

compression tests in the longitudinal direction. In terms of the parameters associated with 

matrix cracking and shear due to in-plane tensile and compressive loading, i.e. 𝛽3 and 𝛽4, 

they were evaluated after doing in-plane tension and compressive tests in the transverse 

direction, respectively. However, no test was performed for parameters 𝛽5 and 𝛽6 as the 

associated failure modes are similar to modes 3 and 4, and their values were assumed to be 

the same as 𝛽3 and 𝛽4. For clarity, the values of these damage evolution parameters are 

detailed in the last row of Table 5.11. However, it should be pointed out that the values 

determined using uniaxial tests on unidirectional specimens are with approximations since 

the failure modes in the tested unidirectional composites may not be completely identical 

to those in the yarn material of investigation. 

5.5.1.4 Experimental tests for validating the two sets of numerical simulations 

 

Figure 5.16: Fabrication of composite panels using a hot-press machine 

8 layers of prepreg   
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To experimentally evaluate the two sets of meshfree-based simulations, composite panels 

based on 8 layers of EP121-C15-53 prepreg were fabricated by using a hot-press machine, 

as shown in Fig. 5.16. The panels were cured under the conditions of a dwell temperature 

of 135 °C for approximately 70 min and a pressure of 2 bars, and then cut into 0° and 45° 

specimens on a waterjet cutting machine, the use of which was to reduce the damage that 

may cause to the specimens during cutting. 

 

Figure 5.17: Uniaxial tensile tests on a hydraulic Instron machine 

According to ASTM D3039 [2] and the loading conditions in the two sets of numerical 

simulations, as detailed in Table 5.8, two sets of experimental tests were conducted on an 

Instron testing machine, as shown in Fig. 5.17. Here, the first set was comprised of three 

uniaxial tensile tests conducted on 0° specimens subjected to strain rates of approximately 

10-1/s, 10-3/s and 10-5/s, respectively, and the geometry configuration of these specimens 

are illustrated in Fig. 5.18a, where it is shown that glass fibre-reinforced plastic (GFRP) 

tabs were adhered to the testing specimens with a two-component epoxy resin for the sake 

of minimising gripping damage to the specimens. In terms of the second set of tests, they 
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were designed to obtain the overall responses of the plain woven composites subjected to 

the three strain rates of loading (10-1/s, 10-3/s and 10-5/s) in the off-axis direction, i.e. 45° 

to the warp direction. The geometry configuration of the 45° specimens is shown in Fig. 

5.18b. For each loading rate, three repeated tests were conducted, aiming to reduce the 

influence of uncertainties on the experimental results. 

 

(a) Geometry configuration of 0° specimen (unit: mm) 

 

(b) Geometry configuration of 45° specimen (unit: mm) 

Figure 5.18: Geometry configurations of the composite specimens 

5.5.1.5 Comparison of meshfree simulations with experiment results 

Fig. 5.19 compares the predicted and measured stress-strain responses of the plain woven 

CFRP composites subjected to the three rates of tensile loading in the warp/0° direction. In 

this figure, only the responses predicted based on the MLS technique are presented for 

clarity (a comparison among the MLS, RBF and MK techniques in terms of their accuracy 
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in the predictions will be discussed later). Clearly, the stress-strain curves predicted by 

using the meshfree-based UC modelling approach are generally in good agreement with 

those measured by the experimental tests, with the stress exhibiting a linear increase with 

the strain before reaching a maximum point. After this point, the stress drops instantly to 

zero, which is associated with the presence of fibre fracture, as highlighted in Fig. 5.20.  

 

Figure 5.19: Meshfree-based predictions & experimental results for 0° tension 

 

Figure 5.20: Typical failure mode of the CFRP composites after 0° tension 

Also, it can be found in Fig. 5.19 that there is no significant difference in the stress-strain 

curves measured under the three different strain rates, suggesting that the response of the 

plain woven CFRP composites in the warp direction is strain-rate insensitive. In view of 

the fact that carbon fibres are rate-independent, the evidence of strain-rate insensitivity 

observed in the tests confirms that the overall response of woven composites in the fibre 

directions is mainly driven by the fibres. By comparing the predicted stress-strain curves, 
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it is also confirmed that the rate-independent behaviour of this type of woven composites 

in the warp direction, as observed in the tests, has been effectively captured by the use of 

the meshfree-based UC approach. 

 

Figure 5.21: Meshfree-based predictions and experimental results for 45° tension 

Fig. 5.21 shows the predicted stress-strain curves of the plain woven CFRP composites 

under the three rates of loading in the off-axis/45° direction, as well as the corresponding 

experimental results. Again, the stress-strain curves predicted using the meshfree-based 

UC approach agree reasonably well with the experimental results. In particular, both the 

strain rate-dependent behaviour and the nonlinear response in the off-axis direction of this 

composite material have been successfully captured. Also, it is evident that the feature of 

the notably increased maximum stress with increasing strain rate, as well as that of the 

moderately decreased failure strain with increasing strain rate, have been predicted by the 

use of the meshfree-based approach. Furthermore, it is interesting to note that the above 

rate-dependent features are similar to those observed in the tests that were conducted for 

determining the material properties and viscoplasticity-based parameters of the polymer 

matrix. Therefore, it is established that the material behaviour of woven composite in the 

off-axis direction is primarily associated with that of the polymer matrix. 
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Apart from the above findings, it should be noted that the failure strain of this type of 

composites, either obtained by the meshfree-based predictions or the experimental tests, is 

within the range of around 22% - 25%, which is much larger than both that of the polymer 

matrix (approximately 7%) and that of the carbon fibres (approximately 1.7%). It is 

believed that such a large deformation in the off-axis direction of the composites was due 

to the fact that the presence of matrix cracking and shear, as evidenced in a typically failed 

specimen shown in Fig. 5.22, reduced its constraint on the woven fabric, leading to an 

exceptionally large degree of deformation in the off-axis direction of the composites. 

 

Figure 5.22: Typical failure mode of the CFRP composites after 45° tension 

The evidence demonstrated above, i.e. good agreements between the predicted responses 

and the corresponding experimental results, clearly suggests that the meshfree-based UC 

modelling approach is effective in predicting the responses of plain woven composites 

subjected to different rates of loading in both the normal and off-axis directions. Thus, it is 

theoretically expected that this approach would be able to predict the overall response of 

any other type of woven composites in any direction, as long as a matching UC model is 

developed and suitable material models are applied to describe the behaviours of the 

material constituents. Apart from this, it should be pointed out that although the modelling 

approach discussed in this chapter is based on the explicit weak-form meshfree method, 

the nature of the meshfree-based implementation here is essentially the same as that based 

on the standard weak-form meshfree method, as discussed in the last chapter. Thus, one of 

the highlights of the research presented in this chapter is its capability of addressing the 

problem of a reduced accuracy in the analytical approaches and eliminating the concern of 

having highly complex and time-consuming pre-processing in the FEM-based approaches, 

making it an accurate but simple approach. Another evident highlight of the research in 

this chapter is that it has extended the capability of the UC modelling methodology from 
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traditionally the homogenisation of the elastic properties to the prediction of the overall 

response of woven composites at the scale of UC. 

5.5.1.6 Comparison among the MLS, RBF and MK techniques 

To compare the difference in the MLS, RBF and MK techniques, numerical simulations 

were also conducted based on the three techniques to predict the responses of the plain 

woven CFRP composites under a strain rate of 10-1/s loaded in the normal and off-axis 

directions. Fig. 5.23 shows the stress-strain curves predicted for the case of 0 tension, as 

well as the experiment result. Clearly, all the predicted responses exhibit good agreement 

with the experiment result. Also, it can be seen that the RBF and MK techniques produce 

very close predictions, while the MLS technique gives a slightly different result, with its 

predicted value of the ultimate failure strain being higher than those obtained based on the 

other two techniques.  

The overall response predicted for the case of 45 tension is shown in Fig. 5.24. Again, the 

RBF and MK techniques generate closer predictions than the MLS technique does. It is 

believed that the presence of the slightly different predictions when using the MLS 

technique is as a consequence of the lack of the Kronecker delta function property in the 

MLS technique. 

 

Figure 5.23: The 0 tensile response predicted based on MLS, MK and RBF 
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Figure 5.24: The 45 tensile response predicted based on MLS, MK and RBF 

5.5.2 Application to plain, twill and 3D woven composites 

Obtaining prior knowledge of the influences of fibre tow size and weaving architecture on 

the overall response is often essential for the successful design of woven composite 

materials and structures. For this reason, the meshfree-based UC approach was applied to 

analyse the responses of plain, twill and 3D woven composites, as follows. However, due 

to the unavailability of material data for twill and 3D woven composites, the numerical 

examples that will be presented were based on the same set of material data, as given in 

Table 5.11. Furthermore, to save computational time, all the numerical simulations were 

performed using the same type of shape function approximation technique (i.e. the MLS 

technique) and at a relatively high strain rate (i.e. 10-1/s) 

5.5.2.1 Influence of fibre tow width on the response 

The first example was to investigate the influence of fibre tow width on the responses of 

twill woven composites subjected to 0 and 45 tensile loadings. For each loading case, 

three meshfree-based simulations were conducted on 2/2 twill woven composites with an 

overall dimension of 1mm × 1mm × 0.32mm and its fibre tow size being 0.8mm, 0.9 mm 

and 1.0 mm, respectively. Here, these fibre tow widths correspond to the values of the 
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dimensionless parameter, 𝜆, being 0.4, 0.45 and 0.5, and the yarn volume fractions being 

50.93%, 57.29% and 63.66%, respectively.  

 

Figure 5.25: Variation of the 0 tensile response on fibre tow width (or λ) 

Fig. 5.25 shows the stress-strain responses predicted for the twill woven composites under 

0 tensile loading, which clearly illustrated that both the maximum stress and the elastic 

modulus increase with the increase of 𝜆. To analyse the underlying mechanism that drives 

the presence of this phenomenon, the values of the elastic moduli, the differences in these 

values and the differences in the values of the dimensionless parameter are calculated, as 

listed in Table 5.12. From this table, it can be seen that the elastic modulus in the case of 

𝜆 = 0.5 is over 20% higher than that in the case of 𝜆 = 0.4. However, it is interesting to 

find that the percentages of the increases in the elastic modulus are similar to those of the 

increases in the dimensionless parameter, which are equivalent to the same percentages of 

the increases in tow width. Such a finding again confirms that the behaviour of woven 

composites in the fibre directions is primarily driven by that of the yarn material.  

Apart from the above findings, it should be noted that the predicted value of the failure 

strain (approximately 1.75%) is almost independent of fibre yarn’s width, as indicated in 

Fig. 5.25. This is believed to be due to the fact that the increase in fibre yarn’s width does 

not change the overall dimension (i.e. the size of the UC) of the composites, and thus it 

would not produce significant influence on the value of the failure strain. 
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Table 5.12: Variation of the elastic modulus on tow width the value of λ 

Case 𝐸 ∆𝐸% ∆𝜆% 

𝜆 = 0.4 54.85 - - 

𝜆 = 0.45 60.81 10.86% 12.5% 

𝜆 = 0.5 67.71 23.45% 25.0% 

Fig. 5.26 shows the predicted stress-strain responses of the twill woven composites under 

45 tensile loading. Unlike in the case of 0 tension, the increase of fibre tow size in this 

case does not generate significant variation in the maximum stress and the initial elastic 

modulus. In general, this is attributed to the fact that the response of woven composites in 

the off-axis direction is mainly dominated by the polymer matrix, and consequently the 

influence of the change in tow width on the response in this direction is reduced. Another 

feature of the results given in Fig. 5.26 is that the predicted failure strain shows a slight 

decrease with increasing yarn width, which can be explained by the fact that the increase 

of the yarn width leaves less space between adjacent yarns in the woven fabric, reducing 

the easiness of the deformation of the composites in the off-axis direction. 

 

Figure 5.26: Variation of the 45 tensile response on fibre tow width (or λ)  
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5.5.2.2 Influence of weave architecture on the response 

The second example was to numerically investigate the influence of weave architecture on 

the response of woven composites subjected to 0 and 45 tensile loading conditions. For 

this sake, meshfree-based simulations were performed for plain, twill and 3D woven 

composites. In these simulations, the same yarn volume fraction (i.e. 50.93%) was utilised 

to exclude the influence of yarn’s volume fraction on the response. The geometry inputs 

for the three types of woven composites are detailed in Table 5.13.  

Table 5.13: Geometry inputs for the three types of woven composites 

Plain 
𝐿 𝑊 𝐻 𝜆  

1.0 1.0 0.32 0.8  

Twill 
𝐿 𝑊 𝐻 𝜆  

1.0 1.0 0.32 0.4  

3D 

𝐿 𝑊 𝐻 𝜆w 𝜆fa 

1.0 1.0 1.0 0.85 0.45 

𝜆fb 𝜆b 𝐻w 𝐻fa 𝐻fb 

0.9 0.25 0.25 0.125 0.25 

 

Figure 5.27: Variation of the 0 tensile response on weave structure 
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Fig 5.27 shows the stress-strain responses predicted for the case of 0 tension. Here, it is 

evident that 3D woven composites appear to be stiffer than both the other two types of 

woven composites, and twill woven composites are stiffer than plain woven composites. 

Since the three types of woven composites have the same yarn volume, the presence of 

different stiffness can be explained by the difference in the percentage of straight yarns in 

warp/0 direction. Specifically, the percentages of straight yarns are 0% in plain woven 

composites, 50% in twill woven composites and up to 90% in 3D woven composites, as 

indicated in Figs. 4.9, 4.14 and 4.21. Given that the average waviness in the warp direction 

is highest in plain woven composites and lowest in 3D woven composites and that the 

presence of waviness in woven composites has led to a reduction in the material stiffness 

in the fibre direction, the results presented in Fig. 5.27 can thus be justified. 

 

Figure 5.28: Variation of the 40 tensile response on weave structure 

The overall stress-strain curves predicted for the case of 45 tension is shown in Fig. 5.28. 

Here, it can be clearly seen that the response of plain woven composites in this direction is 

almost identical to that of twill woven composites, while 3D woven composites tend to 

have an increased failure strain and a lower maximum stress. The presence of a decreased  

overall stiffness of 3D woven composites in the off-axis direction may be explained by the 

fact that there is no interlacing between the warp and weft yarns, which results in an easier 

deformation in the fabric of 3D woven composites, in comparison to that in both plain and 

twill woven composites. 
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5.6 Summary 

In this chapter, the off-axis mUC models of the three types of woven composites, as well 

as the corresponding PBCs, were firstly detailed. Then, the material models for describing 

the behaviours of the two constituents in woven composites were described. Specifically, 

a viscoplasticity-based model was selected to characterise the nonlinear, rate-dependent 

behaviour of the polymer matrix. For the yarn material, Hashin’s damage criteria were 

extended to identify the damage initiations of six failure modes and an improved Weibull 

function based formulation was proposed to describe the damage evolutions associated 

with the six failure modes. After that, an in-house computer program which implements 

the mUCs and the material models based on the explicit weak-form meshfree method was 

introduced. This computer program, which is referred to as the explicit meshfree program, 

was then applied to predict the responses of plain woven CFRP composites subjected to 

tension in the normal and off-axis directions and under different strain rates. It was shown 

that the meshfree-based predictions agree reasonably well with the experimental results, 

validating the accuracy and effectiveness of the meshfree-based UC approach in terms of 

predicting the overall response of woven composites. Finally, additional examples were 

presented to demonstrate the capability of the meshfree-based UC modelling in terms of 

predicting the overall response of all three types of woven composites, based on which an 

understanding of the influences of fibre tow width and weave structure on the overall 

response of woven composites was qualitatively achieved. 

Based on the numerical examples given in this chapter, it was concluded that one of the 

highlights of the research in this chapter is that the use of the meshfree-based approach 

simultaneously addresses the problem of a reduced accuracy in analytical approaches and 

the concern of the complexity in explicitly creating the geometries of the constituents and 

the subsequent pre-processing in the FEM-based approaches. Also, it was highlighted that 

the proposed approach extends the capability of the UC modelling methodology from the 

homogenisation of the elastic properties to the prediction of the overall response of woven 

composites at the scale of UC. 
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CHAPTER 6: CONCLUSION AND FUTURE 

WORK 

 

6.1 Main conclusions 

In this research, a meshfree-based unit cell (UC) modelling approach has been proposed 

for predicting both the elastic properties and the overall response of woven composites in 

the normal and off-axis directions. In the course of developing such an approach, high-

fidelity UC models have been proposed to describe the internal features or architecture of 

three commonly used types of woven composites, and in-house computer programs have 

been coded to implement and discretise the UC models by using the standard and explicit 

weak-form meshfree methods. Since the UC models developed are capable of describing 

the internal features of woven composites in high-fidelity and meanwhile the meshfree-

based discretisation is able to avoid the needs for explicitly creating the geometries of the 

constituents and the subsequent time-consuming pre-processing, the main contribution of 

this research is from a methodological point of view that it has successfully addressed the 

problems inherently existing in traditional UC modelling approaches, i.e. the concern of 

a reduced accuracy in analytical approaches and the problem of high complexity in the 

finite element method (FEM)-based approaches. In the numerical examples presented in 

Chapters 4 and 5, it has been shown that the meshfree-based predictions for the elastic 

properties and the overall responses of woven composites agree reasonably well with the 

experimental data and those found in the relevant literature. Thus, the main contribution 

of this research can also be interpreted from a practical point of view as an extension of 

the capability of the UC modelling methodology in the modelling of woven composites, 

from only the homogenisation of the elastic properties in the normal directions to that of 

the elastic properties in both the normal and off-axis directions, as well as to the prediction 

of the responses including the nonlinear, rate-dependent behaviour of woven composites 

subjected to in-plane loading in both the normal and off-axis directions. According to the 
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evidence discussed above, it can be concluded that the two research questions posed in 

Section 1.2 have been reasonably answered, and thus the aim of the present research has 

been successfully achieved. 

Given that the meshfree-based modelling approach is effective for predicting the elastic 

properties and the overall responses of woven composites and considering that the high-

fidelity nature in modelling the geometries of woven composites lose the possibility of 

adapting this approach for multiscale or numerical analysis up to the structural scale, due 

to the limited computational power available today, one of the practical implications of 

the present research is that the proposed approach can be utilised as a simple but accurate 

approach for identifying whether a simplified UC model is accurate enough if it is used 

to conduct a multiscale analysis. Another practical implication is that the meshfree-based 

models are very effective to perform qualitative analysis for different woven composites, 

as shown in Section 5.5.2, which makes it useful for obtaining an initial understanding 

and thus facilitating the design of woven composites in the early stage. 

Apart from the above conclusions, the findings and results in the development of high-

fidelity UC models, the implementation of UC models using meshfree methods and the 

constitutive modelling for the overall response prediction of woven composites will also 

be concluded in detail in the following three sections. 

6.1.1 Development of high-fidelity UC models 

In developing high-fidelity UC models for woven composites, a UC should be defined as 

small as possible to reduce the number of yarns to be described using analytical equations 

and more importantly to reduce the domain of homogenisation and thus the computational 

costs. In general, the smallest or minimum unit cell (mUC) of a woven composite material 

can be identified by exploiting the symmetries in a step-by-step manner, from initially the 

composite ply, the full-size UC, the medium UC(s) to the smallest UC. In such a process, 

the symmetries that can be utilised are comprised of translation, rotation, reflection and/or 

a combination of them. As a result of conducting a homogenisation based on the mUC, 

the standard form of PBC cannot be applied. Instead, it should be modified in accordance 

with the reductions that have been performed to obtain the mUC. However, a desirable 

way is to employ the equivalence approach as it is capable of deriving the PBCs of a UC 

at any size in a generic manner. 
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To analytically describe the internal features of woven composites as accurate as possible, 

it is would be beneficial to fabricate composite specimens to observe the microstructures 

including the cross-sections and waviness of yarns, based on which analytical functions 

can be proposed to fit these features. For instance, it has been shown in Section 4.1 that 

trigonometric functions are generally adequate to describe the cross-sectional shapes and 

waviness of both the warp and fill yarns in woven composites. However, for binder yarns, 

hyperbolic tangent functions should be employed to allow for an adequate description of 

the high variation in the waviness of this type of yarns. Furthermore, it has been suggested 

that each yarn of woven composites can be generally assumed to have a constant cross-

sectional shape throughout the whole yarn. The main advantage of this assumption is that 

it facilitates the description of the lower and upper surfaces of yarns. 

In this research, the geometry modelling of an mUC, i.e. the development of analytical 

equations for describing the lower and upper surfaces and the waviness of each yarn, has 

been performed in a manner of initially describing the cross-section and waviness of each 

yarn separately and then combining the analytical equations together. This means that it 

would be very flexible and straightforward to accommodate this approach for developing 

high-fidelity analytical UCs for not only the commonly used woven composites but also 

textile composites with complex internal architectures, as long as the cross-sections and 

waviness of fibre yarns are properly described. 

6.1.2 Implementation with meshfree methods 

As concluded earlier in this chapter, the most significant highlight of combining meshfree 

methods and the UC modelling methodology is that it allows to maintain a high degree 

of accuracy in the predictions by the use of high-fidelity UC models and meanwhile avoid 

the complexity and time-consuming pre-processing in the FEM-based approaches, i.e. the 

needs for explicitly creating the geometries of the constituents, discretising the geometries 

using high-quality elements and assigning the ever-changing material orientations for the 

wavy yarns. However, it should be noted that the meshfree method for homogenising the 

elastic properties must be different from that for predicting the overall response of woven 

composites. Specifically, for the former case, which can be treated as a static problem of 

linear elasticity, the standard weak-form meshfree method should be employed. In terms 

of the latter case, which should be treated as a dynamic problem with initial conditions, 
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the explicit weak-form meshfree method must be utilised. Here, the dynamic loading in 

the latter case is achieved by prescribing time-dependent PBCs on the boundaries of the 

mUC of prediction. In addition, since the PBCs applied to the mUC of homogenisation 

in both cases are treated as external loading and they are presented mainly in the form of 

displacement constraints, they must be implemented by using the displacement constraint 

elimination methods described in Sections 3.6.2 and 3.6.3. 

Apart from the above findings, it has been found from the numerical examples presented 

in this thesis that the accuracy of the meshfree-based predictions depends on the choice 

of the open numerical parameters, i.e. the total number of field nodes, the total number of 

background cells and the support domain scaling coefficient. In general, the increase in 

the number of field nodes or background cells tends to produce convergent predictions. 

However, the value of the support domain scaling coefficient must be carefully chosen in 

a relatively small range from approximately 2.0 to 3.25. If the value of this coefficient is 

smaller the lower value of this range, it can cause singularity problems in the calculation 

of the moment matrix. On the contrary, if its value is larger than the upper value of this 

range, the convergence of the predicted results may not be always guaranteed. In addition 

to the choice of the numerical parameters, it has been found that the use of different shape 

function construction techniques generally produce similar predictions as far as the open 

numerical parameters are properly chosen. 

6.1.3 Material modelling for overall response prediction 

For homogenising the elastic properties of woven composites, it is adequate to assume 

the polymer matrix to be an isotropic and linearly elastic material and the yarn material 

to have a transversely isotropic and linearly elastic behaviour. However, for predicting 

the overall responses of woven composites, the nonlinear and rate-dependent response of 

the polymer matrix and the failure behaviour of the yarn material must be considered. In 

general, the nonlinearity and rate-dependence of the polymer matrix can be described by 

using the viscoplasticity-based model detailed in Section 5.3.1. For the yarn material, the 

damage initiations can be identified by generalising Hashin’s failure criteria from 2D to 

3D and the damage evolutions can be characterised using the improved Weibull function 

based formulations, as discussed in Section 5.3.3. 
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Due to the consideration of yarn’s waviness in developing UCs for homogenising the 

elastic properties of woven composites, it is preferable to initially address the mechanics 

quantities of wavy yarns in their local coordinate system (LCS) and then transform the 

LCS-based quantities back to the global coordinate system (GCS) of the UC. In the case 

of predicting the overall responses of woven composites, the same approach should also 

be employed to facilitate the determination of the damage state of the yarn material, i.e. 

the identification of the damage initiations and the calculation of the associated damage 

evolutions. 

6.2 Future work 

As concluded in the last section, the meshfree-based UC modelling approach is effective 

for predicting the elastic properties and overall responses of woven composites. However, 

as the development of such an approach involves various aspects of knowledge including 

geometry modelling of woven composites, meshfree methods and constitutive modelling 

of composites, there are inevitably some limitations that have not been well addressed in 

this research. Thus, in the following several paragraphs, recommendations for future work 

will be summarised from the perspective of eliminating these limitations. 

One of the limitations of this research is that the off-axis mUC models developed are only 

applicable to balanced woven composites, which are a class of woven composites whose 

dimension in the warp direction has to be equal to that in the fill direction. Thus, the first 

recommendation for future work is to improve the off-axis models so that they are suitable 

for predicting the properties and response of non-balanced woven composites. To achieve 

this goal, non-orthogonal coordinate systems such as the one shown in Fig. 5.1a may be 

employed, and coordinate transformations between the orthogonal coordinate system (see 

Fig. 5.1b) and the non-orthogonal coordinate system must be defined. 

Second, the meshfree methods in this research are based on weak-form formulations. This 

means that there is a need for using background cells to conduct numerical integrations, 

which makes the meshfree-based UC modelling approach computationally expensive on 

one hand and not truly meshfree on the other hand. In contrast to weak-form meshfree 

methods, strong-form meshfree methods such as the meshfree collocation methods [154, 

182] do not require the use of background meshes for numerical integrations. Thus, it is 
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worth to replace the weak-form meshfree methods with strong-form ones and investigate 

the applicability of strong-form meshfree methods for the homogenisation of the elastic 

properties and the prediction of the overall responses of woven composites. 

Another limitation of the present research is that the yarn material in woven composites 

is assumed to be transversely isotropic, without modelling the debonding of fibre-matrix 

interface. Since the transverse response of the yarn material is determined jointly by the 

two constituents and the bonding behaviour of fibre-matrix interface, it is beneficial to 

develop or employ a cohesive model to reasonably account for the bonding behaviour of 

fibre-matrix interface. 

Finally, the material models given in Chapter 5 are valid only for predicting the overall 

response of woven composites under in-plane tensile loading conditions and at relatively 

low strain rates. Using the same models for predicting the compressive response could be 

problematic owing to the fact that the deformation responses and failure mechanisms of 

woven composites under compression are generally different from those under tension. 

Thus, a future direction of the present research would be improving the current material 

models such that they can be applied to predict the responses of woven composites under 

more complex loading conditions including compression. Another important direction is 

to test and adapt the current models for higher strain rate applications. The significance 

of improving the material models for higher strain rate applications would be that the 

need for performing time-consuming and financially prohibitive experimental trials (e.g. 

split Hopkinson pressure bar tests) for the sake of characterising high strain-rate responses 

of woven composites can be partially mitigated. 
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APPENDIX A 

 

A.1 I/O data for the MLS example 

Table A.1: I/O data for the MLS calculations at the central point 

Field nodes Linear polynomial Quadratic polynomial 

No. x y 𝜙𝐼(𝒙) 𝜕𝜙𝐼/𝜕𝑥 𝜕𝜙𝐼/𝜕𝑦 𝜙𝐼(𝒙) 𝜕𝜙𝐼/𝜕𝑥 𝜕𝜙𝐼/𝜕𝑦 

1 -0.50 -0.50 0.009 -0.050 -0.050 0.012 -0.063 -0.063 

2 -0.50 -0.25 0.020 -0.111 -0.092 0.023 -0.119 -0.097 

3 -0.50 0.00 0.037 -0.199 0.000 0.040 -0.201 0.000 

4 -0.50 0.25 0.020 -0.111 0.092 0.023 -0.119 0.097 

5 -0.50 0.50 0.009 -0.050 0.050 0.012 -0.063 0.063 

6 -0.25 -0.50 0.020 -0.092 -0.111 0.023 -0.097 -0.119 

7 -0.25 -0.25 0.045 -0.204 -0.204 0.045 -0.184 -0.184 

8 -0.25 0.00 0.082 -0.368 0.000 0.075 -0.310 0.000 

9 -0.25 0.25 0.045 -0.204 0.204 0.045 -0.184 0.184 

10 -0.25 0.50 0.020 -0.092 0.111 0.023 -0.097 0.119 

11 0.00 -0.50 0.037 0.000 -0.199 0.040 0.000 -0.201 

12 0.00 -0.25 0.082 0.000 -0.368 0.075 0.000 -0.310 

13 0.00 0.00 0.147 0.000 0.000 0.127 0.000 0.000 

14 0.00 0.25 0.082 0.000 0.368 0.075 0.000 0.310 

15 0.00 0.50 0.037 0.000 0.199 0.040 0.000 0.201 

16 0.25 -0.50 0.020 0.092 -0.111 0.023 0.097 -0.119 

17 0.25 -0.25 0.045 0.204 -0.204 0.045 0.184 -0.184 

18 0.25 0.00 0.082 0.368 0.000 0.075 0.310 0.000 

19 0.25 0.25 0.045 0.204 0.204 0.045 0.184 0.184 

20 0.25 0.50 0.020 0.092 0.111 0.023 0.097 0.119 

21 0.50 -0.50 0.009 0.050 -0.050 0.012 0.063 -0.063 

22 0.50 -0.25 0.020 0.111 -0.092 0.023 0.119 -0.097 

23 0.50 0.00 0.037 0.199 0.000 0.040 0.201 0.000 

24 0.50 0.25 0.020 0.111 0.092 0.023 0.119 0.097 

25 0.50 0.50 0.009 0.050 0.050 0.012 0.063 0.063 

   Σ𝜙𝐼 = 1   Σ𝜙𝐼 = 1   
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A.2 I/O data for the RBF example 

Table A.2: I/O data for the RBF calculations at the central point 

Field nodes MQF method GQF method 

No. x y 𝜙𝐼(𝒙) 𝜕𝜙𝐼/𝜕𝑥 𝜕𝜙𝐼/𝜕𝑦 𝜙𝐼(𝒙) 𝜕𝜙𝐼/𝜕𝑥 𝜕𝜙𝐼/𝜕𝑦 

1 -0.50 -0.50 0.000 -0.052 -0.052 0.000 0.000 0.000 

2 -0.50 -0.25 0.000 -0.062 0.055 0.000 0.000 0.000 

3 -0.50 0.00 0.000 0.798 0.000 0.000 0.374 0.000 

4 -0.50 0.25 0.000 -0.062 -0.055 0.000 0.000 0.000 

5 -0.50 0.50 0.000 -0.052 0.052 0.000 0.000 0.000 

6 -0.25 -0.50 0.000 0.055 -0.062 0.000 0.000 0.000 

7 -0.25 -0.25 0.000 0.051 0.051 0.000 0.000 0.000 

8 -0.25 0.00 0.000 -3.320 0.000 0.000 -2.750 0.000 

9 -0.25 0.25 0.000 0.051 -0.051 0.000 0.000 0.000 

10 -0.25 0.50 0.000 0.055 0.062 0.000 0.000 0.000 

11 0.00 -0.50 0.000 0.000 0.798 0.000 0.000 0.374 

12 0.00 -0.25 0.000 0.000 -3.320 0.000 0.000 -2.750 

13 0.00 0.00 1.000 0.000 0.000 1.000 0.000 0.000 

14 0.00 0.25 0.000 0.000 3.320 0.000 0.000 2.750 

15 0.00 0.50 0.000 0.000 -0.798 0.000 0.000 -0.374 

16 0.25 -0.50 0.000 -0.055 -0.062 0.000 0.000 0.000 

17 0.25 -0.25 0.000 -0.051 0.051 0.000 0.000 0.000 

18 0.25 0.00 0.000 3.320 0.000 0.000 2.750 0.000 

19 0.25 0.25 0.000 -0.051 -0.051 0.000 0.000 0.000 

20 0.25 0.50 0.000 -0.055 0.062 0.000 0.000 0.000 

21 0.50 -0.50 0.000 0.052 -0.052 0.000 0.000 0.000 

22 0.50 -0.25 0.000 0.062 0.055 0.000 0.000 0.000 

23 0.50 0.00 0.000 -0.798 0.000 0.000 -0.374 0.000 

24 0.50 0.25 0.000 0.062 -0.055 0.000 0.000 0.000 

25 0.50 0.50 0.000 0.052 0.052 0.000 0.000 0.000 

   Σ𝜙𝐼 = 1   Σ𝜙𝐼 = 1   
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A.3 I/O data for the MK example 

Table A.3: I/O data for the MK calculations at the central point 

Field nodes Linear polynomial Quadratic polynomial 

No. x y 𝜙𝐼(𝒙) 𝜕𝜙𝐼/𝜕𝑥 𝜕𝜙𝐼/𝜕𝑦 𝜙𝐼(𝒙) 𝜕𝜙𝐼/𝜕𝑥 𝜕𝜙𝐼/𝜕𝑦 

1 -0.50 -0.50 0.000 -0.103 -0.103 0.000 -0.103 -0.103 

2 -0.50 -0.25 0.000 0.158 0.085 0.000 0.158 0.085 

3 -0.50 0.00 0.000 0.401 0.000 0.000 0.401 0.000 

4 -0.50 0.25 0.000 0.158 -0.085 0.000 0.158 -0.085 

5 -0.50 0.50 0.000 -0.103 0.103 0.000 -0.103 0.103 

6 -0.25 -0.50 0.000 0.085 0.158 0.000 0.085 0.158 

7 -0.25 -0.25 0.000 -0.130 -0.130 0.000 -0.130 -0.130 

8 -0.25 0.00 0.000 -2.930 0.000 0.000 -2.930 0.000 

9 -0.25 0.25 0.000 -0.130 0.130 0.000 -0.130 0.130 

10 -0.25 0.50 0.000 0.085 -0.158 0.000 0.085 -0.158 

11 0.00 -0.50 0.000 0.000 0.401 0.000 0.000 0.401 

12 0.00 -0.25 0.000 0.000 -2.930 0.000 0.000 -2.930 

13 0.00 0.00 1.000 0.000 0.000 1.000 0.000 0.000 

14 0.00 0.25 0.000 0.000 2.930 0.000 0.000 2.930 

15 0.00 0.50 0.000 0.000 -0.401 0.000 0.000 -0.401 

16 0.25 -0.50 0.000 -0.085 0.158 0.000 -0.085 0.158 

17 0.25 -0.25 0.000 0.130 -0.130 0.000 0.130 -0.130 

18 0.25 0.00 0.000 2.930 0.000 0.000 2.930 0.000 

19 0.25 0.25 0.000 0.130 0.130 0.000 0.130 0.130 

20 0.25 0.50 0.000 -0.085 -0.158 0.000 -0.085 -0.158 

21 0.50 -0.50 0.000 0.103 -0.103 0.000 0.103 -0.103 

22 0.50 -0.25 0.000 -0.158 0.085 0.000 -0.158 0.085 

23 0.50 0.00 0.000 -0.401 0.000 0.000 -0.401 0.000 

24 0.50 0.25 0.000 -0.158 -0.085 0.000 -0.158 -0.085 

25 0.50 0.50 0.000 0.103 0.103 0.000 0.103 0.103 

   Σ𝜙𝐼 = 1   Σ𝜙𝐼 = 1   
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B.1 PBCs for normal plain woven mUC 

B.1.1 Normal loading case 〈σ₁₁〉, 〈σ₂₂〉 and 〈σ₃₃〉 

Table B.1: PBCs for normal plain woven composites under normal loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z) ]

 
 
 
 

 = [
−𝐿〈𝜀11〉

0
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿

2
, 𝑦, 𝑧)

𝑢2 (
𝐿

2
, 𝑦, 𝑧)

−𝑢3 (
𝐿

2
, 𝑦, 𝑧)]

 
 
 
 

 = [
𝐿〈𝜀11〉
0
0

] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

−𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
0

−𝑊〈𝜀22〉
0

] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊

2
, −𝑧)

𝑢2 (𝑥,
𝑊

2
, −𝑧)

𝑢3 (𝑥,
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

−𝑢2 (𝑥,
𝑊

2
, 𝑧)

−𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0

𝑊〈𝜀22〉
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0

𝐻〈𝜀33〉
] 
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B.1.2 Shear loading case 〈σ₁₂〉 

Table B.2: PBCs for normal plain woven composites under shear loading 〈σ₁₂〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

−𝑢2 (−
𝐿

2
, 𝑦, z)

−𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

 = [
0

−𝐿〈𝜀12〉
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, 𝑧)

−𝑢2 (
𝐿

2
, 𝑦, 𝑧)

𝑢3 (
𝐿

2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
0

𝐿〈𝜀12〉
0

] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

−𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

 = [
−𝑊〈𝜀12〉

0
0

] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊

2
, −𝑧)

𝑢2 (𝑥,
𝑊

2
, −𝑧)

𝑢3 (𝑥,
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
𝑊〈𝜀12〉
0
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0
0
] 
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B.1.3 Shear loading case 〈σ₂₃〉 

Table B.3: PBCs for normal plain woven composites under shear loading 〈σ₂₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z) ]

 
 
 
 

 = [
0
0
0
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, 𝑧)

−𝑢2 (
𝐿

2
, 𝑦, 𝑧)

𝑢3 (
𝐿

2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

−𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0
0

−𝑊〈𝜀23〉
] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊

2
, −𝑧)

𝑢2 (𝑥,
𝑊

2
, −𝑧)

𝑢3 (𝑥,
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

−𝑢2 (𝑥,
𝑊

2
, 𝑧)

−𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0
0

𝑊〈𝜀23〉
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0

𝐻〈𝜀23〉
0

] 
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B.1.4 Shear loading case 〈σ₁₃〉 

Table B.4: PBCs for normal plain woven composites under shear loading 〈σ₁₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

−𝑢2 (−
𝐿

2
, 𝑦, z)

−𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

 = [
0
0

−𝐿〈𝜀13〉
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿

2
, 𝑦, 𝑧)

𝑢2 (
𝐿

2
, 𝑦, 𝑧)

−𝑢3 (
𝐿

2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0
0

𝐿〈𝜀13〉
] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

−𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊

2
, −𝑧)

𝑢2 (𝑥,
𝑊

2
, −𝑧)

𝑢3 (𝑥,
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
𝐻〈𝜀13〉
0
0

] 
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B.2 PBCs for normal twill woven mUC 

B.2.1 Normal/shear loading case 〈σ₁₁〉, 〈σ₂₂〉, 〈σ₃₃〉 and 〈σ₁₂〉 

Table B.5: PBCs for normal twill woven composites under normal/shear loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿

2
, −𝑦,−z)

𝑢2 (−
𝐿

2
, −𝑦,−z)

𝑢3 (−
𝐿

2
, −𝑦,−z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿

2
, 𝑦, z)

−𝑢2 (−
𝐿

2
, 𝑦, z)

−𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

 = [
−𝐿〈𝜀11〉

−𝐿〈𝜀12〉
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿

2
, −𝑦, 𝑧)

𝑢2 (
𝐿

2
, −𝑦, 𝑧)

𝑢3 (
𝐿

2
, −𝑦, 𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿

2
, 𝑦, 𝑧)

−𝑢2 (
𝐿

2
, 𝑦, 𝑧)

𝑢3 (
𝐿

2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
𝐿〈𝜀11〉

𝐿〈𝜀12〉
0

] 

𝑆3 

 [
 
 
 
 𝑢1 (−𝑥, −

𝑊

2
, −𝑧)

𝑢2 (−𝑥, −
𝑊

2
, −𝑧)

𝑢3 (−𝑥, −
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊

2
, 𝑧)

−𝑢2 (𝑥, −
𝑊

2
, 𝑧)

−𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

 = [
−𝑊〈𝜀12〉

−𝑊〈𝜀22〉
0

] 

𝑆4 

 [
 
 
 
 𝑢1 (−𝑥,

𝑊

2
, 𝑧)

𝑢2 (−𝑥,
𝑊

2
, 𝑧)

𝑢3 (−𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊

2
, 𝑧)

−𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
𝑊〈𝜀12〉

𝑊〈𝜀22〉
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0

𝐻〈𝜀33〉
] 
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B.2.2 Shear loading case 〈σ₂₃〉 and 〈σ₁₃〉 

Table B.6: PBCs for normal twill woven composites under shear loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿

2
, −𝑦,−z)

𝑢2 (−
𝐿

2
, −𝑦,−z)

𝑢3 (−
𝐿

2
, −𝑦,−z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿

2
, 𝑦, z)

−𝑢2 (−
𝐿

2
, 𝑦, z)

−𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

 = [
0
0

−𝐿〈𝜀13〉
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿

2
, −𝑦, 𝑧)

𝑢2 (
𝐿

2
, −𝑦, 𝑧)

𝑢3 (
𝐿

2
, −𝑦, 𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, 𝑧)

𝑢2 (
𝐿

2
, 𝑦, 𝑧)

−𝑢3 (
𝐿

2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0
0

𝐿〈𝜀13〉
] 

𝑆3 

 [
 
 
 
 𝑢1 (−𝑥, −

𝑊

2
, −𝑧)

𝑢2 (−𝑥, −
𝑊

2
, −𝑧)

𝑢3 (−𝑥, −
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊

2
, 𝑧)

−𝑢2 (𝑥, −
𝑊

2
, 𝑧)

−𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0
0

−𝑊〈𝜀23〉
] 

𝑆4 

 [
 
 
 
 𝑢1 (−𝑥,

𝑊

2
, 𝑧)

𝑢2 (−𝑥,
𝑊

2
, 𝑧)

𝑢3 (−𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

−𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0
0

𝑊〈𝜀23〉
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
𝐻〈𝜀13〉

𝐻〈𝜀23〉
0

] 
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B.3 PBCs for normal 3D woven mUC 

B.3.1 Normal loading case 〈σ₁₁〉, 〈σ₂₂〉 and 〈σ₃₃〉 

Table B.7: PBCs for normal 3D woven composites under normal loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 
[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z) ]

 
 
 
 

 = [
−𝐿〈𝜀11〉

0
0

] 

𝑆2 

 
[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿

2
, 𝑦, 𝑧)

𝑢2 (
𝐿

2
, 𝑦, 𝑧)

−𝑢3 (
𝐿

2
, 𝑦, 𝑧)]

 
 
 
 

 = [
𝐿〈𝜀11〉
0
0

] 

𝑆3 

 
[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, −𝑧)

𝑢2 (𝑥, −
𝑊

2
, −𝑧)

𝑢3 (𝑥, −
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

−𝑢2 (𝑥, −
𝑊

2
, 𝑧)

−𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0

−𝑊〈𝜀22〉
0

] 

𝑆4 

 
[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

−𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
0

𝑊〈𝜀22〉
0

] 

𝑆5 & 𝑆6 

 
[
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0

𝐻〈𝜀33〉
] 
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B.3.2 Shear loading case 〈σ₁₂〉 

Table B.8: PBCs for normal 3D woven composites under shear loading 〈σ₁₂〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 
[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

−𝑢2 (−
𝐿

2
, 𝑦, z)

−𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

 = [
0

−𝐿〈𝜀12〉
0

] 

𝑆2 

 
[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, 𝑧)

−𝑢2 (
𝐿

2
, 𝑦, 𝑧)

𝑢3 (
𝐿

2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
0

𝐿〈𝜀12〉
0

] 

𝑆3 

 
[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, −𝑧)

𝑢2 (𝑥, −
𝑊

2
, −𝑧)

𝑢3 (𝑥, −
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
−𝑊〈𝜀12〉

0
0

] 

𝑆4 

 
[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

−𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

 = [
𝑊〈𝜀12〉
0
0

] 

𝑆5 & 𝑆6 

 
[
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0
0
] 
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B.3.3 Shear loading case 〈σ₂₃〉 

Table B.9: PBCs for normal 3D woven composites under shear loading 〈σ₂₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 
[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z) ]

 
 
 
 

 = [
0
0
0
] 

𝑆2 

 
[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, 𝑧)

−𝑢2 (
𝐿

2
, 𝑦, 𝑧)

𝑢3 (
𝐿

2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆3 

 
[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, −𝑧)

𝑢2 (𝑥, −
𝑊

2
, −𝑧)

𝑢3 (𝑥, −
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, 𝑧)

−𝑢2 (𝑥, −
𝑊

2
, 𝑧)

−𝑢3 (𝑥, −
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0
0

−𝑊〈𝜀23〉
] 

𝑆4 

 
[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

−𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

 = [
0
0

𝑊〈𝜀23〉
] 

𝑆5 & 𝑆6 

 
[
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0

𝐻〈𝜀23〉
0

] 
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B.3.4 Shear loading case 〈σ₁₃〉 

Table B.10: PBCs for normal 3D woven composites under shear loading 〈σ₁₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 
[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

𝑢2 (−
𝐿

2
, 𝑦, z)

𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿

2
, 𝑦, z)

−𝑢2 (−
𝐿

2
, 𝑦, z)

−𝑢3 (−
𝐿

2
, 𝑦, z)]

 
 
 
 

 = [
0
0

−𝐿〈𝜀13〉
] 

𝑆2 

 
[
 
 
 
 𝑢1 (

𝐿

2
, 𝑦, −𝑧)

𝑢2 (
𝐿

2
, 𝑦, −𝑧)

𝑢3 (
𝐿

2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿

2
, 𝑦, 𝑧)

𝑢2 (
𝐿

2
, 𝑦, 𝑧)

−𝑢3 (
𝐿

2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0
0

𝐿〈𝜀13〉
] 

𝑆3 

 
[
 
 
 
 𝑢1 (𝑥, −

𝑊

2
, −𝑧)

𝑢2 (𝑥, −
𝑊

2
, −𝑧)

𝑢3 (𝑥, −
𝑊

2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊

2
, 𝑧)

𝑢2 (𝑥, −
𝑊

2
, 𝑧)

𝑢3 (𝑥, −
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆4 

 
[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊

2
, 𝑧)

−𝑢2 (𝑥,
𝑊

2
, 𝑧)

𝑢3 (𝑥,
𝑊

2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆5 & 𝑆6 

 
[
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
𝐻〈𝜀13〉
0
0

] 
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APPENDIX C 

 

C.1 Off-axis mUC for plain woven composites 

Table C.1: Analytical equations for the off-axis plain woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Warp yarn 

 

{|𝑥 − 𝑦| ≤ √2𝜆𝑊} 

𝑧wp
l =

𝐻

4
(2 + cos𝐴1 − cos

𝐵1
𝜆
) 

𝑧wp
u =

𝐻

4
(2 + cos𝐴1 + cos

𝐵1
𝜆
) 

𝜃wp = tan
1 (−

π𝐻

8𝐿
sin𝐴1) 

{|𝑦′| ≤ 𝜆𝑊} 

𝑧wp
l =

𝐻

4
(2 + cos

π𝑥′

2𝐿
− cos

π𝑦′

2𝜆𝑊
) 

𝑧wp
u =

𝐻

4
(2 + cos

π𝑥′

2𝐿
+ cos

π𝑦′

2𝜆𝑊
) 

𝜃wp = tan 1 (−
π𝐻

8𝐿
sin

π𝑥′

2𝐿
) 

Fill 1 

 

{0 ≤ (𝑥 + 𝑦) ≤ √2𝜆𝐿} 

𝑧f1
l =

𝐻

4
(2 − cos

𝐴1
𝜆
− cos𝐵1) 

𝑧f1
u =

𝐻

4
(2 + cos

𝐴1
𝜆
− cos𝐵1) 

𝜃f1 = tan
−1 (−

π𝐻

8𝑊
sin𝐵1) 

{0 ≤ 𝑥′ ≤ 𝜆𝐿} 

𝑧f1
l =

𝐻

4
(2 − cos

π𝑥′

2𝜆𝐿
− cos

π𝑦′

2𝑊
) 

𝑧f1
u =

𝐻

4
(2 + cos

π𝑥′

2𝜆𝐿
− cos

π𝑦′

2𝑊
) 

𝜃f1 = tan−1 (
π𝐻

8𝑊
sin

π𝑦′

2𝑊
) 

Fill 2 

 

{(𝑥 + 𝑦) ≥ √2(2 − 𝜆)𝐿} 

𝑧f2
l =

𝐻

4
(2 − cos

𝐴1 − π

𝜆
+ cos𝐵1) 

𝑧f2
u =

𝐻

4
(2 + cos

𝐴1 − π

𝜆
+ cos𝐵1) 

𝜃f2 = tan
−1 (

π𝐻

8𝑊
sin𝐵1) 

{𝑥′ ≥ (2 − 𝜆)𝐿} 

𝑧f2
l =

𝐻

4
(2 − cos (

π𝑥′

2𝜆𝐿
−
π

𝜆
) + cos

π𝑦′

2𝑊
) 

𝑧f2
u =

𝐻

4
(2 + cos (

π𝑥′

2𝜆𝐿
−
π

𝜆
) + cos

π𝑦′

2𝑊
) 

𝜃f2 = tan−1 (−
π𝐻

8𝑊
sin

π𝑦′

2𝑊
) 

 𝐴1 =
√2π(𝑥+𝑦)

4𝐿
 , 𝐵1 =

√2π(𝑥−𝑦)

4𝑊
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C.2 Off-axis mUC for twill woven composites 

Table C.2: Analytical equations for warp yarns in the Off-axis twill woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Warp 1 (wavy) 

 

{(𝑥 + 𝑦) ≤ √2𝐿} & 

{|𝑥 − 𝑦| ≤ √2𝜆𝑊} 

𝑧w1,w
l =

𝐻

4
(2 + cos 𝐴2 − cos

𝐵1
𝜆
) 

𝑧w1,w
u =

𝐻

4
(2 + cos 𝐴2 + cos

𝐵1
𝜆
) 

𝜃w1,w = tan
1 (−

π𝐻

4𝐿
sin 𝐴2) 

{𝑥′ ≤ 𝐿} & {|𝑦′| ≤ 𝜆𝑊} 

𝑧w1,w
l =

𝐻

4
(2 + cos

π𝑥′

𝐿
− cos

π𝑦′

2𝜆𝑊
) 

𝑧w1,w
u =

𝐻

4
(2 + cos

π𝑥′

𝐿
+ cos

π𝑦′

2𝜆𝑊
) 

𝜃w1,w = tan 1 (−
π𝐻

4𝐿
sin

π𝑥′

𝐿
) 

Warp 1 (straight) 

 

{(𝑥 + 𝑦) ≥ √2𝐿} & 

{|𝑥 − 𝑦| ≤ √2𝜆𝑊} 

𝑧w1,s
l =

𝐻

4
−
𝐻

4
cos

𝐵1
𝜆

 

𝑧w1,s
u =

𝐻

4
+
𝐻

4
cos

𝐵1
𝜆

 

{𝑥′ ≥ 𝐿} & {|𝑦′| ≤ 𝜆𝑊} 

𝑧w1,s
l =

𝐻

4
−
𝐻

4
cos

π𝑦′

2𝜆𝑊
 

𝑧w1,s
u =

𝐻

4
+
𝐻

4
cos

π𝑦′

2𝜆𝑊
 

Warp 2 (wavy) 

 

{(𝑥 + 𝑦) ≥ √2𝐿} & 

{(𝑥 − 𝑦) ≤ √2(𝜆 − 1)𝑊} 

𝑧w2,w
l =

𝐻

4
(2 + cos𝐴2 − cos

2𝐵1 + π

2𝜆
) 

𝑧w2,w
u =

𝐻

4
(2 + cos𝐴2 + cos

2𝐵1 + π

2𝜆
) 

𝜃w2,w = tan−1 (−
π𝐻

4𝐿
sin𝐴2) 

{𝑥′ ≥ 𝐿} & {𝑦′ ≥ (1 − 𝜆)𝑊} 

𝑧w2,w
l =

𝐻

4
(2 + cos

π𝑥′

𝐿
− cos

π(𝑦′ −𝑊)

2𝜆𝑊
) 

𝑧w2,w
u =

𝐻

4
(2 + cos

π𝑥′

𝐿
+ cos

π(𝑦′ −𝑊)

2𝜆𝑊
) 

𝜃w2,w = tan
−1 (−

π𝐻

4𝐿
sin

π𝑥′

𝐿
) 

Warp 2 (straight) 

 

{(𝑥 + 𝑦) ≤ √2𝐿} & 

{(𝑥 − 𝑦) ≤ √2(𝜆 − 1)𝑊} 

𝑧w2,s
l =

𝐻

4
−
𝐻

4
cos

2𝐵1 + π

2𝜆
 

𝑧w2,s
u =

𝐻

4
+
𝐻

4
cos

2𝐵1 + π

2𝜆
 

{𝑥′ ≤ 𝐿} & {𝑦′ ≥ (1 − 𝜆)𝑊} 

𝑧w2,s
l =

𝐻

4
−
𝐻

4
cos

π(𝑦′ −𝑊)

2𝜆𝑊
 

𝑧w2,s
u =

𝐻

4
+
𝐻

4
cos

π(𝑦′ −𝑊)

2𝜆𝑊
 

 𝐴2 =
√2π(𝑥+𝑦)

2𝐿
 , 𝐵1 =

√2π(𝑥−𝑦)

4𝑊
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Table C.3: Analytical equations for fill yarns in the Off-axis twill woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Fill 1 (wavy) 

 

{(𝑥 + 𝑦) ≤ √2𝜆𝐿} & 

{(𝑥 − 𝑦) ≤ 0} 

𝑧f1,w
l =

𝐻

4
(2 − cos

𝐴1
𝜆
− cos 𝐵2) 

𝑧f1,w
u =

𝐻

4
(2 + cos

𝐴1
𝜆
− cos 𝐵2) 

𝜃f1,w = tan
−1 (−

π𝐻

4𝑊
sin𝐵2) 

{𝑥′ ≤ 𝜆𝐿} & {𝑦′ ≥ 0} 

𝑧f1,w
l =

𝐻

4
(2 − cos

π𝑥′

2𝜆𝐿
− cos

π𝑦′

𝑊
) 

𝑧f1,w
u =

𝐻

4
(2 + cos

π𝑥′

2𝜆𝐿
− cos

π𝑦′

𝑊
) 

𝜃f1,w = tan−1 (
π𝐻

4𝑊
sin

π𝑦′

𝑊
) 

Fill 1 (straight) 

 

{(𝑥 + 𝑦) ≤ √2𝜆𝐿} & 

{(𝑥 − 𝑦) ≥ 0} 

𝑧f1,s
l =

𝐻

4
−
𝐻

4
cos

𝐴1
𝜆

 

𝑧f1,s
u =

𝐻

4
+
𝐻

4
cos

𝐴1
𝜆

 

{𝑥′ ≤ 𝜆𝐿} & {𝑦′ ≤ 0} 

𝑧f1,s
l =

𝐻

4
−
𝐻

4
cos

π𝑥′

2𝜆𝐿
 

𝑧f1,s
u =

𝐻

4
+
𝐻

4
cos

π𝑥′

2𝜆𝐿
 

Fill 2 (wavy) 

 

{(𝑥 + 𝑦) ≥ √2(1 − 𝜆)𝐿} & 

{(𝑥 − 𝑦) ≥ 0} 

𝑧f2,w
l =

𝐻

4
(2 − cos

2𝐴1 − π

2𝜆
+ cos 𝐵2) 

𝑧f2,w
u =

𝐻

4
(2 + cos

2𝐴1 − π

2𝜆
+ cos 𝐵2) 

𝜃f2,w = tan−1 (
π𝐻

4𝑊
sin𝐵2) 

{𝑥′ ≥ (1 − 𝜆)𝐿} & {𝑦′ ≤ 0} 

𝑧f2,w
l =

𝐻

4
(2 − cos

π(𝑥′ − 𝐿)

2𝜆𝐿
+ cos

π𝑦′

𝑊
) 

𝑧f2,w
u =

𝐻

4
(2 + cos

π(𝑥′ − 𝐿)

2𝜆𝐿
+ cos

π𝑦′

𝑊
) 

𝜃f2,w = tan−1 (−
π𝐻

4𝑊
sin

π𝑦′

𝑊
) 

Fill 2 (straight) 

 

{(𝑥 + 𝑦) ≥ √2(1 − 𝜆)𝐿} & 

{(𝑥 − 𝑦) ≤ 0} 

𝑧f2,s
l =

3𝐻

4
−
𝐻

4
cos

2𝐴1 − π

2𝜆
 

𝑧f2,s
u =

3𝐻

4
+
𝐻

4
cos

2𝐴1 − π

2𝜆
 

{𝑥′ ≥ (1 − 𝜆)𝐿} & {𝑦′ ≥ 0} 

𝑧f2,s
l =

3𝐻

4
−
𝐻

4
cos

π(𝑥′ − 𝐿)

2𝜆𝐿
 

𝑧f2,s
u =

3𝐻

4
+
𝐻

4
cos

π(𝑥′ − 𝐿)

2𝜆𝐿
 

 𝐴1 =
√2π(𝑥+𝑦)

4𝐿
 , 𝐵2 =

√2π(𝑥−𝑦)

2𝑊
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C.3 Off-axis mUC for 3D woven composites 

Table C.4: Analytical equations for warp yarns in the Off-axis 3D woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Warp 1 

 

{|𝑥 − 𝑦| ≤ √2𝜆w𝑊} 

𝑧w1
l = 𝐻1 −

𝐻w
2
cos

𝐵1
𝜆w

 

𝑧w1
u = 𝐻1 +

𝐻w
2
cos

𝐵1
𝜆w

 

{|𝑦′| ≤ 𝜆w𝑊} 

𝑧w1
l = 𝐻1 −

𝐻w
2
cos

π𝑦′

2𝜆w𝑊
 

𝑧w1
u = 𝐻1 +

𝐻w
2
cos

π𝑦′

2𝜆w𝑊
 

Warp 2 

 

{|𝑥 − 𝑦| ≤ √2𝜆w𝑊} 

𝑧w2
l = 𝐻2 −

𝐻w
2
cos

𝐵1
𝜆w

 

𝑧w2
u = 𝐻2 +

𝐻w
2
cos

𝐵1
𝜆w

 

{|𝑦′| ≤ 𝜆w𝑊} 

𝑧w2
l = 𝐻2 −

𝐻w
2
cos

π𝑦′

2𝜆w𝑊
 

𝑧w2
u = 𝐻2 +

𝐻w
2
cos

π𝑦′

2𝜆w𝑊
 

Warp 3 

 

{(𝑥 − 𝑦) ≤ √2(𝜆w − 2)𝑊} 

𝑧w3
l = 𝐻1 −

𝐻w
2
cos

𝐵1 + π

𝜆w
 

𝑧w3
u = 𝐻1 +

𝐻w
2
cos

𝐵1 + π

𝜆w
 

{𝑦′ ≥ (2 − 𝜆w)𝑊} 

𝑧w3
l = 𝐻1 −

𝐻w
2
cos (

π𝑦′

2𝜆w𝑊
−
π

𝜆w
) 

𝑧w3
u = 𝐻1 +

𝐻w
2
cos (

π𝑦′

2𝜆w𝑊
−
π

𝜆w
) 

Warp 4 

 

{(𝑥 − 𝑦) ≤ √2(𝜆w − 2)𝑊} 

𝑧w4
l = 𝐻2 −

𝐻w
2
cos

𝐵1 + π

𝜆w
 

𝑧w4
u = 𝐻2 +

𝐻w
2
cos

𝐵1 + π

𝜆w
 

{𝑦′ ≥ (2 − 𝜆w)𝑊} 

𝑧w4
l = 𝐻2 −

𝐻w
2
cos (

π𝑦′

2𝜆w𝑊
−
π

𝜆w
) 

𝑧w4
u = 𝐻2 +

𝐻w
2
cos (

π𝑦′

2𝜆w𝑊
−
π

𝜆w
) 

 𝐵1 =
√2π(𝑥−𝑦)

4𝑊
 ; 

 𝐻1 = 𝐻fa +
𝐻w

2
, 𝐻2 = 𝐻fa + 𝐻fb +

3𝐻w

2
 

 



Appendix C 

243 

 

Table C.5: Analytical equations for fills 1, 2 & 3 in the Off-axis 3D woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Fill 1 (wavy) 

 

{(𝑥 + 𝑦) ≤ √2𝜆fa𝐿} & {(𝑥 − 𝑦) ≤ 0} 

𝑧f1,w
l = 𝐻3 −

𝐻fa
2
cos

𝐴1
𝜆fa

− 𝜆𝐻bcos
𝐵1
𝜆

 

𝑧f1,w
u = 𝐻3 +

𝐻fa
2
cos

𝐴1
𝜆fa

− 𝜆𝐻bcos
𝐵1
𝜆

 

𝜃f1,w = tan
−1 (−

π𝐻b
2𝑊

sin
𝐵1
𝜆
) 

{𝑥′ ≤ 𝜆fa𝐿} & {𝑦
′ ≥ 0} 

𝑧f1,w
l = 𝐻3 −

𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
− 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝑧f1,w
u = 𝐻3 +

𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
− 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝜃f1,w = tan
−1 (

π𝐻b
2𝑊

sin
π𝑦′

2𝜆𝑊
) 

Fill 1 (straight) 

 

{(𝑥 + 𝑦) ≤ √2𝜆fa𝐿} & {(𝑥 − 𝑦) ≥ 0} 

𝑧f1,s
l =

𝐻fa
2
−
𝐻fa
2
cos

𝐴1
𝜆fa

 

𝑧f1,s
u =

𝐻fa
2
+
𝐻fa
2
cos

𝐴1
𝜆fa

 

{𝑥′ ≤ 𝜆fa𝐿} & {𝑦
′ ≤ 0} 

𝑧f1,s
l =

𝐻fa
2
−
𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
 

𝑧f1,s
u =

𝐻fa
2
+
𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
 

Fill 2 

 

{(𝑥 + 𝑦) ≤ √2𝜆fb𝐿} 

𝑧f2
l = 𝐻4 −

𝐻fb
2
cos

𝐴1
𝜆fb

 

𝑧f2
u = 𝐻4 +

𝐻fb
2
cos

𝐴1
𝜆fb

 

{𝑥′ ≤ 𝜆fb𝐿} 

𝑧f2
l = 𝐻4 −

𝐻fb
2
cos

π𝑥′

2𝜆fb𝐿
 

𝑧f2
u = 𝐻4 +

𝐻fb
2
cos

π𝑥′

2𝜆fb𝐿
 

Fill 3 (wavy) 

 

{(𝑥 + 𝑦) ≤ √2𝜆fa𝐿} & {(𝑥 − 𝑦) ≥ 0} 

𝑧f3,w
l = 𝐻5 −

𝐻fa
2
cos

𝐴1
𝜆fa

+ 𝜆𝐻bcos
𝐵1
𝜆

 

𝑧f3,w
u = 𝐻5 +

𝐻fa
2
cos

𝐴1
𝜆fa

+ 𝜆𝐻bcos
𝐵1
𝜆

 

𝜃f3,w = tan
−1 (

π𝐻b
2𝑊

sin
𝐵1
𝜆
) 

{𝑥′ ≤ 𝜆fa𝐿} & {𝑦
′ ≤ 0} 

𝑧f3,w
l = 𝐻5 −

𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
+ 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝑧f3,w
u = 𝐻5 +

𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
+ 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝜃f3,w = tan−1 (−
π𝐻b
2𝑊

sin
π𝑦′

2𝜆𝑊
) 

Fill 3 (straight) 

 

{(𝑥 + 𝑦) ≤ √2𝜆fa𝐿} & {(𝑥 − 𝑦) ≤ 0} 

𝑧f3,s
l = 𝐻 −

𝐻fa
2
−
𝐻fa
2
cos

𝐴1
𝜆fa

 

𝑧f3,s
u = 𝐻 −

𝐻fa
2
+
𝐻fa
2
cos

𝐴1
𝜆fa

 

{𝑥′ ≤ 𝜆fa𝐿} & {𝑦
′ ≥ 0} 

𝑧f3,s
l =  𝐻 −

𝐻fa
2
−
𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
 

𝑧f3,s
u =  𝐻 −

𝐻fa
2
+
𝐻fa
2
cos

π𝑥′

2𝜆fa𝐿
 

 𝐴1 =
√2π(𝑥+𝑦)

4𝐿
 , 𝐵1 =

√2π(𝑥−𝑦)

4𝑊
; 

 𝐻3 =
𝐻fa

2
+  𝜆𝐻b, 𝐻4 = 𝐻fa + 𝐻w +

𝐻fb

2
, 𝐻5 = 𝐻 −

𝐻fa

2
−  𝜆𝐻b 
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Table C.6: Analytical equations for fills 4 & 5 in the Off-axis 3D woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Fill 4 (wavy) 

 

{(𝑥 + 𝑦) ≥ √2(2 − 𝜆fa)𝐿} & 

{(𝑥 − 𝑦) ≥ 0} 

𝑧f4,w
l = 𝐻3 −

𝐻fa
2
cos

𝐴1 − π

𝜆fa
− 𝜆𝐻b cos

𝐵1
𝜆

 

𝑧f4,w
u = 𝐻3 +

𝐻fa
2
cos

𝐴1 − π

𝜆fa
− 𝜆𝐻b cos

𝐵1
𝜆

 

𝜃f4,w = tan
−1 (−

π𝐻b
2𝑊

sin
𝐵1
𝜆
) 

{𝑥′ ≥ (2 − 𝜆fa)𝐿} & {𝑦
′ ≤ 0} 

𝑧f4,w
l = 𝐻3 −

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
− 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝑧f4,w
u = 𝐻3 +

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
− 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

= tan−1 (
π𝐻b
2𝑊

sin
π𝑦′

2𝜆𝑊
) 

Fill 4 (straight) 

 

{(𝑥 + 𝑦) ≥ √2(2 − 𝜆fa)𝐿} & 

{(𝑥 − 𝑦) ≤ 0} 

𝑧f4,s
l =

𝐻fa
2
−
𝐻fa
2
cos

𝐴1 − π

𝜆fa
 

𝑧f4,s
u =

𝐻fa
2
+
𝐻fa
2
cos

𝐴1 − π

𝜆fa
 

{𝑥′ ≥ (2 − 𝜆fa)𝐿} & {𝑦
′ ≥ 0} 

𝑧f4,s
l =

𝐻fa
2
−
𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
 

𝑧f4,s
u =

𝐻fa
2
+
𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
 

Fill 5 

 

{(𝑥 + 𝑦) ≥ √2(2 − 𝜆fb)𝐿} 

𝑧f5
l = 𝐻4 −

𝐻fb
2
cos

𝐴1 − π

𝜆fb
 

𝑧f5
u = 𝐻4 +

𝐻fb
2
cos

𝐴1 − π

𝜆fb
 

{𝑥′ ≥ (2 − 𝜆fb)𝐿} 

𝑧f5
l = 𝐻4 −

𝐻fb
2
cos

π(𝑥′ − 2𝐿)

2𝜆fb𝐿
 

𝑧f5
u = 𝐻4 +

𝐻fb
2
cos

π(𝑥′ − 2𝐿)

2𝜆fb𝐿
 

 𝐴1 =
√2π(𝑥+𝑦)

4𝐿
 , 𝐵1 =

√2π(𝑥−𝑦)

4𝑊
; 

 𝐻3 =
𝐻fa

2
+  𝜆𝐻b , 𝐻4 = 𝐻fa +𝐻w +

𝐻fb

2
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Table C.7: Analytical equations for fill 6 in the Off-axis 3D woven mUC 

Yarn type In Off-axis CS (XYZ) In normal CS (XY'Z') 

Fill 6 (part A) 

 

{|𝑥 + 𝑦 − 2√2𝐿| ≤ √2𝜆fa𝐿} & 

{(𝑥 − 𝑦) ≤ √2(𝜆 − 2)𝑊} 

𝑧f6,A
l = 𝐻5 −

𝐻fa
2
cos𝐴λ1 + 𝜆𝐻bcos𝐵λ1 

𝑧f6,A
u = 𝐻5 +

𝐻fa
2
cos𝐴λ1 + 𝜆𝐻bcos𝐵λ1 

𝜃f6,A = tan−1 (
π𝐻b
2𝑊

sin𝐵λ1) 

{|𝑥′ − 2𝐿| ≤ 𝜆fa𝐿} & {𝑦
′ ≥ (2 − 𝜆)𝑊} 

𝑧f6,A
l = 𝐻5 −

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
+ 𝜆𝐻b cos

π(𝑦′ − 2𝑊)

2𝜆𝑊
 

𝑧f6,A
u = 𝐻5 +

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
+ 𝜆𝐻b cos

π(𝑦′ − 2𝑊)

2𝜆𝑊
 

𝜃f6,A = tan
−1 (−

π𝐻b
2𝑊

sin
π(𝑦′ − 2𝑊)

2𝜆𝑊
) 

Fill 6 (part B) 

 

{|𝑥 + 𝑦 − 2√2𝐿| ≤ √2𝜆fa𝐿} & 

{|𝑥 − 𝑦 + √2𝑊| ≤ √2(1 − 𝜆)𝑊} 

𝑧f6,B
l = 𝐻5 −

𝐻fa
2
cos 𝐴λ1 − 𝐻𝜆 cos 𝐵λ2 

𝑧f6,B
u = 𝐻5 +

𝐻fa
2
cos 𝐴λ1 − 𝐻𝜆 cos 𝐵λ2 

𝜃f6,B = tan−1 (−
π𝐻b
2𝑊

sin 𝐵λ2) 

{|𝑥′ − 2𝐿| ≤ 𝜆fa𝐿} & {|𝑦
′ −𝑊| ≤ (1 − 𝜆)𝑊} 

𝑧f6,B
l = 𝐻5 −

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
− 𝐻𝜆 cos

π(𝑦′ −𝑊)

2(1 − 𝜆)𝑊
 

𝑧f6,B
u = 𝐻5 +

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
− 𝐻𝜆 cos

π(𝑦′ −𝑊)

2(1 − 𝜆)𝑊
 

𝜃f6,B = tan
−1 (

π𝐻b
2𝑊

sin
π(𝑦′ −𝑊)

2(1 − 𝜆)𝑊
) 

Fill 6 (part C) 

 

{|𝑥 + 𝑦 − 2√2𝐿| ≤ √2𝜆fa𝐿} & 

{−√2𝜆𝑊 ≤ (𝑥 − 𝑦) ≤ 0} 

𝑧f6,C
l = 𝐻5 −

𝐻fa
2
cos 𝐴λ1 + 𝜆𝐻bcos

𝐵1
𝜆

 

𝑧f6,C
u = 𝐻5 +

𝐻fa
2
cos 𝐴λ1 + 𝜆𝐻bcos

𝐵1
𝜆

 

𝜃f6,C = tan−1 (
π𝐻b
2𝑊

sin
𝐵1
𝜆
) 

{|𝑥′ − 2𝐿| ≤ 𝜆fa𝐿} & {0 ≤ 𝑦
′ ≤ 𝜆𝑊} 

𝑧f6,C
l = 𝐻5 −

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
+ 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝑧f6,C
u = 𝐻5 +

𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
+ 𝜆𝐻b cos

π𝑦′

2𝜆𝑊
 

𝜃f6,C = tan
−1 (−

π𝐻b
2𝑊

sin
π𝑦′

2𝜆𝑊
) 

Fill 6 (part D) 

 

{|𝑥 + 𝑦 − 2√2𝐿| ≤ √2𝜆fa𝐿} & 

{(𝑥 − 𝑦) ≥ 0} 

𝑧f6,D
l = 𝐻 −

𝐻fa
2
−
𝐻fa
2
cos 𝐴λ1 

𝑧f6,D
u = 𝐻 −

𝐻fa
2
+
𝐻fa
2
cos 𝐴λ1 

{|𝑥′ − 2𝐿| ≤ 𝜆fa𝐿} & {𝑦
′ ≤ 0} 

𝑧f6,D
l = 𝐻 −

𝐻fa
2
−
𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
 

𝑧f6,D
u = 𝐻 −

𝐻fa
2
+
𝐻fa
2
cos

π(𝑥′ − 2𝐿)

2𝜆fa𝐿
 

 𝐴1 =
√2π(𝑥+𝑦)

4𝐿
 , 𝐵1 =

√2π(𝑥−𝑦)

4𝑊
; 

 𝐴λ1 =
𝐴1−π

𝜆fa
, 𝐵λ1 =

𝐵1+π

𝜆
, 𝐵λ2 =

2𝐵1+π

2(1−𝜆)
; 

 𝐻5 = 𝐻 −
𝐻fa

2
−  𝜆𝐻b, 𝐻𝜆 = (1 − 𝜆)𝐻b 
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Table C.8: Analytical equations for binder yarns in the Off-axis 3D woven mUC 

Yarn type Surfaces & waviness in off-axis & normal coordinate systems  

Binder 1 

(part A) 

 

In
 O

ff
-a

x
is

 C
S

 
{(𝑥 + 𝑦) ≤ 2√2𝐿} & {|𝑥 − 𝑦 + √2𝑊| ≤ √2𝜆b𝑊} 

𝑧b1,A
l =

𝐻

2
+
𝐻b
2
−
𝐻b
2
cos

2𝐵1 + π

2𝜆b
+𝑚0 tanh[𝑠0((𝑥 + 𝑦) √2⁄ − 𝐿)] − |

𝐻b
2sin𝜃0

| 

𝑧b1,A
u =

𝐻

2
−
𝐻b
2
+
𝐻b
2
cos

2𝐵1 + π

2𝜆b
+𝑚0 tanh[𝑠0((𝑥 + 𝑦) √2⁄ − 𝐿)] + |

𝐻b
2sin𝜃0

| 

𝜃b1,A = tan
−1 {𝑚0𝑠0{1 − tanh

2[𝑠0((𝑥 + 𝑦) √2⁄ − 𝐿)]}} 

In
 n

o
rm

al
 C

S
 

{𝑥′ ≤ 2𝐿} & {|𝑦′ −𝑊| ≤ 𝜆b𝑊} 

𝑧b1,A
l =

𝐻

2
+
𝐻b
2
−
𝐻b
2
cos

π(𝑦′ −𝑊)

2𝜆b𝑊
+𝑚0 tanh[𝑠0(𝑥

′ − 𝐿)] − |
𝐻b

2sin𝜃0
| 

𝑧b1,A
u =

𝐻

2
−
𝐻b
2
+
𝐻b
2
cos

π(𝑦′ −𝑊)

2𝜆b𝑊
+𝑚0 tanh[𝑠0(𝑥

′ − 𝐿)] + |
𝐻b

2sin𝜃0
| 

𝜃b1,A = tan
−1{𝑚0𝑠0{1 − tanh

2[𝑠0(𝑥
′ − 𝐿)]}} 

Binder 1 

(part B) 

 

In
 O

ff
-a

x
is

 C
S

 

{(𝑥 + 𝑦) ≥ 2√2𝐿} & {|𝑥 − 𝑦 + √2𝑊| ≤ √2𝜆b𝑊} 

𝑧b1,B
l =

𝐻

2
+
𝐻b
2
−
𝐻b
2
cos

2𝐵1 + π

2𝜆b
−𝑚0 tanh[𝑠0((𝑥 + 𝑦) √2⁄ − 3𝐿)] − |

𝐻b
2sin𝜃1

| 

𝑧b1,B
u =

𝐻

2
−
𝐻b
2
+
𝐻b
2
cos

2𝐵1 + π

2𝜆b
−𝑚0 tanh[𝑠0((𝑥 + 𝑦) √2⁄ − 3𝐿)] + |

𝐻b
2sin𝜃1

| 

𝜃b1,B = −tan
−1 {𝑚0𝑠0{1 − tanh

2[𝑠0((𝑥 + 𝑦) √2⁄ − 3𝐿)]}} 

In
 n

o
rm

al
 C

S
 

{𝑥′ ≥ 2𝐿} & {|𝑦′ −𝑊| ≤ 𝜆b𝑊} 

𝑧b1,B
l =

𝐻

2
+
𝐻b
2
−
𝐻b
2
cos

π(𝑦′ −𝑊)

2𝜆b𝑊
−𝑚0 tanh[𝑠0(𝑥

′ − 3𝐿)] − |
𝐻b

2sin𝜃1
| 

𝑧b1,B
u =

𝐻

2
−
𝐻b
2
+
𝐻b
2
cos

π(𝑦′ −𝑊)

2𝜆b𝑊
−𝑚0 tanh[𝑠0(𝑥

′ − 3𝐿)] + |
𝐻b

2sin𝜃1
| 

𝜃b1,B = −tan
−1{𝑚0𝑠0{1 − tanh

2[𝑠0(𝑥
′ − 3𝐿)]}} 

Binder 2 

 

In
 O

ff
-a

x
is

 C
S

 

{|𝑥 − 𝑦 − √2𝑊| ≤ √2𝜆b𝑊} 

𝑧b2
l =

𝐻

2
+
𝐻b
2
−
𝐻b
2
cos

2𝐵1 − π

2𝜆b
−𝑚0 tanh[𝑠0((𝑥 + 𝑦) √2⁄ − 𝐿)] − |

𝐻b
2sin𝜃0

| 

𝑧b2
u =

𝐻

2
−
𝐻b
2
+
𝐻b
2
cos

2𝐵1 − π

2𝜆b
−𝑚0 tanh[𝑠0((𝑥 + 𝑦) √2⁄ − 𝐿)] + |

𝐻b
2sin𝜃0

| 

𝜃b2 = −tan
−1 {𝑚0𝑠0{1 − tanh

2[𝑠0((𝑥 + 𝑦) √2⁄ − 𝐿)]}} 

In
 n

o
rm

al
 C

S
 

 {|𝑦′ +𝑊| ≤ 𝜆b𝑊} 

𝑧b2
l =

𝐻

2
+
𝐻b
2
−
𝐻b
2
cos

π(𝑦′ +𝑊)

2𝜆b𝑊
−𝑚0 tanh[𝑠0(𝑥

′ − 𝐿)] − |
𝐻b

2sin𝜃0
| 

𝑧b2
u =

𝐻

2
−
𝐻b
2
+
𝐻b
2
cos

π(𝑦′ +𝑊)

2𝜆b𝑊
−𝑚0 tanh[𝑠0(𝑥

′ − 𝐿)] + |
𝐻b

2sin𝜃0
| 

𝜃b2 = −tan
−1{𝑚0𝑠0{1 − tanh

2[𝑠0(𝑥
′ − 𝐿)]}} 

 𝐵1 =
√2π(𝑥−𝑦)

4𝑊
, 𝜃0 = −tan−1 {

1

𝑚0𝑠0{1−tanh
2[𝑠0(𝑥

′−𝐿)]}
}, 𝜃1 = −tan

−1 {
1

𝑚0𝑠0{1−tanh
2[𝑠0(𝑥

′−3𝐿)]}
} 
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APPENDIX D 

 

D.1 PBCs for off-axis plain woven mUC 

D.1.1 Normal loading case 〈σ₁₁〉, 〈σ₂₂〉 and 〈σ₃₃〉 

Table D.1: PBCs for off-axis plain woven composites under normal loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝑻𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿o
2
, 𝑦, z)

𝑢2 (−
𝐿o
2
, 𝑦, z)

−𝑢3 (−
𝐿o
2
, 𝑦, z)]

 
 
 
 

 = [
−𝐿o〈𝜀11〉

0
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, −𝑦,−𝑧)

𝑢2 (
𝐿o
2
, −𝑦, −𝑧)

𝑢3 (
𝐿o
2
, −𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [
𝐿o〈𝜀11〉
0
0

] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, −𝑧)

𝑢2 (𝑥, −
𝑊o
2
, −𝑧)

𝑢3 (𝑥, −
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

−𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

−𝑢3 (𝑥, −
𝑊o
2
, 𝑧)]
 
 
 
 

 = [
0

−𝑊o〈𝜀22〉
0

] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, 𝑧)

−𝑢2 (𝑥,
𝑊o
2
, 𝑧)

−𝑢3 (𝑥,
𝑊o
2
, 𝑧)]
 
 
 
 

 = [
0

𝑊o〈𝜀22〉
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0

𝐻〈𝜀33〉
] 
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D.1.2 Shear loading case 〈σ₁₂〉 

Table D.2: PBCs for off-axis plain woven composites under shear loading 〈σ₁₂〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, z)

−𝑢2 (−
𝐿o
2
, 𝑦, z)

𝑢3 (−
𝐿o
2
, 𝑦, z) ]

 
 
 
 

 = [
0

−𝐿o〈𝜀12〉
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, −𝑦,−𝑧)

𝑢2 (
𝐿o
2
, −𝑦, −𝑧)

𝑢3 (
𝐿o
2
, −𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0

𝐿o〈𝜀12〉
0

] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, −𝑧)

𝑢2 (𝑥, −
𝑊o
2
, −𝑧)

𝑢3 (𝑥, −
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

𝑢3 (𝑥, −
𝑊o
2
, 𝑧) ]

 
 
 
 

 = [
−𝑊o〈𝜀12〉

0
0

] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊o
2
, 𝑧)

𝑢2 (𝑥,
𝑊o
2
, 𝑧)

𝑢3 (𝑥,
𝑊o
2
, 𝑧) ]

 
 
 
 

 = [
𝑊o〈𝜀12〉
0
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0
0
] 
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D.1.3 Shear loading case 〈σ₂₃〉 

Table D.3: PBCs for off-axis plain woven composites under shear loading 〈σ₂₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, z)

−𝑢2 (−
𝐿o
2
, 𝑦, z)

𝑢3 (−
𝐿o
2
, 𝑦, z) ]

 
 
 
 

 = [
0
0
0
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, −𝑦,−𝑧)

𝑢2 (
𝐿o
2
, −𝑦, −𝑧)

𝑢3 (
𝐿o
2
, −𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0
0
0
] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, −𝑧)

𝑢2 (𝑥, −
𝑊o
2
, −𝑧)

𝑢3 (𝑥, −
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

−𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

−𝑢3 (𝑥, −
𝑊o
2
, 𝑧)]
 
 
 
 

 = [
0
0

−𝑊o〈𝜀23〉
] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, 𝑧)

−𝑢2 (𝑥,
𝑊o
2
, 𝑧)

−𝑢3 (𝑥,
𝑊o
2
, 𝑧)]
 
 
 
 

 = [
0
0

𝑊o〈𝜀23〉
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0

𝐻〈𝜀23〉
0

] 
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D.1.4 Shear loading case 〈σ₁₃〉 

Table D.4: PBCs for off-axis plain woven composites under shear loading 〈σ₁₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿o
2
, 𝑦, z)

𝑢2 (−
𝐿o
2
, 𝑦, z)

−𝑢3 (−
𝐿o
2
, 𝑦, z)]

 
 
 
 

 = [
0
0

−𝐿o〈𝜀13〉
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, −𝑦,−𝑧)

𝑢2 (
𝐿o
2
, −𝑦, −𝑧)

𝑢3 (
𝐿o
2
, −𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0
0

𝐿o〈𝜀13〉
] 

𝑆3 

 [
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, −𝑧)

𝑢2 (𝑥, −
𝑊o
2
, −𝑧)

𝑢3 (𝑥, −
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

𝑢3 (𝑥, −
𝑊o
2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥,

𝑊o
2
, 𝑧)

𝑢2 (𝑥,
𝑊o
2
, 𝑧)

𝑢3 (𝑥,
𝑊o
2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
𝐻〈𝜀13〉
0
0

] 
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D.2 PBCs for off-axis twill woven mUC 

D.2.1 Normal loading case 〈σ₁₁〉, 〈σ₂₂〉 and 〈σ₃₃〉 

Table D.5: PBCs for off-axis twill woven composites under normal loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿o
2
, 𝑦, z)

𝑢2 (−
𝐿o
2
, 𝑦, z)

−𝑢3 (−
𝐿o
2
, 𝑦, z)]

 
 
 
 

 = [
−𝐿o〈𝜀11〉

0
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, 𝑦, −𝑧)

𝑢2 (
𝐿o
2
, 𝑦, −𝑧)

𝑢3 (
𝐿o
2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [
𝐿o〈𝜀11〉
0
0

] 

𝑆3 & 𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

−𝑢3 (𝑥, −
𝑊o
2
, 𝑧)]
 
 
 
 

 = [
0

𝑊o〈𝜀22〉
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0

𝐻〈𝜀33〉
] 
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D.2.2 Shear loading case 〈σ₁₂〉 

Table D.6: PBCs for off-axis twill woven composites under shear loading 〈σ₁₂〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, z)

−𝑢2 (−
𝐿o
2
, 𝑦, z)

𝑢3 (−
𝐿o
2
, 𝑦, z) ]

 
 
 
 

 = [
0

−𝐿o〈𝜀12〉
0

] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, 𝑦, −𝑧)

𝑢2 (
𝐿o
2
, 𝑦, −𝑧)

𝑢3 (
𝐿o
2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

𝑢3 (
𝐿o
2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
0

𝐿o〈𝜀12〉
0

] 

𝑆3 & 𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

−𝑢3 (𝑥, −
𝑊o
2
, 𝑧)]
 
 
 
 

 = [
𝑊o〈𝜀12〉
0
0

] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0
0
0
] 
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D.2.3 Shear loading case 〈σ₂₃〉 

Table D.7: PBCs for off-axis twill woven composites under shear loading 〈σ₂₃〉 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, z)

−𝑢2 (−
𝐿o
2
, 𝑦, z)

𝑢3 (−
𝐿o
2
, 𝑦, z) ]

 
 
 
 

 = [
0
0
0
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, 𝑦, −𝑧)

𝑢2 (
𝐿o
2
, 𝑦, −𝑧)

𝑢3 (
𝐿o
2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

𝑢3 (
𝐿o
2
, 𝑦, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆3 & 𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

−𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

𝑢3 (𝑥, −
𝑊o
2
, 𝑧) ]

 
 
 
 

 = [
0
0

𝑊o〈𝜀23〉
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
0

𝐻〈𝜀23〉
0

] 
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D.2.4 Shear loading case 〈σ₁₃〉 

Table D.8: PBCs for off-axis twill woven composites under shear loading 〈σ₁₃〉 

  𝒖(𝐴) − γ𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, 𝑦, −z)

𝑢2 (−
𝐿o
2
, 𝑦, −z)

𝑢3 (−
𝐿o
2
, 𝑦, −z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿o
2
, 𝑦, z)

𝑢2 (−
𝐿o
2
, 𝑦, z)

−𝑢3 (−
𝐿o
2
, 𝑦, z)]

 
 
 
 

 = [
0
0

−𝐿o〈𝜀13〉
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, 𝑦, −𝑧)

𝑢2 (
𝐿o
2
, 𝑦, −𝑧)

𝑢3 (
𝐿o
2
, 𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [
0
0

𝐿o〈𝜀13〉
] 

𝑆3 & 𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, −𝑧)

𝑢2 (𝑥,
𝑊o
2
, −𝑧)

𝑢3 (𝑥,
𝑊o
2
, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

−𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

𝑢3 (𝑥, −
𝑊o
2
, 𝑧) ]

 
 
 
 

 = [
0
0
0
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [
𝐻〈𝜀13〉
0
0

] 
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D.3 PBCs for off-axis 3D woven mUC 

Table D.9: PBCs for off-axis 3D woven composites under normal/shear loading 

  𝒖(𝐴) − 𝛾𝐓𝒖(𝐴̅) = −〈𝜺〉𝐓𝒙O𝐷̅ 

𝑆1  

 [
 
 
 
 𝑢1 (−

𝐿o
2
, −𝑦,−z)

𝑢2 (−
𝐿o
2
, −𝑦,−z)

𝑢3 (−
𝐿o
2
, −𝑦,−z)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (−

𝐿o
2
, 𝑦, z)

−𝑢2 (−
𝐿o
2
, 𝑦, z)

−𝑢3 (−
𝐿o
2
, 𝑦, z)]

 
 
 
 

 = [

−𝐿o〈𝜀11〉

−𝐿o〈𝜀12〉

−𝐿o〈𝜀13〉
] 

𝑆2 

 [
 
 
 
 𝑢1 (

𝐿o
2
, −𝑦,−𝑧)

𝑢2 (
𝐿o
2
, −𝑦, −𝑧)

𝑢3 (
𝐿o
2
, −𝑦, −𝑧)]

 
 
 
 

−

[
 
 
 
 −𝑢1 (

𝐿o
2
, 𝑦, 𝑧)

−𝑢2 (
𝐿o
2
, 𝑦, 𝑧)

−𝑢3 (
𝐿o
2
, 𝑦, 𝑧)]

 
 
 
 

 = [

𝐿o〈𝜀11〉

𝐿o〈𝜀12〉

𝐿o〈𝜀13〉
] 

𝑆3 & 𝑆4 

 [
 
 
 
 𝑢1 (𝑥,

𝑊o
2
, 𝑧)

𝑢2 (𝑥,
𝑊o
2
, 𝑧)

𝑢3 (𝑥,
𝑊o
2
, 𝑧)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, −

𝑊o
2
, 𝑧)

𝑢2 (𝑥, −
𝑊o
2
, 𝑧)

𝑢3 (𝑥, −
𝑊o
2
, 𝑧)]
 
 
 
 

 = [

𝑊o〈𝜀12〉

𝑊o〈𝜀22〉

𝑊o〈𝜀23〉
] 

𝑆5 & 𝑆6 

 [
 
 
 
 𝑢1 (𝑥, 𝑦,

𝐻

2
)

𝑢2 (𝑥, 𝑦,
𝐻

2
)

𝑢3 (𝑥, 𝑦,
𝐻

2
)]
 
 
 
 

−

[
 
 
 
 𝑢1 (𝑥, 𝑦, −

𝐻

2
)

𝑢2 (𝑥, 𝑦, −
𝐻

2
)

𝑢3 (𝑥, 𝑦, −
𝐻

2
)]
 
 
 
 

 = [

𝐻〈𝜀13〉

𝐻〈𝜀23〉

𝐻〈𝜀33〉
] 
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