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Abstract

In this paper we consider consensus protocols where an agent might not be influenced by any of his neighbours singularly
taken, but could be sensitive to the simultaneous and coherent influence of two or more of them (joint-agent interaction). By
abstracting the set of interactions as a Petri Net we provide a graph-theoretical characterization of the ability of the net to

attain asymptotic consensus within the considered set-up.

1 Introduction and motivations

The last decade has witnessed a considerable effort of
the scientific community in establishing consensus proto-
cols for multi-agent systems (see i.e. [1,2] and references
therein). These are distributed algorithms that allow a
population of interacting agents to update some internal
state-variable or belief so as to converge asymptotically
towards a common value which represents a so called
consensus equilibrium for the agents’ population ([7,9]).
The paper by Luc Moreau, ([4]) has investigated the
topological nature of interactions that allow for such a
consensus configuration to emerge and proposed require-
ments on the strength of interactions for this to be the
case. In particular a fundamental insight of [4] as well as
earlier seminal works by Tsitsiklis and Jadbabaie, [5,6],
is in proposing a graph theoretical condition that allows
the flow of information to spread across the agents pop-
ulation in a way that is necessary and sufficient, within
the considered set-up. The original protocol proposed
by Moreau is, however, essentially a linear time-varying
differential equation. More recently, many authors have
focused on extending such results to several nonlinear
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scenarios (i.e. [16-18,21]), Markovian random ([19]) and
time-dependent (i.e.[20,2]) graphs. For instance, inter-
esting work has been developed in the context of extend-
ing consensus protocols to nonlinear spaces, i. e. man-
ifolds (see for instance [8,21,3] and references therein).
Another recent research direction, has focused on char-
acterizing necessary and sufficient conditions for consen-
sus under asymmetric confidence intervals, ([21]).

Hereby, we are interested in the scenario where an indi-
vidual would not be influenced by any of his neighbours
singularly taken, but might be sensitive to the simulta-
neous and coherent influence of two or more of them.
A similar mechanism may describe complex contagion
process (see i.e. [22] and references therein) and com-
mon behaviours in diffusion of innovations in social net-
works (i.e. conservatism [23]), social influence in opin-
ion dynamics (i.e. conformity, social inertia, preserva-
tion [24,25]), in economic and financial decision-making
(i.e. risk aversion and conformity in herding phenomena
[26]). The simplest such possibility is that of an agent Az
who would not be influenced by neither A; or A, unless
they both express a consistent influence on him. From
the mathematical point of view, this interaction can be
modeled by introducing in the equations a term of type:

fr1.23-3(2) == min{max{z; — 3,0}, max{xs — x3,0}}
+ max{min{z; — x3,0}, min{zs — z3,0}},

(1)
where x1,x2 and x3 are scalar variables encoding the
beliefs of agents A, Ay and As respectively. Notice
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that f{; 213 can only be positive provided both terms
r1 — x3 and x9 — x3 are positive and, in such cases, it
will be equal to the smallest of them. Viceversa, it can
only be negative when both z; — x3 and x5 — 3 are
negative. In all other cases it will be zero. A term of
this kind in the equation for i3 entails that agent 3, will
only upgrade its state provided 1 and 2 exhert a coher-
ent influence on him. This is an interesting notion per
se, as it introduces some kind of intrinsically nonlinear
dynamics not allowed by standard consensus protocols,
and lends itself to the possibility of consensus being
achieved more robustly, for instance in the face of ex-
ogenous disturbances, faulty or even malicious agents.
Adversary Robust Consensus protocols are studied in
[12-14] and implemented through the use of sorting
and reducing maps. These maps, suitably deployed,
allow to discard influences of ‘extreme’ opinions and
still propagate enough information to let consensus be
achieved robustly among non-malicious agents provided
suitable topological conditions hold. Joint-agent inter-
actions encompass the effect of sorting and reducing
maps through their ability of filtering out inconsistent
influences among neighboors, see [15]. Indeed, the com-
panion paper [15] is devoted to investigating interaction
topologies that lend itself to Adversary Robust Con-
sensus protocols in the generalized set-up of joint-agent
interaction. At this level it should be enough to remark
that, thanks to the joint-agent nature of interactions,
information can only propagate when it is shared co-
herently by a number of agents at least as high as the
multiplicity of the interaction, so that isolated malicious
agents will not be effective in perturbing the convergence
towards consensus of the remaining ones (see also the
simulation example presented in Section 7). As a matter
of fact, the novelty of joint-agent interactions is not so
much that only a single agent within a given group is
going to influence their neighbour (this is for instance
typical of “gossiping” interactions), but rather that an
agent may cross-validate opinions of his neighbours and
only if they agree act upon the information received.

Preliminary results along these lines were first discussed
in the conference paper [10]. This manuscript comple-
ments and extends [10], by including detailed proofs of
all results, providing new results (and relative proofs)
about unilateral joint agent interactions, and more
extensive simulations.

2 Graph theoretical preliminaries

Our aim is to derive suitable graph-theoretical concepts
to describe and analyze the ability of general networks
with joint-agent interactions to converge towards con-
sensus. Intuitively, the simplest instance of a network
that may achieve consensus in the presence of at least
one joint-agent interaction is informally described in the
previous Section and given by the following list of inter-

actions among three agents A1, A and As:

A — A, {A1 Ao} — A3 (2)
Above, “—” implies the ability of the nodes listed to the
left to influence the node on the right. A more compli-
cated network, comprising n agents Ay, As, ... A, could
be the following:

{A1, A2} — As,

{An—QaAn—l} — Ana (3)
{Anthn} — Ala
{AT,’,Al} — AQ.

This is essentially a ring of agents arranged so that each
pair of neighboring ones is able to influence the next in
line. Our main result will be a necessary and sufficient
criterion for understanding if and when networks such
as (3), and in fact of arbitrary structure, may always
converge asymptotically towards a consensus equilib-
rium. For the time being it is worth mentioning that the
answer, for the specific network (3), will be yes provided
n is an odd number, and no if n is even. In order to state
our main criteria we will need to introduce suitable
graph theoretical concepts. We borrow, to this end, the
language of Petri Nets. Even though we only need Petri
Nets as a convenient way to describe bipartite directed
graphs, and never as discrete event systems (DES), it
turns out that some of the structural properties studied
in the context of DES are helpful in classifying the flow
of information across the network and its ability to in-
duce attainment of consensus among agents.

An (ordinary) Petri Net is a quadruple {P, T, E;, Eo},
where P and T are finite sets (with PNT = () re-
ferred to as Places and Transitions, respectively. These
are regarded as nodes of a directed bipartite graph. Two
types of directed edges are allowed: E; C T x P con-
necting transitions to places and Ep C P x T connect-
ing places to transitions. The subscripts refer to the fact
that, with respect to places, E1 can be seen as input arcs,
while Eo are output arcs. In our context Places repre-
sent agents, while Transitions are modeling interactions
among them. In particular, if agents Ay,..., A, 41 are
represented by places p1,...,pn41 the interaction:
{A1, A, ... An} — Anga (4)
is represented by a single transition ¢ € T, with edges
(pl,t), (p27t)a EERE) (pnvt) in Eo and (tvpn+1) in Er. In
particular, every transition can be assumed, within our
set-up, to only afford exactly one outgoing edge. This
is not the case in general Petri Nets. As an example
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Fig. 1. Petri Nets associated to network of interactions (2) and (3)

we show in Fig. 1 the graphical representation of the
Petri Net associated to the list of interactions (2) and
(3) (with n = 5) respectively. The next concepts will be
crucial in characterizing, from the topological point of
view, networks that guarantee asymptotic convergence
towards consensus. The set of input transitions for a
place p, is denoted as:

I(p)={teT: (tp) € Er},

and, similarly for a set of places S C P, its input tran-
sitions are I(S) ={t €T :3p € S: (t,p) € Er}. Sym-
metrically, output transitions are denoted as: O(S) =
{teT:3peS:(pt) € Eo}. Moreover, when deal-
ing with more than one Petri Net, we emphasize the net
N currently considered as a subscript, i.e. In(S) and

On(S).

Definition 1 A non-empty set of places S C P is called
a siphon if I(S) C O(S). A siphon is minimal if no
proper subset is also a siphon.

Informally, this means that any influence on such agents
needs to come (at least in part) from inside the group.

For intance, in network (2), the set S = {p;} is a siphon.
This is trivially true as I(p;) = 0. Notice that S is also
a minimal siphon. Moreover, any other siphon includes
{p1}. Therefore S is the only minimal siphon.

The structure of siphons in example (3) is more complex.
Minimal siphons always include 3 places (arranged in a
ring) with gaps in between them of at most one place.
As an example {p1, p3, p5} is a minimal siphon and so is
{p2, 4,05} or {p1,p2,pa}. There are a total of 5 minimal
siphons for this network.

Remark 2 It is worth pointing out that, in traditional
consensus protocols, all interactions are of the form A; —
Aj;, that are assumed to happen between two agents alone,
one acting as a leader and one as a follower. Formulat-
ing this situation within the Petri Net framework every
transition has exactly one incoming and one outgoing
edge. Petri Nets of this special kind are also called state

machines and, from the topological point of view, are in
fact isomorphic to standard directed graphs, with nodes
corresponding to places, and arcs (p;, p;) replacing each
transition t and the two linked edges (p;,t), (t,p;).

The definition of siphon boils down, for standard graphs
and thanks to the isomorphism described above, to the
notion of a set of nodes without exogenous incoming
edges. It is intuitive that sets of agents with this prop-
erty afford some degree of stubborness that, while not
incompatible with consensus, may only happen in spe-
cific ways so as to prevent multiple opinions to coexist
asymptotically. We will make this precise in Section 5
(see for instance Corollary 12).

3 Problem formulation

We consider, in the following, nonlinear finite dimen-
sional dynamical systems of the following form:

&= f(x) (5)

with state z taking values in R”, and f : R® — R™ a
locally Lipschitz map. The unique solutions of (5) cor-
responding to initial condition x(0) = z¢ is denoted as:
x(t) = @(t,x0). This set of differential equations de-
scribes the dynamics of n interacting agents. We are go-
ing to provide proofs that are based on the machinery
of w-limit sets and time invariance, as this allows for a
much more direct analysis. Our goal is to identify condi-
tions under which solutions of (5) asymptotically, con-
verge towards equilibriums of the following form:

lim ¢(t, z9) =Z1 (6)

t——+o0
for some T € R, where 1 is the vector of all ones in R™.
When this occurs for all initial conditions we say that
system (5) achieves global asymptotic consensus. To this
end we formulate the following conditions:

Assumption 3 For any T in R the following holds:

f(z1) =0, (7)



moreover for alli, x;1 > x (respectively x; 1 < x ) implies
fi(x) <0 (respectively fi(x) >0).

Assumption 3 merely ensures that consensus configura-
tions are equilibria for system (5) and that any agent
achieving the maximum (or the minimum) cannot fur-
ther increase (respectively decrease) its state value. In
order to make consensus configurations attractive and
stable we need to introduce suitable interactions among
the agents. The following notion plays a crucial role in
this respect.

Definition 4 We say that a (non-empty) set of agents
I c{1,2,...,n} influences agent j ¢ I, and we denote
this by I — j if whenever x; = max; x; (respectively
x; =min; x; ) and x; > x; (respectively x; < x;) for all
i €I it holds fj(x) <0 (respectively f;(x) > 0.

We call this type of interactions joint-agent interactions,
as they need, in general, all of the agents in I acting
simultaneously and consistently on j in order for the
influence to be effective.

Notice that, by definition, if I influences j, any superset
I D I does influence j. Because of this, it is enough to
focus our attention on minimal joint-agent interactions.
We say that the influence between I and j ¢ I is minimal
whenever no proper subset of I influences j. Notice that
single agents interactions are always minimal. We point
out that absence of transition {i} — j between agents 4
and j does not imply that ¢ does not influence j. A simple
example of time-invariant network involving joint-agents
interaction is given below:

21 =0
(ﬁg = X1 — X2 (8)

T3 = fr1,2)-3(21,T2,73)

Notice that Ay is a stubborn agent as &1 is zero and is not
influenced by other agents’ state values. On the other
hand, it is easy to see that 1 influences 2 (according to
our definition of joint agent interactions), and also {1, 2}
influences 3. Moreover, no proper subset of {1, 2} has in-
fluence on 3. Therefore equation (2) lists all the minimal
influences which can be associated to (8). Thanks to Def-
inition 4 we may associate to any system as in (5) a Petri
Net N ={P,T, Eo, E;} with the following definition.

Definition 5 Given a system (5) and its set of min-
imal joint-agent interactions we construct a Petri Net
{P,T,E1,Eo} according to the following rules:

e Set of places: P = {p1,pa,...,pn}, n being the dimen-
sion of x (and total number of agents);

o Transitions: T = {tr, j,,.. .11, j,} where influence be-
tween Iy, and ji is minimal for allk € 1,...,q;

o Input arcs: B = {(tr, j,,pj.),---» (tr,.4,P,)}

e Output arcs: Eo, of the type (ps,tr, j,) for all i € I
andallk=1...q

We are now ready to formulate our main technical tool
for assessing the ability of a network with joint-agent
interactions to reach consensus.

Definition 6 We say that a Petri Net fulfils the siphon
overlapping property if each pair of siphons Sy, Sa have
non-empty intersection.

Equivalently a Petri Net fulfils the siphon overlapping
property if it does not admit two disjoint (minimal)
siphons. We show below that, in the case of traditional
influence graphs (where all interactions are one to one),
the notion of siphon overlapping is equivalent to ex-
istence of a spanning-tree. It therefore boils down to
the well known connectivity assumptions pioneered by
Moreau and widely adopted in the subsequent literature.
The following Lemma is fairly straightforward:

Lemma 7 Consider a Petri Net where for each transi-
tiont € T there exist exactly two distinct places py(t) and
po(t) such that (t,pr) € Er and (po,t) € Eo (such net-
works are usually referred to as State Machines). Then,
the network can be associated to an influence graph G =
{P,E} where E = Uer(po(t),p1(t)). Moreover a set
3 C P is a minimal siphon of the Petri Net if and only
if it is the set of nodes of a strongly connected component
of G which has no incoming edges.

Proof Let ¥ C P be the set of nodes of a strongly con-
nected component of {P, E} without incoming edges.
Take any p € X. For every transition ¢, such that (¢,p) €
Ep, there exists a place po(t), such that (po(t),t) be-
longs to Eo. Hence (po(t), p) belongs to E, and because
¥ has no incoming edges, po (t) belongs to X. This shows
that ¥ is a siphon in the Petri Net {P, T, Er, Eo}. It is
minimal because any proper subset X of 3 admits (by the
strong connectivity assumption) incident arcs that come
from outside ¥ and it is therefore not a siphon. Con-
versely, taken any minimal siphon ¥ C P. Let (¢,p) € E
be arbitrary and p belong to ¥. Hence there exists a
transition ¢ such that (¢,p) € E; and (¢,t) € Eo. More-
over, by definition of siphon and recalling that ¢ is the
only transition such that (g,t) belongs to Fo, we see
that ¢ belongs to Y. This implies that > has no incom-
ing edges in the graph {P, E'’}. Moreover, by minimality
of ¥, every proper subset ¥ is not a siphon and admits
a transition ¢ such that py(t) € ¥ and po(t) ¢ 2. This
shows that ¥ is strongly connected.

Remark 8 By virtue of Lemma 7, absence of disjoint
minimal siphons in a State-Machine, implies absence of
disjoint strongly connected components without incoming
edges in the associated graph G. Since, by construction,
strongly connected components are always disjoint, when-
ever distinct, the siphon overlapping property amounts to



Fig. 2. An example of Petri Net without joint-agent interac-

tions: a State-Machine

Fig. 3. Graph associated to the State-Machine in Fig 2

the existence of a unique strongly connected component
without incoming edges in the influence graph G. This,
in turn, is equivalent to existence of a spanning tree in G.

In order to illustrate the above Remark, consider for in-
stance the Petri Net in Fig. 2, which indeed does not ex-
hibit joint-agent interactions. One can easily recast such
networks as standard directed graphs, as in Fig. 3. Notice
that this graph admits at least one spanning tree (its
root node is Agent 3). Moreover, by virtue of Lemma 7,
there is a unique minimal siphon in every State-Machine,
and this is the unique strongly connected component of
the associated graph that has no incoming edges. This
is indeed agent {3} for the considered example. Every
siphon needs to contain a minimal siphon and therefore
contains the element 3. For this reason, every pair of
distinct siphons intersect non trivially. More in general
the unique minimal siphon of a State Machine coincides
with the set of all roots of spanning trees for the associ-
ated graph. It is worth pointing out that, for a Petri Net
N and the associated N which only lists as transitions
those corresponding to minimal joint-agent interactions,
the siphon overlapping property holds for N if and only
if it holds for IN. This is not obvious, but stated without
proof for the sake of space.

4 Main result

We are now ready to state our main result.

Theorem 9 Consider a cooperative system asin (5) and
fulfilling Assumption 3. Then a sufficient condition for

global asymptotic consensus is that the associated Petri
Net N = {P,T,Er,Eo} fulfils the siphon overlapping
property.

Proof Consider an arbitrary initial condition x¢y € R™
and denote by x(t) := ¢(t,z¢) the corresponding solu-
tion at time t. We define the following quantities,

xp(t) = Z.E{{nzax ” x;i(t)
T (t) == ie{lr%in ) x;(t).

As usual in consensus dynamics, it is relatively straight-
forward to see that zp/(t) and x,,(t) are, respectively,
monotonically non-increasing and non-decreasing. As a
consequence, all solutions are uniformly bounded and
the limits:
Tai= lm xp(t)

t——+o0

Tyn 1= t_lg+moo T (1)

exist. Moreover, by boundedness of solutions, the w-limit
set w(xg) is non-empty, compact and invariant. Pick any
state & € w(xg). Clearly max; #; = Zj; and similarly
min; &; = Z,,. We define the (non-empty) sets

M(i‘) = {Z C T = f]y]}

m(&) :={i: & = Tm}-
Notice that, by invariance of w(xy), ¢(t, &) is well de-
fined and belongs to w(xg) for all ¢ € R. In particular,
M(p(t,z)) is non-empty for all ¢. Moreover, by Lips-
chitzianity of f,

ty >ty = M(p(ta, ) C M(p(t1,2)).

Given finiteness of the set of agents, for some finite Ty,
then it holds:

M(p(Ta, &) = M(p(t, £)) Vit > Ty 9)

Similarly m(¢(t, Z)) is non-empty and fulfils:
to > t1 = m(p(ta, &) C m(p(t1,£)).
Hence for some finite time 75, it fulfills
m(p(Tm, ) = m(p(t, &) V=T

We claim that for all ¢ > T the set M(p(t,)) is a
siphon of the associated Petri Net. Similar claim holds
for m(o(t, ). The claim is proved in Lemma 10 given be-
low. We show next the sufficient part of the implication.
Assume the siphon overlapping property holds. Then,
for t > max{Ty,, T}, M(p(t,&)) N m(e(t,Z)) is non-
empty. This implies, in particular that z,; = z,,, := T.



Hence, for all i € {1,2,...,n}

tggloo xi(t) = T.

This shows global consensus, since zy was arbitrary to
start with.

The main technical novelty for the proof of Theorem 9
is therefore the following Lemma

Lemma 10 Let & € w(xg) be arbitrary and t > Ty as
in equation (9). Then M(p(t,)) is a siphon.

Proof Let j € M(p(t, %)) and z(t) = ¢(t, &) for sim-
plicity of notation. For any I C P such that I —
we need to show that I N M(p(t,&)) is non-empty.
Of course, z;(t) = Zp for all t > Ty and therefore
z;(t) = fj(¢(t,&)) = 0. By contradiction, assuming
IN M(p(t,&) empty and by definition of joint interac-
tion we see that:

Ty = ,Tj(?f) > Jii(t),Vi el = fj(x(t)) <0,

which contradicts our previous conclusion. Hence, there
exists ¢ € I that belongs to M (¢(t, Z)).

5 Siphons and stubborn sets of agents

We consider next a slightly more specific class of network
equations. Restricting the attention to this class will al-
low to claim necessity of the consensuability conditions
stated and also prove additional interesting properties
of their dynamics. To start with, for an arbitrary set

Ic{1,2,...,n} and for any j ¢ I one might define the
following type of influence term:
0
froj(@) = _aTj"rjﬁo{m:iel}'

This is an interaction influence from agents in I towards
agent j, which grows linearly in proportion to the dis-
tance of agent j to the convex hull of all agents in I. It
is a generalization, for an arbitrary number of agents, of
the function defined in (1). For convenience of notation,
given a transition t € T, we let of denoted the set of
agents ¢ (or places) such that (¢, t) belongs to E;. Dually,
te denotes the agent j such that (¢, ) belongs to Eop.

In order to define the class of equations considered,
we start from a given Petri Net N, := {P,T, Er, Eo}
and build the following nonlinear systems of differential
equations:

T = Z fotato(x)eto' (10)

teT

This is a cooperative network, of the kind considered so
far. Its generating Petri net coincides with the net asso-
ciated according to Definition 5 provided only minimal
joint-agent interactions are listed in 7. If not, the gen-
erating Petri Net IV, includes the network of minimal
joint-agent interactions, and is, in this respect, slightly
redundant in encoding the information flow as far as con-
sensuability analysis is concerned. The following propo-
sition is remarkable, and may serve as a starting point
for designing networks with prescribed global dynamics,
in particular for assigning the value of consensus that
the network is allowed to reach under suitable siphon
overlapping assumptions.

Proposition 11 Let ¥ be a siphon of Ny (or, equiv-
alently, of the associated minimal network of interac-
tions), and x(t) denote p(t,xo) for an arbitrary initial
condition. Then, the functions

Tx(t) := rzneazxsci(t) Ty (t) = IZIéIXI:l:L' i(t), (11)

are, respectively, monotonically non-increasing and non-
decreasing.

Proof We prove monotonicity of Zyx, only, as the proof
for x5, follows along the same lines. Let, for each M € R,
C)r denote the closed set given below:

Cy={zeR":z; <M, VieX}
We remark that C is forward invariant with respect

to system (10). In fact, adopting the notion of tangent
cone we see that

C( ) {’UER 1}1§07V’L€Z!E22M}
Let x € Cyp; and i € ¥ be such that x; = M. We then
compute:

T; = 6; Z f.t%t. (-T)eto
teT
Z fot%to(x)
teT:i=te

Notice that, for transitions ¢t € T with i = te, et contains
at least some j € X, and such that, as a consequence,
z; < M = z;. In particular then, fo;—se(z) < 0. This
shows that, #; < 0 and in particular,

Z fot—)to

teT

et.eTC (CM) Ve Cy.

Forward invariance of Cj; then follows by Nagumo’s
Theorem ([11]).



Notice that forward invariance of C}j; implies:
x(t) e Cyy = x(r) € Cpp V1 >t
This is equivalent to:
Tx(t) < M=2Zs(r) <M V712>t

In particular then, forward invariance of C'y; for all M €
R yields letting M = Zx(t),

.i‘g(T) ng(t) V1>t

This concludes the proof of Proposition 11.

The following is an easy corollary of the previous Propo-
sition.

Corollary 12 Let o € R be arbitrary. Assume that all
agents i in a siphon ¥ are initialized with ©;(0) = o.
Then, for alli € ¥ and allt > 0, it holds x;(t) = 0.

In the context of opinion dynamics, agents which pre-
serve their initial opinion value and neglect exogenous
influences, are usually defined as stubborn. The notion
introduced in Corollary 12 is a far-reaching generaliza-
tion of the concept of stubborn agent, that applies to
specific groups of agents depending upon their mutual
influence patterns. In particular, siphons of the net,
qualify and characterize stubborn groups of agents. No-
tice that individual agents may not be aware of their
being part of a siphon, and therefore of their acting
stubbornly, as this is only determined by the global in-
fluence patterns of the network, rather than individual
predisposition to discard exogenous influences as in the
case of traditional stubborn agents.

Corollary 12 allows to prove necessity of the siphon over-
lapping property for asymptotic consensus. Below we
formulate this result explicitly.

Proposition 13 Consider a Petri Net N, and the asso-
ciated system of differential equations as in (10). Then
a necessary condition for the network to achieve asymp-
totic consensus regardless of initial conditions x(0) € R™,
is that N fulfills the siphon overlapping property.

Proof Assume N does not fulfill the siphon overlapping
property. Then, there exist siphons ¥; and X5 such that
31 N Xy = (). Take any initial condition with x(0) with
x;(0) = 1 for all i € £y and x;(0) = 2 for all i € X,.
Then, by virtue of Corollary 12 z;(¢) = 1 forallt > 0 and
all i € ¥y and, similarly, z;(¢t) = 2 for all i € 3y. This,
however, contradicts asymptotic consensus and proves
the claim.

Thanks to Proposition 11 and Theorem 9 we can a pri-
ori characterize the set of values allowed for asymptotic

consensus.

Theorem 14 Consider a network fulfilling the siphon
overlapping property. Then, for all initial conditions
x(0), the associated solution x(t) asymptotically con-
verges to some consensus value o fulfilling:

o € [z (0), (0)] (12)
P

where the intersection is taken over all (minimal) siphons
Y of the associated Petri Net.

It is worth pointing out that the intersection in (12)
is always non-empty for a network fulfilling the siphon
overlapping property. In fact, pairwise overlapping in-
tervals of the real line have always non-empty intersec-
tion. Notice that, for networks with single-agent inter-
actions, convergence is known to occur within the con-
vex hull of the set of agents which are roots of at least
a spanning-tree (this is, in the interaction graph, the
unique strongly-connected component without incom-
ing edges). Theorem 14 can be seen as a generalization
to the considered set-up of the above result.

6 State-dependent embedding

We consider, next, the situation arising when equation
(5) exhibits some form of additive structure, for instance:

Ty = Z kyifr—i(z), (13)

JeT;

as in most typical examples. In (13), J; € 2{527} de-
notes the set of joint-agent groups affecting agent i, while
kj—i > 0 is a constant quantifying strength of interac-
tion. Under such circumstances, it is possible, with rela-
tive ease, to embed the dynamics by using pseudo-linear
state-dependent embeddings. In particular, for each per-
mutation m = {my,ma,...,m,} of the n agents, we may
consider the associated state-space region:

Xe={2zeR" 10, <zp, <...<uz. }. (14)

Denoting by II the set of all permutations in n elements,

we see that:
R" = | X
well

Hence, we may define the following set valued mapping:
m(z) : R® — 21 where

m(x):={rell:z e X,}. (15)
Moreover, for each permutation 7 (and therefore in each

of the regions X ), one may consider a suitably defined
matrix A, so that (13) fulfills standard linear consensus



dynamics:
T = Aﬁ(z)x. (16)

While a priori, equation (16) may seem to have a dis-
continuous right-hand side, thanks to equivalence with
(13) it only admits standard Caratheodory solutions.
One may be tempted, in fact, to analyze consensus of
equations as (13) according to a family of underlying lin-
ear consensus protocols. In particular, by associating to
each region X, a standard graph G, as it would follow
by considering equation (16) restricted on X,.. Notice
that, for an n-dimensional network there are n! associ-
ated regions, and possibly up to n! interaction graphs to
consider. As expected our conditions for consensuabil-
ity are not equivalent to asking existence of a spanning
tree in G, for each m € II. They are much weaker as
seen, for instance, in the example of Section 7. Indeed a
spanning-tree in time-varying (and/or state dependent)
networks could arise considering the union of interaction
graphs experienced along each solution across a shifting
time-window (of sufficient length). On the other hand,
especially for fairly large values of n, it is normally ex-
tremely hard to examine a priori all possible sequence
of regions X visited along solutions, or how large the
considered time-window ought to be. Indeed a combi-
natorial explosion of this analysis technique ought to be
expected except for the most simple instances. Several
works have pointed out the convergence time and com-
putation issues related to the agreement problems (see
i.e. [30,31)).

In some sense, our analysis technique could be inter-
preted as a tight necessary and sufficient condition to
characterize interaction topologies which, along solu-
tions of (13) and regardless of initial conditions, give rise
to sequences of interaction graphs that fulfill existence
of a spanning tree in the union | J, -, G (z(-)) as in clas-
sical consensus protocols. -

7 Examples

Next we demonstrate our main result when considering
aring of agents 3 with the following dynamics, including
bilateral 2-joint interaction terms:

Tiy2 = fliis13—it2(z) = min{max{z; — z;12,0},
max{x;11 — Tit2,0}} + max{min{z; — x;42,0},

min{z;+1 — *;42,0}}.

(17)
where indices are all meant modulus n (number of
agents). Notice that this expression is only one of
many possible alternative functions giving rise to
joint-agent interactions. For instance, using sigmoids
o(z) = e*/(1 + e*) one could define

fiam3(x) = o(xe—x3)o(x1—23) —0(v3—22)0 (T3 —21).

We initially consider the case of an odd number of agents
n = 7. The minimal siphons for the associated Petri Net
are listed below:

{17 37 5a 7}a {L 37 576}5 {15 3747 6}7 {17 274’ 6}’ (18)
{2,3,5,7}{2,4,5,7},{7,2,4,6}.

Notice that they all have 4 elements and obviously, in
a net with 7 places, have pairwise non-empty intersec-
tions. Therefore, the network fulfills the siphon overlap-
ping property. While finding siphons may be a compu-
tationally expensive task, visual inspection is enough in
the case of the simple ring topology considered. More-
over, one of the advantages of formulating consensuabil-
ity conditions by using a well-known concept (siphon) in
the field of Petri nets is the possibility of then referring
back to the rich literature on characterizations and com-
putation of such objects, see for instance [29] and refer-
ences therein. We consider the following initial condition,
[20,1,18,2,16,3,14]. Next, for each minimal siphon 3,
we can compute the intervals [zy,, Zx]. This yields the
following intervals (corresponding to the siphons listed

by (18)):
[14,20], [3,20], [2,20], [1,20], [1,14].

Notice that such intervals have, as it should be, non-
empty intersection, in particular:

[14,20] N [3,20] N [2,20] N [1,20] N [1,14] = {14}.

Consistently with equation (12), we see in numerical
simulations (see Fig. 5) that consensus is achieved at
14. The latter is a situation where Theorem 9 provides
necessary and sufficient conditions for consensuability
in the novel setup of joint-agent interactions.

In order to emphasize the merits of our main result we
only attempt an analysis using the notion of pseudo-
linear embedding. Notice that in this case we would have
7! = 5040 pernutations and associated regions to con-
sider. Each one of them induces a different graph G.
For instance, considering X, = {z : 71 < 23 < 25 <
x7 < wg < x4 < xa} we see that the associated graph
G, is as in Fig. 4. Indeed, Agents 7 and 1 are jointly able
to influence Agent 2 (as z; < z7 < x2 in X,) and do
so with an intensity which is proportional to (z7 — x2).
Hence an edge from 7 to 2 appears in G.. Similarly Agent
7 and Agent 6 are jointly able to influence Agent 1 as
1 < z7 < xg and the intensity of interaction is pro-
portional to (z7 — z1). On the other hand, the influence
{1,2} — 3 is not active in X since 21 < z3 < x9. Simi-
larly, for all other interactions J — i, we see that agent
¢ has a state value which is intermediate among those
of agents in J. Notice that this graph does not admit
a spanning tree, and it is only thanks to the transit to-
wards contiguous regions that overall the connectivity
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Fig. 4. Example of graph G associated to network (17)

conditions guaranteeing sufficient propagation of infor-
mation can be fulfilled. However, it is not obvious which
regions would be visited next, as this is a function of ini-
tial conditions. Overall, direct application of standard
tools appear to quickly become prohibitive.

While it is true that, for specific networks, symmetry or
other ad hoc considerations might reduce the algorith-
mic complexity of a pseudo-linear embedding (and this
might well be the case in the ring topology considered),
the example highlights the exponential growth intrinsic
in the pseudo-linear approach as well as the difficulty in-
herent in not having apriori knowledge of the expected
switching sequence of interaction graphs.

Next we show, by means of numerical simulations, that
consensus is not achieved from every initial condition
when a cyclic network is considered in the case of n = 8
(Fig. 6 for associated plots). In particular, we picked the
following initial condition [20,1,18,2,16,3,14,4]". No-
tice that, X1 := {1,3,5,7} and X5 := {2,4,6,8} are
both siphons of the associated Petri Net. By virtue of
Proposition 11 then, min;eyx, x;(t) is a non-decreasing
function. In particular,

in z;(t) > min z;(0) = 14.
el = e

Similarly,

i(t) < ;(0) = 4.
g < (0 =1

The Proposition, in particular, allows to conclude that
consensus cannot be expected from the considered ini-
tial condition. Notice that, in agreement with the above
inequalities, two clusters are achieved asymptotically ex-
actly at the values 4 and 14. This type of bipartite con-
sensus may arise, for instance, when using competitive
interactions (i.e. [27,28]). Differently, in the current set-
up, specific arrangements of initial conditions may result
in topologies of active interconnections that are split,
and never allow influences to propagate across distinct
groups of a certain partition.

Next we validate the proposed conditions over larger net-
works. Specifically, we consider two random networks of

L L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

t

Fig. 5. Convergence to consensus for n =7

L L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

t

Fig. 6. Convergence to clustered equilibrium for n = 8

50 nodes. We initially generate an underlying undirected
graph where edges between agents exist with proba-
bility 0.25 and 0.12, respectively. Then, we implement
joint-agent interactions from each pairs of its neighbours
towards every agent in the network. We confirm that
relatively high connectivity (i.e. average degree 11.9 ~
0.25 - 50) can yield consensus for random integer ini-
tial conditions (Fig. 7), while for lower connectivity val-
ues (average degree 5.6 ~ 0.12 - 50) we observe a clus-
tered equilibrium with levels related to non-overlapping
siphons (Fig. 8). In particular, agents 7 and 29 (with ini-
tial conditions 8 and 5 respectively) are a siphon of the
network. Similarly the complement, {1,...,50}\{7,29}
is a larger, non-overlapped siphon.

Finally, we provide numerical evidence of the robust-
ness exhibited by networks with joint-agent interactions
by considering again the cyclic network with 7 agents.
While the behaviour of the simulation reported in Fig. 9
does not follow from the previous analysis, a companion
paper will describe under what topological conditions
Adversary Robust Consensus (as proposed in [12-14])
is guaranteed. In particular, we perturb with an addi-
tive sinusoidal disturbance the equation of agent 2 and
initialize the population with zo = [0,5,3,7,11,9,1]".
Notice that while the trajectory of agent 2 is disrupted
(and possibly disrupting), all remaining agents are nev-
ertheless able to reach a consensus state.
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Fig. 7. Random network of 50 nodes with connectivity prob-
ability 0.25 and average degree 11.9: convergence to consen-
sus

L L L L I
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Fig. 8. Random network of 50 nodes with connectivity prob-
ability 0.12 and average degree 5.6: convergence to clustered
equilibrium

12

Fig. 9. n = 7: robustness under disturbance on agent 2

8 Unilateral joint-agent interactions

Under some circumstances (for instance in synthetic net-
works designed to converge towards a specific consensus
value, or in opinion dynamics) it might be desirable to
have separate information flows between agents depend-
ing upon the relative ordering of their current state val-
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ues. In opinion dynamics, for instance, one may allow for
asymmetric confidence, that is a situation in which influ-
ence from a neighboring agents is felt only within a cer-
tain interval of influence that may be asymmetric with
respect to the current agents opinion. Even more radi-
cally, in the case of unilateral interactions, one accounts
for interactions that only occur whenever a neighbor is
above (in the case of so called optimistic interactions) or
below (for pessimistic ones) the current agents’ opinion.
This type of intrinsically nonlinear interactions has been
introduced in [21].

A similar extension appears very natural also in the con-
text of joing agent interactions.

Definition 15 We say that a (non-empty) set of agents
I c{1,2,...,n} influences optimistically agent j ¢ I,
and we denote this by I \, j, if for all compact intervals
K CRandallz > x; € IC there exists a positive definite
function p, such that

fi((@ = zj)er + 1) > p(|T — ;1) (19)

Symmetrically, for pessimistic joint agent interactions:

Definition 16 We say that a (non-empty) set of agents
I c{1,2,...,n} influences pessimistically agent j ¢ I,
and we denote this by I 7 j, if for all compact intervals
K CRandallz > x; € KC there exists a positive definite
function p, such that

[i((@ —xj)er + ;1) < —p(|7 —250)  (20)

In order to model the graph-theoretic properties of the
considered network of influences, we may associate to
system (5) a bicolored Petri Net as introduced below.

Definition 17 A bicolored Petri Net is defined as a quin-
tuple N = {P,T,,T,, Er, Eo} where:

o P s a (finite) set of places;

o T,,T, are the (finite) sets of optimistic and pes-
simistic transitions respectively, and fulfill T,NT, = .
In particularT = T,UT, denotes the set of transitions;

e F; C T x P is the set of Input arcs;

e Fo C P xT isthe set of Output arcs.

In particular, thanks to Definitions 15 and 16 we may
construct N, associated to (5) according to the following
set of rules:

e Set of places: P = {p1,...,pn}, n being the dimension
of z (and total number of agents);
e Optimistic Transitions: T, = {tfo jo,.. .17 jo }
; 0540

whenever I N\, jp is minimal for all k € 1,...,¢°;



e Pessimistic Transitions: T, = {t¥, o,...t"s .» }
p 17,07 Tiosdgo

whenever I 7 j¥ is minimal for all k € 1,.. ., ¢;

e Input arcs: £ = {(t?fvjf’pjf)’ e (t;;mjgo,pjgo),
(tzleo,jf,pjf),---a(tfgp,j§p7pj§,,)}

e Output arcs: Fo, of the type (p;, tfxi’»ji) for all i € I}
andallk =1...¢°and of type (pi,t]]f)jg) foralli e IV
and all k=1...¢P.

Notice that the set of input and output arcs E; and Ep
respectively, can, according to the distinction between
optimistic and pessimistic transitions, be partitioned
in optimistic and pessimistic arcs: E; = E¢ U E¥ and
Eo = E U EY,. Accordingly, each bicolored Petri Net,
induces two standard Petri Nets, N, = {P, T, E¢, E}
and N, = {P,T,, EY, E},} which we denote as the opti-
mistic and pessimistic subnets, respectively. We are now
ready to formulate the main technical tool for assessing
the ability of a network with unilateral joint-agent in-
teractions to reach consensus.

Definition 18 We say that a bicolored Petri Net fulfills
siphon overlapping property if for each pair of siphons S,
and Sp, corresponding to the optimistic and pessimistic
subnets respectively, we have S, N S, # 0.

We are now ready to state sufficient conditions for global
asymptotic consensus in networks with joint unilateral
interactions.

Theorem 19 Consider a cooperative system as in (5)
and fulfilling Assumption 3. Then a sufficient condition
for global asymptotic consensus is that the associated bi-
colored Petri Net N = {P,T,,T,,Er,Eo} fulfill siphon
overlapping property.

The proof of the result follows along the same lines as the
proof of Theorem 9, just remarking that the set of agents
achieving the maximum asymptotically are a siphon for
the pessimistic subnet, while the set of agents achieving
the minimum asymptotically are a siphon for the opti-
mistic subnet.

9 Conclusions

A novel type of interactions between agents within a
consensus protocols have been introduced, the so called
joint-agent interactions. These account for the situation
in which an agent is not influenced by any of his neigh-
bours singularly taken, but might be sensitive to coher-
ent influences by two or more of his neighbours. In this
respect, graph-theoretical concepts are introduced to an-
alyze the ability of consensus protocols allowing such
type of joint agent interactions to converge asymptoti-
cally towards an agreement equilibrium. Conditions are
written in the language of Petri Nets (treated here as bi-
partite graphs) and making use of the notion of siphon,
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a structural invariant which is normally related to dead-
lock analysis in Discrete Event Systems. A striking fea-
ture of the approach is the ability to characterize rather
sharply the asymptotic consensus value on the basis of
initial conditions and again looking at the maximum and
minimum values taken by agents included within each
siphon of the network. Simulations examples from a sim-
ple ring net (both with an odd and an even number of
nodes) have been presented, highlighting their remark-
able difference of behaviour exhibited in simulations and
correctly predicted by the theory. The original frame-
work and results are extended to the presence of unilat-
eral interaction and can be usefully used to implement
distributed estimations of the K-th maximum value of
state initial condition. A simulation validation over an
All-To-All topology shows the effectiveness of the pro-
posed conditions.
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