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Abstract—The improvement in resilience of water supply systems by increasing their redundancy, either in energy or in connectivity, is a common priority when doing rehabilitation and expansion. This however can come at the cost of other aspects of network performance, such as leakage management. In this work, we consider the design-for-control problem of adding new connections (from a predefined set of candidate pipes) to water supply systems to improve their resilience to failure events while minimizing the impact on leakage management under normal operating conditions. We present a mixed-integer non-linear programming formulation of the problem of optimal link addition for the minimization of average zone pressure, a surrogate measure of pressure dependent leakage. We implement a method based on spatial branch-and-bound to solve the problem on a case study network from the literature and an operational network part of an urban water system in the UK. Finally, we validate the improvement in network resilience resulting from the addition of new connections by performing an a posteriori critical link analysis, using the hydraulic resilience measure of reserve capacity.
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I. INTRODUCTION

Water supply systems (WSS) represent a critical infrastructure. In their design and operation, there is significant interest in minimizing the impact on performance of failure events. Network resilience is an important factor in WSS design (and sectorization design) [1]–[9], but also in the rehabilitation and expansion of existing systems, which are the focus of this work. Resilience refers to the ability of a WSS to maintain minimum pressure levels and meet customer demand during failure events and is traditionally built in the network in the form of topological and/or energy redundancy. Energy redundancy (i.e., pressure surplus) can be provided by introducing pumps or more adaptive forms of pressure control. Improving the topological redundancy of existing WSSs, on the other hand, consists either in maintenance procedures or rehabilitation (or expansion) approaches based on link, or pipe, addition (including duplication) [7], [10]–[13]. However, such approaches scale badly with the size of the considered network and fail to guarantee the optimality of the computed solutions. In addition, these methods do not deal with optimal pressure control. Alternative solution approaches for DfC problems in interconnected systems rely on mathematical optimization methods. Examples include the DfC problems of optimal splitting (islanding) or expansion of power systems [17], [18], which result in the formulation of mixed-integer linear programs (MILPs). Because of the non-convexity of the potential-flow coupling constraint in WSSs, the formulation of the DfC problem of optimal link addition and pressure control results in a mixed-integer non-
linear program (MINLP), which we solve using mathematical optimization methods, as they provide a certificate of global optimality.

Previous attempts to solve MINLPs to global optimality for the design and/or control of water distribution networks use branch-and-bound methods [19]–[22]. For an introduction to mixed-integer non-linear problems and a review of methods for solving convex and non-convex MINLPs (in particular branch-and-bound), see Belotti et al. [23]. We propose to solve the problem of optimal link addition and pressure control implementing a spatial branch-and-bound (sBB) method based on the work of [22], which was shown to outperform state-of-the-art global optimization solvers for the problem of optimal valve placement in water networks. In this work, we modify the method, which generates a sequence of lower and upper bounds to the optimal value of the original problem, to include additional optimality-based bound tightening (OBBT). This further reduces the domain of the problem variables and improves the computed lower bounds compared to the algorithm presented in [22].

We solve the design-for-control (DfC) problem of optimal link addition and PCV control for two sectorised WSSs, a case-study network (Net25) and a large operational network (BWPnet), where links have been closed off with boundary valves (BV) to create isolated supply areas, called district metered areas (DMA). Permanent sectorisation is a commonly adopted practice which facilitates pressure management and leakage monitoring in WSSs but also reduces the number of independent alternative supply paths and, as a result, network tolerance to failure [24]. In sectorised WSSs, improvements in resilience can be achieved at minimal cost by reopening BVs between DMAs, as this increases the number of inlets into otherwise isolated areas. In order to preserve the benefits of network sectorisation, dynamic operation of the BVs could also be implemented, where DMAs are periodically aggregated (for improved network resilience) and segregated (for leakage monitoring) [14]. In this paper, we formulate the problem of dynamic DMA reconfiguration as an optimal link addition problem, where the set of candidate links (for addition) is defined as the set of closed BVs. We compare the implemented sBB procedure to a state-of-the-art global solver (SCIP) and define the continuous decision variables $h^k \in \mathbb{R}_{n_p}^n$ and $q^k \in \mathbb{R}_{n_p}^n$, representing the hydraulic heads at network demand nodes and the vector of flow rates, respectively. Moreover, we use vector $\eta^k \in \mathbb{R}_{n_p}^n$ to model additional head losses introduced by the action of control valves or head differences across un-selected (closed) candidate pipes. Discrete decision variables $z \in \{0; 1\}^{n_p}$ represent the selected, or open (1), and un-selected, or closed (0), status of CPs. Finally, we adopt the notation $i_1 \xrightarrow{\eta^k} i_2$ to represent a link $j$ that positively connects node $i_1$ (start node) to $i_2$ (end node).

This paper aims to investigate optimal link addition and PCV control, with the objective of improving network resilience and minimizing average zone pressure (AZP), a surrogate measure of pressure dependent leakage [14]. The objective function (AZP) is defined as a weighted sum of nodal pressures at all time steps:

$$\frac{1}{n_t W} \sum_{k=1}^{n_t} w^T (h^k - \zeta)$$

where $w \in \mathbb{R}_{n_p}^n$ and $W \in \mathbb{R}$ are the vector of AZP weights and the AZP normalization factor, respectively. For $i \in V$, we define $I_i$, the set of all links incident to node $i$. Then $w_i = \sum_{j \in I_i} \frac{1}{L_{ij}}$ and $W = \sum_{i=1}^{n_t} w_i$, where $L \in \mathbb{R}_{n_p}^n$ is the vector of link lengths.

Hydraulic heads $h^k$, flows $q^k$, and additional head loss across links $\eta^k$ at each time step are subject to energy and mass conservation constraints:

$$A_{12} \dot{h}^k + A_{10} h^0 + \phi(q^k) + \eta^k = 0, \quad k = 1, \ldots, n_t$$

$$A_{12}^T q^k - d^k = 0, \quad k = 1, \ldots, n_t$$

where $A_{12} \in \mathbb{R}_{n_p \times n_n}$ and $A_{12} \in \mathbb{R}_{n_p \times n_0}$ are the link node incidence matrices for the demand nodes and sources, and $\phi(q)$ is the function of friction head losses within pipes for vector of flows $q$.  

II. PROBLEM FORMULATION

A. General problem formulation

In this paper, we consider a water supply network with $n_n$ demand nodes or junctions, $n_0$ water sources (reservoirs) and $n_p$ links (pipes or valves), among which $n_{PCV}$ pressure control valves (PCVs) and $n_{CP}$ candidate pipes (CPs) for addition. In the initial configuration, the CPs are all closed. In our problem formulation, the locations of the PCVs are fixed and we assume known the set of candidate pipes to be added to the network. The aim is to optimize simultaneously network design (the set of CPs to be added) and control (PCV operational settings). The length and diameter of CPs are assumed known too: if several diameters are under consideration for a given candidate location, as many candidate pipes (with different diameters) can be considered (the CPs can be mutually exclusive or not, see (9)). We model the network as a directed graph with $n_n + n_0$ vertices and $n_p$ links. The direction of a link does not constrain the direction of flow but only defines a positive flow as directed from start to end node. Pumps are not considered in the present work and are not included in the model. We refer to $V$ as the set of network vertices, $E$ as the set of network links and $E_{pipes} \subset E$, $E_{PCV} \subset E$ and $E_{CP} \subset E$ the subsets of network pipes, PCVs and CPs, respectively. The vector of fixed elevations of the demand nodes is given by $\zeta \in \mathbb{R}_{n_p}$ and we consider $n_t$ different time steps. For each time step $k = 1, \ldots, n_t$, the vector of nodal demands is given by $d^k \in \mathbb{R}_{n_p}^n$, the (known) hydraulic heads at water sources by $h^0_k \in \mathbb{R}_{n_p}^n$. At time step $k$, we consider the continuous decision variables $h^k \in \mathbb{R}_{n_p}^n$ and $q^k \in \mathbb{R}_{n_p}^n$, representing the hydraulic heads at the network demand nodes and the vector of flow rates, respectively. Moreover, we use vector $\eta^k \in \mathbb{R}_{n_p}^n$ to model additional head losses introduced by the action of control valves or head differences across un-selected (closed) candidate pipes. Discrete decision variables $z \in \{0; 1\}^{n_p}$ represent the selected, or open (1), and un-selected, or closed (0), status of CPs. Finally, we adopt the notation $i_1 \xrightarrow{\eta^k} i_2$ to represent a link $j$ that positively connects node $i_1$ (start node) to $i_2$ (end node).
Friction head losses are most commonly described either by the Darcy-Weisbach (D-W) or Hazen-Williams (H-W) equations. Neither formula being smooth, it is convenient to derive quadratic approximations for the D-W or H-W relationship over the operational range of flows to formulate a smooth optimization problem. Here, we compute a quadratic approximation of the H-W and D-W friction losses within smooth optimization problem. Here, we compute a quadratic approximation for the D-W or H-W by the Darcy-Weisbach (D-W) or Hazen-Williams (H-W)

\[ \phi^\text{head loss across network link} \]

\[ v_{\text{max}} \] and based on the implementation proposed by Eck and Mavissen [25] and based on the implementation proposed by Pecci et al. [26] for the H-W head loss model. This produces a pair of coefficients \((a_j, b_j)\) for each link \(j\) in the network. The head loss across network link \(j\) is then given, for flow \(q_j^k\), by \(\phi_j(q_j^k) = a_j|q_j^k|^2 + b_j\) and the vector of head loss across all network links is given by \(\phi(q^k) = [\phi_1(q_1^k) \ldots \phi_n(q_n^k)]^T\). The resulting constraints (2a) are non-convex. To isolate the non-convex friction head loss term, we introduce the auxiliary variable \(\theta_j^k \in \mathbb{R}^{n_p}\) and constraints (2b) become:

\[ A_{12} h_j^k + A_{10} h_0^k + \theta_j^k + q_j^k = 0, \quad k = 1, \ldots, n_t \]

\[ A_{12} q_j^k - d_j^k = 0, \quad k = 1, \ldots, n_t \]

\[ \theta_j^k = \phi_j(q_j^k), \quad k = 1, \ldots, n_t \]

where constraints (3) are all linear, except for the non-convex friction loss equality constraint (3c). To enforce the upper and lower bound constraints on variables \(q, \theta\) and \(\eta\) as well as big-M constraints associated with the addition of candidate pipes, we introduce the following (constant) vectors: \(h_{\text{min}}^k \) and \(h_{\text{max}}^k \in \mathbb{R}^{n_p}\) and \(h_{\text{max}}^k \) is the vector of maximum allowed velocities across the network links, \(S \in \mathbb{R}^{n_p \times n_p}\) is the vector of link cross sections defined as \(S = [\pi D_j^2/4 \ldots \pi D_{n_p}^2/4]^T\) where \(D_j\) is the diameter of link \(j\), and \(q^{\text{max}} = \text{diag}(S) v^{\text{max}}\) is the corresponding vector of maximum flows across network links. Constant vectors \(q_0^k, q_{ij}^k, \theta_0^k, \theta_{ij}^k, \eta_0^k, \eta_{ij}^k\) and \(h_{\text{min}}^k, h_{\text{max}}^k \) of upper and lower bounds on variables \(q, \theta\) and \(\eta\) are also defined in the following way.

Both positive and negative flows (and consequently friction head losses) are allowed across network links \(j \in E_{\text{pipes}}\). Flows and friction losses are only limited in absolute value by the maximum allowed velocities. We assume only friction head loss occurs across network pipes, so \(\theta_j^k = 0\), \(\forall j \in E_{\text{pipes}}, k = 1, \ldots, n_t\). This is reflected in the upper and lower bounds on the values of \(q, \theta\) and \(\eta\) associated with the network pipes. For all \(k = 1, \ldots, n_t\):

\[ \forall j \in E_{\text{pipes}}, \quad (q_j^k)^k = q_{j_{\text{max}}} \]

\[ (q_j^k)^k = -q_{j_{\text{max}}} \]

\[ (\theta_j^k)^k = \phi_j(q_j^k) \]

\[ (\theta_j^k)^k = \phi_j(q_j^k) \]

\[ (\eta_j^k)^k = 0 \]

\[ (\eta_j^k)^k = 0 \]

Unlike pipes, pressure control valves can only support positive flows (directed from start to end node). This constraint is also reflected by the upper and lower bounds of the friction loss and additional head loss across the valves. For all \(k = 1, \ldots, n_t\):

\[ \forall j \in E_{\text{CP}}, \quad i_1 \xrightarrow{j} i_2, \quad (q_j^k)^k = q_{j_{\text{max}}} \]

\[ (q_j^k)^k = -q_{j_{\text{max}}} \]

\[ (\theta_j^k)^k = \phi_j(q_j^k) \]

\[ (\theta_j^k)^k = \phi_j(q_j^k) \]

\[ (\eta_j^k)^k = 0 \]

\[ (\eta_j^k)^k = 0 \]

CPs are modeled by binary variables \(z_j \in \{0, 1\}\). For \(j = 1 \ldots n_{\text{CP}}\), we refer to \(l_j \in E_{\text{CP}}\) as the index of the candidate pipe modeled by the binary decision variable \(z_j\). Then, either \(z_j = 1\) and the candidate pipe \(l_j\) is selected and modeled as open link, or \(z_j = 0\) and CP \(l_j\) is unselected (closed).

\[ \text{Flow across a closed candidate pipe is forced to zero and the hydraulic heads at the start and end nodes of that link are decoupled. To enforce this, we define matrices } Q_U^k, Q_L^k, \Theta_U^k, \Theta_L^k, N_U^k \text{ and } N_L^k \in \mathbb{R}^p \times n_p, \text{ for all } k = 1, \ldots, n_t:\n\]

\[ (Q_U^k)_{ij} = \begin{cases} q_{j_{\text{max}}}^k, & \text{if } i = l_j \\ 0, & \text{otherwise} \end{cases} \]

\[ Q_L^k = -Q_U^k \]

\[ (\Theta_U^k)_{ij} = \begin{cases} \phi_j(q_{j_{\text{max}}}^k), & \text{if } i = l_j \\ 0, & \text{otherwise} \end{cases} \]

\[ N_U^k = N_L^k, \quad N_L^k \in \mathbb{R}^p \times n_p \]

The values of individual elements of constant vectors \(q^k, \theta^k, \eta^k, \Theta_U^k, \Theta_L^k, N_U^k \) and \(N_L^k\) for all \(k = 1, \ldots, n_t\) are as follows:

\[ \forall j \in E_{\text{CP}}, \quad i_1 \xrightarrow{j} i_2, \quad (q_j^k)^k = q_{j_{\text{max}}} \]

\[ (q_j^k)^k = -q_{j_{\text{max}}} \]

\[ (\theta_j^k)^k = \phi_j(q_j^k) \]

\[ (\theta_j^k)^k = \phi_j(q_j^k) \]

\[ (\eta_j^k)^k = 0 \]

\[ (\eta_j^k)^k = 0 \]

Lower and upper bound constraints and big-M constraints on variables \(q^k, \theta^k\) and \(\eta^k\), for all \(k = 1, \ldots, n_t\), are given by:

\[ q^k - Q_U^k z \leq q^k \]

\[ -q^k - Q_L^k z \leq q^k \]

\[ \theta^k - \Theta_U^k z \leq \theta^k \]

\[ -\theta^k - \Theta_L^k z \leq \theta^k \]

\[ \eta^k + N_U^k z \leq \eta^k \]

\[ -\eta^k + N_L^k z \leq \eta^k \]
where the values of individual elements of constant vectors \( q_k^b, q_k^L, \theta_k^b, \theta_k^L, \eta_k^b \) and \( \eta_k^L \) are defined for links, PCVs and CPs by (4), (5) and (7) respectively, and matrices \( Q_k^b, Q_k^L, \Theta_k^b, \Theta_k^L, N_k^b \) and \( N_k^L \in \mathbb{R}^{n_A \times n_B} \) are defined by (6).

Further constraints on the sets of candidate pipes to be added can be enforced with linear inequalities on binary variables \( z \):

\[
Az \leq e \tag{9}
\]

where \( A \in \mathbb{R}^{n_A \times n_{CP}} \) is a constant matrix of binary inequalities representing constraints on the feasible sets of candidate pipes and \( e \in \mathbb{R}^{n_A} \) is a \( n_A \) by 1 vector with fixed entries. The constraint can be used to prevent specific combinations of candidate pipes from being selected (e.g. duplicate pipes).

Finally, we note that, a network topology with fewer candidate pipe additions could result in lower AZP values. As a result, minimizing AZP could produce not necessarily resilient network structures, with the addition of few candidate pipes. To ensure that the solution of the problem minimizes AZP while adding new connections, the number of pipes to add is fixed to \( n_b \):

\[
\mathbb{I}_{n_{CP}} z = n_b \tag{10}
\]

The problem of minimizing (1), subject to (3a)-(3c), (8a)-(8c), (9) and (10) results in a non-convex mixed-integer nonlinear program (MINLP):

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{n_t W} \sum_{k=1}^{n_t} w^T (h^k - \zeta) \\
\text{subject to} & \quad A_{12} \theta^k + A_{11} \theta^0 + \theta^k + \eta^k = 0, \\
& \quad A_{12} q^k - d^k = 0, \\
& \quad \theta^k = \phi(q^k), \\
& \quad q^k - Q_k^b z \leq q_k^b, \\
& \quad -q^k - Q_k^L z \leq q_k^L, \\
& \quad \theta^k - \Theta_k^b z \leq \theta_k^b, \\
& \quad -\theta^k - \Theta_k^L z \leq \theta_k^L, \\
& \quad \eta^k + N_k^b z \leq \eta_k^b, \\
& \quad -\eta^k + N_k^L z \leq \eta_k^L, \\
& \quad \mathbb{I}_{n_{CP}} z = n_b, \\
& \quad Az \leq e, \\
& \quad z \in \{0; 1\}^{n_{CP}}, \\
& \quad q^k \in \mathbb{R}^{n_p}, h^k \in \mathbb{R}^{n_A}, \eta^k \in \mathbb{R}^{n_F}, \theta^k \in \mathbb{R}^{n_F}, \\
& \quad \forall k \in \{1, \ldots, n_k\},
\end{align*}
\]

where \( q = (q^k)_{k=1}^{n_k} \), \( h = (h^k)_{k=1}^{n_k} \), \( \eta = (\eta^k)_{k=1}^{n_k} \) and \( \theta = (\theta^k)_{k=1}^{n_k} \).\]

\[
B. \text{Sectorised WSS}
\]

In the case of sectorised WSSs, where boundary valves (BVs) have been installed to shut off connections and create isolated supply sectors (DMAs), new links can be added to the network by reopening closed BVs. Since the cost of opening BVs is minimal compared to installing new pipes, as a first step in the enhancement of resilience of sectorised WSS, we restrict the set of candidate pipes for addition \( E_{CP} \) to the set \( E_{BV} \subset E \) of closed BVs between DMAs and investigate DMA aggregation solutions to improve network resilience. However, following the necessity to preserve the sectorised structure of the network for leakage management purposes, DMA aggregation is restricted to pairing: each DMA can only be paired with at most one other DMA, so the pairing of two DMAs excludes pairing opportunities with other DMAs. The pairing constraint is enforced with (9), where \( A \in \mathbb{R}^{n_A \times n_{MV}} \) is the constant matrix of binary inequalities representing DMA coupling constraints and \( e = \mathbb{I}_{n_A} \) by 1 vector with all entries 1. For the details of the computation of matrix \( A \), see Appendix I.

\[
\text{III. Solution method}
\]

Problem (11) is a non-convex MINLP, combining integer decision variables, non-linear and non-convex functions into a computationally intensive NP-hard problem. One approach to tackle non-convexity is to use (linear) convex hull relaxations or piecewise linear approximations, which can be reformulated into linear constraints and handled by MILP solvers. Ultimately, this method does not solve the original MINLP but an approximation of the problem, and does not necessarily produce a feasible solution. A common approach for directly solving non-convex MINLPs is spatial branch-and-bound (sBB) [23], [27]: the original problem is recursively divided into subproblems with increasingly smaller feasible sets and lower bounds on the solution of the subproblems are computed using convex relaxations of the non-convex functions to produce a certificate of optimality.

The sBB methods adopted in this paper (presented in Figure 1) to solve the problem of optimal link addition and pressure control are based on the work of Pecci et al. [22], who attempt to solve the problem of optimal valve placement and control in water supply networks. In Section III-A we provide a brief overview of the different stages involved in the procedure implemented by [22], that we refer to as BB\(_B\). To improve the performance of their algorithm, Pecci et al. implement a preliminary domain reduction (bound tightening) step, described in Section III-B. Domain reduction allows to produce tighter MILP relaxations and, as a result, better lower bounds to the optimal value of the MINLP [28]. Here, we expand the algorithm from [22] and implement a modified method, referred to as BB\(_{BT+}\), where the domain of the variables of the subproblems are reduced at each branch-and-bound iteration. This results, as we show in the analysis of the networks Net25 and BWPnet (see Section IV-A and IV-B, Figures 3 and 6), in better solutions and tighter optimality gaps than those obtained by solving MINLP (11) with BB\(_B\). The procedures of the implemented branch and bound methods are summarised in Figure 1.

Finally, Section III-C describes an a posteriori critical link analysis (CLA) based on the measure of reserve capacity that is applied in this work to validate the improvement in resilience of the optimal system configurations produced by solving MINLP (11).
A. Branch-and bound procedure

1) Bounding strategy: We compute a polyhedral envelope of the potential-flow coupling constraint (3c) implementing a method developed by Liberti and Pantalides [29] for monomials of odd degree, and since all other constraints (and objective function) in MINLP (11) are linear, MINLP (11) is relaxed to a MILP. The relaxed MILP is then solved using standard (integer) branch-and-bound methods (i.e. integer search tree). In practice, the solution of the relaxed problem is rarely feasible, but its optimal value provides a lower bound on the optimal value of the original MINLP. We then fix the binary variables in MINLP (11) to the values obtained from the solution of the MILP relaxation. If feasible, the resulting (non-convex) nonlinear program (NLP) is solved using a gradient-based NLP solver to produce a local optimum, providing an upper bound on the optimal value of the original problem.

2) Branching strategy: Spatial branching is carried out in the branch-and-bound procedure by partitioning selected problems into descendant subproblems. For MINLP (11), tighter relaxations of the head loss constraints are produced, at each iteration, by branching on the flow variables of the problem: the feasible set is split into two, creating two subproblems with tighter variable bounds. This allows to compute increasingly better lower bounds. Details of the implemented bounding and branching strategies can be found in [22].

B. Bound tightening

Bound tightening consists in reducing the domain of the variables of a problem, taking into account bounds on other variables and the problem constraints. In particular, for MINLP (11), an Optimality-Based Bound Tightening (OBBT) method based on [22] is implemented to tighten the bounds on flow and frictional head loss variables and, as a result, the relaxations of the head loss constraints in the MILP. Tighter bounds are computed by maximizing and minimizing in turn the flow variables $q_i$ subject to a linear relaxation of the constraints of MINLP (11). In particular, integrality constraints on the binary variables $z$ are relaxed and, as for the computation of the lower bound, potential-flow coupling constraints (3c) are linearized using a polyhedral relaxation. A linear relaxation of the constraints produces weaker bounds than a non-linear convex relaxation but can be solved more efficiently. OBBT methods are still, in general, computationally intensive (especially for large problems) and are often limited to the pre-processing stage [22] and/or early branch-and-bound iterations [28].

OBBT however allows to reduce the feasible sets of the subproblems in the branch and bound search tree much more efficiently than branching alone and previous studies have shown that, in some cases, there is a benefit to applying tightening methods throughout the search [30]. For this reason, we suggest implementing additional OBBT steps throughout the sBB procedure (see Figure 1). The resulting branch-and-bound procedure (including the iterative bound tightening steps) is referred to as BB$_{BT+}$. The computational overhead associated with the additional bound tightening steps is expected to affect the performance of BB$_{BT+}$. In Section IV, we apply BB$_{BT+}$ to the solution of optimal DMApairing in BWPnet, and we discuss a practical method based on network reduction to apply BB$_{BT+}$ to optimization problems formulated for large scale water systems. In Section IV, we apply both BB$_0$ and BB$_{BT+}$ to solve MINLP (11) for systems Net25 and BWPnet. We compare the results of the two algorithms and comment on the impact of additional bound tightening on the performance of BB$_{BT+}$.

C. Resilience analysis

In order to evaluate the impact of link additions on system resilience, we perform an a posteriori analysis of the configuration solutions of MINLP (11) using a critical link analysis (CLA) and reserve capacity as a measure of individual link criticality.

Common approaches for the analysis of water system resilience use either surrogate indices, such as Todini’s resilience index [31] or the statistical network entropy [32], or simulation-based criticality analyses - for an exhaustive review of resilience indices for WSSs, see [33] and [8]. Surrogate indices, which measure the topological and/or energy redundancy of WSS, are either based on the hydraulic properties under normal operation, which might not hold under failure conditions, or do not account for the hydraulic properties of the system at all. In comparison, a critical link analysis (CLA) allows to assess the criticality of each link individually, based on hydraulic simulations under failure scenarios. This provides more insight into local resilience issues that can arise due to the WSS topology. For the CLA, the PCV settings are not fixed so as to minimize AZP, as we do not consider normal system operating conditions. In this work, we carry out a CLA: individual link failures are simulated one by one and the reserve capacity (rc) of the resulting WSS configurations is computed as a measure of criticality of the failed link.

Reserve capacity is a well established measure of transportation network resilience and was adapted to water supply
systems in [34] and in [35] under the name of residual capacity. The reserve capacity of a WSS is defined as the maximum feasible demand multiplier, i.e. the maximum multiplier that can be applied to system demands without resulting in violations of the minimum pressure service levels. It assesses the hydraulic resilience of a WSS (i.e. tolerance to increase in demands) under mechanical failure conditions (i.e. failure of system components) [36], [37]. A unique demand multiplier is considered for all demand nodes, which means that if an individual pipe failure leads to the isolation of one or more customer nodes, the reserve capacity of the system drops to 0. A reserve capacity value of less than 1 means the system is able to meet only a fraction of the demand associated with at least one node, whereas a reserve capacity value greater than or equal to 1 means the system is able to meet the demands at all nodes. For more details about reserve capacity, as well as the methodology for computing the measure and carrying out the CLA, see [34].

**IV. RESULTS AND DISCUSSION**

In this work, we solve the problem of optimal link addition and PCV control for two sectorised WSSs. We define the set of candidate links for addition as the set of closed BVs at the boundary between the WSSs DMAs. For operational (i.e. leakage management) purposes, we constrain the addition of new pipes (opening of BVs) to limit DMA aggregation to pairing, as described in Section II-B.

The spatial branch-and-bound (sBB) procedures BB0 and BBBT+, presented in Section III are implemented in Matlab 2018b-64 bit for Windows. Relaxed MILPs within the sBB algorithms as well as the 2\(n_b\) LPs of the OBBT step are solved using gurobi (v8.1) [38]. NLPs are solved by IPOPT (v3.12.9) [39] using the Matlab interface [40]. To take advantage of the sparse structure of the NLPs, the pre-computed sparse gradients and Jacobians are directly provided to the solver. MINLP (11) is also solved directly by calling the state-of-the-art global MINLP solver SCIP, to assess the performance and validate the results of the tailored branch-and-bound procedures BB0 and BBBT+. The SCIP Optimization Suite (v6.0) [41] was implemented in Matlab, via the OPTI toolbox interface. SCIP also implements a spatial branch-and-bound approach. Similarly to BBBT+, SCIP performs additional bound tightening on selected subproblems within the branch-and-bound procedure [27]. Unlike the sBB procedures BB0 and BBBT+, however, SCIP produces lower bounds on the solution of the original problem by solving a convex continuous relaxation of the MINLP subproblems in the branch-and-bound tree: non-convex constraints are relaxed using a convex or polyhedral envelope and integrality constraints are ignored.

Finally, we analyse the optimal system topologies obtained by solving MINLP (11) and validate the achieved improvement in resilience with a CLA using reserve capacity.

**A. Case study 1: Net25**

To demonstrate the implemented branch-and-bound methods, we modify a case study network from the literature, Net25, to include BVs and PCVs. For the purpose of this problem, we also assume all nodes with positive demand to be DMAs. The edited Net25 (see Figure 2) is a WSS comprising 3 reservoirs, 16 nodes (among which 8 DMA nodes with positive demand), and 26 links (15 pipes, 3 PCVs and closed 8 BVs). Friction head losses across network links are modelled using the H-W equation, and 24 time steps are considered. This results in a MINLP with 1656 continuous variables, 8 binary variables, 2934 linear constraints and 624 non-linear constraints.

Based on hydraulic simulations of the original network, the maximum allowed velocity is fixed to 2m/s for all network pipes and a (smooth) quadratic approximation \(\phi()\) of the Hazen-Williams formula is adopted to model head loss across the pipes, as proposed in [22] and [26]. The pressure requirement at customer nodes (i.e. network nodes with strictly positive demand) is fixed to 15m. We solve MINLP (11) in Net25 with BB0, BBBT+ and SCIP for different values of \(n_b\) ranging between 1 and 4 (which is the maximum number of boundary valves that can be simultaneously opened without violating the DMA pairing constraint). The maximum running time is set to 14,400s (4h). The results are summarised by Figure 3, Tables I, II and III. Below, we comment on the results, as well as the performance of the individual components of the implemented sBB algorithm.

1) Solution of the MINLP: The (feasible) solutions produced by BB0 and BBBT+ have better objective value than the solutions produced by SCIP, for all values of \(n_b\) (Tables I, II, III). The objective values of the solutions produced by BB0 and BBBT+ differ by less than 1% (Tables I and II). Furthermore, both BB0 and BBBT+ find a good feasible solution after only a few steps of the branch-and-bound procedure. This confirms

![Figure 2. Example network model Net25: Pressure control valves are represented in blue and boundary valves in red.](image)

**TABLE I**

<table>
<thead>
<tr>
<th>t (s)</th>
<th>(n_b)</th>
<th>Iterations</th>
<th>LB (m)</th>
<th>UB (m)</th>
<th>gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14,400</td>
<td>1</td>
<td>2088</td>
<td>14.2</td>
<td>18.3</td>
<td>29</td>
</tr>
<tr>
<td>14,400</td>
<td>2</td>
<td>3809</td>
<td>14.0</td>
<td>18.3</td>
<td>31</td>
</tr>
<tr>
<td>14,400</td>
<td>3</td>
<td>4757</td>
<td>14.0</td>
<td>19.8</td>
<td>41</td>
</tr>
<tr>
<td>14,400</td>
<td>4</td>
<td>8574</td>
<td>18.3</td>
<td>19.9</td>
<td>9</td>
</tr>
</tbody>
</table>
the observations made in [22]: good progress on the upper bound is made in the early stages of the execution of the branch-and-bound algorithm, i.e. a good quality feasible (if not optimal) solution is found fast. Subsequent steps mainly consist in improving the lower bound on the optimal value of MINLP (11).

The final optimality gaps returned by BB$_{BT^+}$ range between 3.6% and 13% (Table II), i.e. about half to a third of the gaps returned by BB$_0$ (see Table I) and a tenth of the gaps returned by SCIP (see Table III). This is likely to be due to faster progress on the lower bound, resulting from the solution of tighter linear relaxations in BB$_{BT^+}$. The wider the bounds on flow variable $q$, the wider the range of head loss values around $\phi(q)$ is allowed by the relaxations of constraints (3c). The iterative refining of the relaxations in BB$_0$ (past the initial iteration) follows from branching alone, whereas, in BB$_{BT^+}$, additional OBBT steps allow to further refine the bounds of the flow variables $q$ and the relaxations of the head loss constraints: Figure 4 shows that $\rho$, which measures the reduction in the range of flow variables achieved with OBBT, is still close to 0.1 (i.e. 10% reduction on the interval range) after 50 iterations. These results demonstrate the benefit of implementing iterative bound tightening within the sBB procedure. Furthermore, Figure 4 shows that the slow down in the progress on the lower bounds coincides with the decline of $\rho$, suggesting that the limit of OBBT has been reached. Like BB$_{BT^+}$, SCIP also implements iterative bound tightening steps. The relaxed problems solved by SCIP to produce the lower bounds on the optimal value of MINLP (11) however drop the integrality constraints on variables $z$: the obtained LP relaxations are not as tight as the MILP relaxations in BB$_{BT^+}$, resulting in larger optimality gaps (Tables II and III).

In conclusion, the tailored sBB methods find better feasible solutions of MINLP (11) than SCIP in Net25 for all values of $n_b = 1, \ldots, 4$. Better guarantees of optimality on the optimal solutions are produced with BB$_{BT^+}$ compared to BB$_0$, despite an average 79% decrease in the total number of branch-and-bound iterations resulting from the computational overhead of OBBT. The quality of the final optimality gap depends on the tightness of the relaxed problems solved to produce the lower bounds, not the total number of branch-and-bound iterations.

2) Network AZP: Figure 3 shows that, overall, the optimal AZP of Net25 increases with $n_b$, from 18.2 m when $n_b = 1$, to 19.9 m when $n_b = 4$, when the maximum number of new links is reached. In comparison, the optimal average AZP value achieved in the sectorised configuration is 18.2 m. These results suggest that, for the considered case study, AZP minimization and resilience (measured by the surrogate measure $n_b$ in the optimization problem) maximization are conflicting objectives of MINLP (11).

3) Network resilience and link criticality: In this section, we further analyse the resilience of the solutions of MINLP (11) obtained for $n_b = 1, \ldots, 4$ using reserve capacity and comment on the trade-off between AZP and network resilience in Net25. A summary of the results of the CLAs is provided in Figure 5, which represents the box-plot of reserve capacity values associated with the failure of individual links in Net25 for optimal DMA pairing configurations found by solving

<table>
<thead>
<tr>
<th>t (s)</th>
<th>$n_b$</th>
<th>Iterations</th>
<th>LB (m)</th>
<th>UB (m)</th>
<th>gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14,400</td>
<td>1</td>
<td>1,022</td>
<td>15.9</td>
<td>18.2</td>
<td>10</td>
</tr>
<tr>
<td>14,400</td>
<td>2</td>
<td>983</td>
<td>16.6</td>
<td>18.2</td>
<td>10</td>
</tr>
<tr>
<td>14,400</td>
<td>3</td>
<td>999</td>
<td>17.2</td>
<td>19.8</td>
<td>15</td>
</tr>
<tr>
<td>14,400</td>
<td>4</td>
<td>1,006</td>
<td>19.2</td>
<td>19.9</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table II**

Solutions of MINLP (11) obtained with BB$_{BT^+}$, with $n_b = 1, 2, 3, 4$ for Net25 (running time is 4 hours). The relative optimality gap is defined as $\frac{UB-LB}{LB}$.

<table>
<thead>
<tr>
<th>t (s)</th>
<th>$n_b$</th>
<th>Iterations</th>
<th>LB (m)</th>
<th>UB (m)</th>
<th>gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14,400</td>
<td>1</td>
<td>-</td>
<td>10.8</td>
<td>18.5</td>
<td>71</td>
</tr>
<tr>
<td>14,400</td>
<td>2</td>
<td>-</td>
<td>7.6</td>
<td>20.0</td>
<td>163</td>
</tr>
<tr>
<td>14,400</td>
<td>3</td>
<td>-</td>
<td>7.0</td>
<td>20.0</td>
<td>186</td>
</tr>
<tr>
<td>14,400</td>
<td>4</td>
<td>-</td>
<td>11.1</td>
<td>20.6</td>
<td>86</td>
</tr>
</tbody>
</table>

**Table III**

Solutions of MINLP (11) obtained with SCIP, with $n_b = 1, 2, 3, 4$ for Net25 (running time is 4 hours). The relative optimality gap is defined as $\frac{UB-LB}{LB}$.

**Fig. 3.** Results (upper, lower bounds and optimality gaps) of MINLP (11) obtained for Net25 with BB$_0$, BB$_{BT^+}$, and SCIP, for $n_b = 1, 2, 3, 4$.

**Fig. 4.** Results of BB$_{BT^+}$ in Net25 for $n_b = 1$. $\rho$ represents the reduction in the diameter of the intervals of the flow variables (defined as $\text{diam} = \max_{k,j}((q_{DJ}^{k})_{j} - (q_{DJ}^{k})_{j})$) achieved with OBBT.
MINLP (11) for \( n_b = 1, \ldots, 4 \). We also represent on Figure 5 the results of the CLA performed on the original configuration of Net25 (all BVs closed).

Originally, the reserve capacity of 87\% of Net25 pipes is less than or equal to 0.13, and it is equal to 0 for over half the pipes in Net25. Single pipe failure events affect the ability of Net25 to meet even a fraction of nominal customer demand in the sectorised configuration. This is due to the tree-like configuration of Net25: as the original configuration of Net25 features no loops, most pipes are on exclusive supply paths. The number of sources provides some redundancy, but the network is able to supply only a fraction of the nominal demand when it has to rely on 2 reservoirs instead of 3.

We observe on Figure 5 that the reserve capacity of pipes in Net25 increases with the number of open BVs (\( n_b \)) in the network configuration: the interquartile range of reserve capacity values ranges from 0.0 to 0.45 for \( n_b = 1 \), 0 to 1.15 for \( n_b = 2 \), 0.1 to 1.5 for \( n_b = 3 \), and finally 0.86 to 1.6 for \( n_b = 4 \), when the maximum number of boundary valves are opened. In Net25, the addition of new links between DMAs (i.e. the opening of boundary valves), even under pairing constraints, leads to a significant increase in the reserve capacity of the network for a minor increase in network AZP: for \( n_b = 4 \), two thirds of all Net25 pipes are associated with a reserve capacity value greater than or equal to 1 (i.e. their individual failure does not impact the ability of the network to supply customer nodes under normal demand conditions), compared to only one pipe in the sectorised configuration, for less than a 7\% increase in AZP. This can help mitigate the effect of individual pipe failure events and increases the resilience of the network.

4) 24-hour optimization vs. peak demand: Finally, we solve MINLP (11) in Net25 for a single time step, at peak demand, for all values of \( n_b = 1, \ldots, 4 \). This results in a problem with 69 continuous variables, 8 binary variables, 151 linear constraints and 26 non-linear constraints. The running time is set to 180\,s (3\,min). The results of the optimization problem are reported in Table IV, for all values of \( n_b = 1, \ldots, 4 \). We refer to the binary solutions of MINLP (11) at peak demand (time step 10) for different values of \( n_b = 1, \ldots, 4 \) as \( z_{10}^{n_b} \).

For all values of \( n_b = 1, \ldots, 4 \), we then fix the binary variables \( z \) in MINLP (11) to \( z_{10}^{n_b} \) and we solve the resulting (continuous) non-convex program (with IPOPT) to compute AZP, the minimal average AZP values over all time steps corresponding to configurations \( z_{10}^{n_b} \). The obtained local minima are recorded, for \( n_b = 1, \ldots, 4 \), under AZP in Table IV. We compare the results to the values in Table II, the objective values of the solutions to problem (11) solved for all time steps on Net25.

Table IV shows that AZP values AZP are, for all values of \( n_b = 1, \ldots, 4 \), less than or equal to the optimal AZP values found by solving MINLP (11) for Net25 over all times steps. For Net25, solving MINLP (11) at peak demand, and not over all time steps, does not result in suboptimal pairing configurations but instead produces at least as good solutions than solving MINLP (11) for Net25 over all time steps.

We observe that the number of unknowns and constraints in MINLP (11) grows rapidly with the number of time steps, and the number of pipes and nodes included in the considered water network. Therefore, when large operational networks and multiple time steps are considered, the computational cost required to solve the resulting mixed inter nonlinear program could be impractical. Results reported in Table IV suggest that MINLP (11) can be solved over a single time step (peak demand), without affecting the quality of the computed solutions.

### B. Case study 2: BWPnet

The problem formulation is also applied to the optimization of the design and control of BWPnet, an operational network which is part of an urban water system in the UK. For BWPnet, the Darcy-Weisbach (DW) model of friction head loss across the network pipes is adopted and a maximum allowed velocity of 3 m/s is fixed for all pipes. The network counts 10099 nodes and 4 sources for 10597 links, among which 21 are PCVs and 57 are BVs. A 15-minute resolution daily demand pattern is available for BWPnet, which represents 96 time steps in total over 24h. The resulting MINLP has over 3 million continuous variables, 57 binary variables, over 5 million linear constraints and 1 million non-linear constraints.

1) Model reduction: The complexity of the optimization problem grows with the size of the network. In particular, the more links in the network, the more non-convex constraints in MINLP (13) and the more branching steps we expect the branch-and-bound algorithm will require to converge. The results of the analysis of Net25 show that loose bounds on flow and head loss variables \( q \) and \( \theta \) in the MILP result in slower

<table>
<thead>
<tr>
<th>( n_b )</th>
<th>( t ) (s)</th>
<th>( z_{10}^{n_b} ) (m)</th>
<th>( z_{10}^{n_b} ) (m)</th>
<th>( z_{10}^{n_b} ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>180</td>
<td>1</td>
<td>17.2</td>
<td>17.2</td>
</tr>
<tr>
<td>2</td>
<td>180</td>
<td>2</td>
<td>17.2</td>
<td>17.2</td>
</tr>
<tr>
<td>3</td>
<td>180</td>
<td>3</td>
<td>18.6</td>
<td>18.6</td>
</tr>
<tr>
<td>4</td>
<td>180</td>
<td>4</td>
<td>19.4</td>
<td>19.4</td>
</tr>
</tbody>
</table>

**Table IV** Solution of MINLP (11) computed with BBBT+ for Net25 over a single time step (peak demand) and optimal AZP (m) values obtained for configurations \( z_{10}^{n_b} \), with \( n_b = 1, 2, 3, 4 \), over all time steps.
progress on the lower bound and larger final optimality gap (see Section IV-A). Furthermore, OBBT is too computationally intensive to be applied within the branch-and-bound algorithm for large networks (BWPnet is over two orders of magnitude larger than Net25). To address these limitations and solve MINLP (13) for BWPnet, we extract a reduced model of the network. We implement the skeletonization procedure described in [42], based on the removal of branching pipes, and substitution of pipes in series and parallel pipes with pseudolinks. Nodal demands and minimum pressure requirements are adjusted to account for the properties of the removed system parts, together with pseudolink characteristics. However, the reduced model is not equivalent to the original network.

We apply the model reduction procedure to BWPnet, excluding PCVs and BVs from the set of links to be removed. We also limit the optimization problem to a single time step. We consider the demand conditions of the network at peak demand, as this provides good (if not optimal) solutions for Net25 (see Tables II and IV). In conclusion the formulation of MINLP (13) results in a problem with 4136 continuous variables, 57 binary variables, 9787 linear constraints and 1511 non-linear constraints.

2) $n_b$: We solve the problem of optimal DMA pairing in BWPnet for different numbers of BVs $n_b$ to open, to investigate the trade-off between resilience and AZP. To find the maximum (feasible) value of $n_b$, we solve the following MILP, which maximizes the number of open BVs subject only to the pairing constraints in BWPnet:

$$\begin{align*}
\text{maximize} & \quad \mathbf{1}_{n_{BV}} z \\
\text{subject to} & \quad A z \leq \mathbf{1}_{n_B} \\
& \quad z \in \{0; 1\}^{n_{BV}}
\end{align*}$$ (12)

where the binary variables $z$ represent the open or closed state of the BVs in the network. Based on the solution of MILP (12), we find that feasible values of $n_b$ for BWPnet range from 0 (i.e. the original sectorised network configuration) to 25. Due to the large range of values (and size of the optimization problem), we do not consider all values between 0 and 25 but instead we solve the following MINLP for $n_b = 5, 10, 15, 20, 25$:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{n_W W} \sum_{k=1}^{n_B} w^T (h^k - \zeta) \\
\text{subject to} & \quad \mathbf{1}_{n_{BV}} z \geq n_b, \\
& \quad A z \leq \mathbf{1}_A, \\
& \quad z \in \{0; 1\}^{n_{BV}}, \\
& \quad (q^k, h^k, n^k, \theta^k) \in F^k, \\
& \quad \forall k \in \{1, \ldots, n_k\}
\end{align*}$$ (13)

where $F^k \subset \mathbb{R}^{n_r} \times \mathbb{R}^{n_h} \times \mathbb{R}^{n_r} \times \mathbb{R}^{n_p}$ is the set defined by (3a)-(3c) and (8a)-(8c), $\forall k \in \{1, \ldots, n_k\}$. The equality constraint on the number of open BVs in MINLP (11) is replaced by an inequality: instead of solving MINLP (11) for all values of $n_b \in [1; 25]$, we define a lower bound on the number of BVs to open in MINLP (13) and allow for $\mathbf{1}_{n_{BV}} z$ to take all values in the integer intervals $[n_b; 25]$.

### Table V

<table>
<thead>
<tr>
<th>$t$ (s)</th>
<th>$n_b$</th>
<th>Iterations</th>
<th>LB (m)</th>
<th>UB (m)</th>
<th>gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>86,400</td>
<td>5</td>
<td>581</td>
<td>25.1</td>
<td>31.9</td>
<td>27</td>
</tr>
<tr>
<td>86,400</td>
<td>10</td>
<td>536</td>
<td>25.1</td>
<td>31.4</td>
<td>25</td>
</tr>
<tr>
<td>86,400</td>
<td>15</td>
<td>680</td>
<td>25.1</td>
<td>31.3</td>
<td>25</td>
</tr>
<tr>
<td>86,400</td>
<td>20</td>
<td>1078</td>
<td>25.5</td>
<td>31.8</td>
<td>25</td>
</tr>
<tr>
<td>86,400</td>
<td>25</td>
<td>2054</td>
<td>30.3</td>
<td>36.1</td>
<td>17</td>
</tr>
</tbody>
</table>

### Table VI

<table>
<thead>
<tr>
<th>$t$ (s)</th>
<th>$n_b$</th>
<th>Iterations</th>
<th>LB (m)</th>
<th>UB (m)</th>
<th>gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>86,400</td>
<td>5</td>
<td>37</td>
<td>27.4</td>
<td>30.7</td>
<td>12</td>
</tr>
<tr>
<td>86,400</td>
<td>10</td>
<td>36</td>
<td>27.4</td>
<td>31.1</td>
<td>13</td>
</tr>
<tr>
<td>86,400</td>
<td>15</td>
<td>29</td>
<td>27.5</td>
<td>31.3</td>
<td>14</td>
</tr>
<tr>
<td>86,400</td>
<td>20</td>
<td>33</td>
<td>28.3</td>
<td>31.8</td>
<td>12</td>
</tr>
<tr>
<td>86,400</td>
<td>25</td>
<td>24</td>
<td>33.6</td>
<td>36.1</td>
<td>7</td>
</tr>
</tbody>
</table>

3) Solution of the MINLP: As for Net25, we solve MINLP (13) for the reduced model of BWPnet with $BB_0$, $BB_{BT+}$ and SCIP. Given the size of the problem, the running time is set to 86400 s (1 day). SCIP is not able to produce a solution in one day of computation for any value of $n_b$. We comment on the solutions of MINLP (13) obtained with $BB_0$ and $BB_{BT+}$ for $n_b = 5, 10, 15, 20, 25$, summarised in Tables V and VI and Figure 6, and analyse the impact of the individual steps of $BB$ and $BB_{BT+}$ on the overall performance of the tailored procedures.

The optimal values found for $n_b = 5, 10, 15, 20, 25$ with $BB_0$ and $BB_{BT+}$ are similar, if not identical (e.g. for $n_b = 15, 20, 25$) - see Tables V and VI. Furthermore, (if not optimal) solutions are found early in the branch-and-bound procedure. Subsequent steps mostly consist in tightening the optimality gap by improving the lower bound. This seems to confirm the conclusions drawn from the analysis of Net25:
the upper bounding strategy is able to provide a good incumbent solution after a small number of branch-and-bound iterations and its performance does not seem to depend on the implementation of additional bound tightening steps. As for Net25 however, BB$_{BT+}$ (Table VI) produces better optimality gaps for BWPnet than BB$_0$ (Table V): the optimality gaps obtained for the solution of MINLP (13) with BB$_0$ are about twice as wide, on average, than the optimality gaps obtained with BB$_{BT+}$. Once again, the tighter relaxations produced by OBBT seem to outweigh the computational overhead of implementing the method at each branch-and-bound iteration. The final relative optimality gaps obtained with BB$_{BT+}$ remain large (12% on average), due to an early slow-down in the progress of the lower bound. The absolute optimality gaps (3.4 m on average), although larger than the optimality gaps obtained for Net25 (Table II), are still of the same order of magnitude as the uncertainty that is likely to affect pressure control in operational networks of this size (as a result of the stochasticity of customer demand and discrepancies in the hydraulic model) [14], [22].

In conclusion, for BWPnet, as for Net25, the tailored sBB procedure BB$_{BT+}$ performs the best: for all values of $n_b = 5, 10, 15, 20, 25$, it produces equivalent or better feasible solutions and optimality gaps than BB$_0$. In both case studies, and for all values of $n_b$ considered, the tighter relaxations produced by OBBT seem to outweigh the computational overhead of implementing the method at each branch-and-bound iteration. Finally, we were not able to compare the performance of BB and BB$_{BT+}$ to SCIP on the operational network model BWPnet, as the state-of-the-art solver could not produce a feasible solution within the time limit of one day.

4) Network AZP: The optimal AZP of the reduced BWPnet network increases with $n_b$, from 30.7 m when $n_b = 5$ to 36.1 m when $n_b = 25$, i.e. when the maximum number of BVs are open (see Figure 6). Figure 6 however shows that there is a jump in AZP values between $n_b = 20$ and $n_b = 25$. When going from $n_b = 5$ to $n_b = 20$, which results in a difference in configurations of 15 additional links, optimal network AZP varies by little more than 1 m, reaching a maximum of 31.8 m for $n_b = 20$, which represents a 2.6 m increase in AZP compared to the original sectorised configuration. This suggests that, although AZP minimization and link addition are conflicting objectives for the considered case study, improvement in network resilience could be achieved for a reasonable increase in AZP.

5) Network resilience and link criticality: We assess the improvement in resilience achieved in BWPnet resulting from the addition of new links. A summary of the results is provided in Figure 7, which represents a histogram of the number of links with reserve capacity greater than 1 in the optimal DMA configurations found by solving MINLP (13) for $n_b = 5, 10, 15, 20, 25$. We compare the results against a CLA of the baseline sectorised configuration. We use the rc value threshold of 1, as a reserve capacity greater than 1 means the system is able to meet customer demands in the presence of pipe failure. Alternatively, other rc thresholds can be used for the analysis (e.g. if partial customer supply is tolerated under failure conditions).

In the original (sectorised) network configuration, 5450 pipes have a reserve capacity value greater than 1. This number increases with $n_b$, to 6113 (representing a 12% increase in the number of pipes associated with a reserve capacity value greater than 1) for $n_b = 25$ (see Figure 7): the opening of $n_b = 25$ BVs allows to meet nominal customer demand under 663 more individual pipe failure scenarios. As for Net25, the addition of links to BWPnet also results in a general increase in the reserve capacity of BWPnet pipes: the median and average reserve capacity values increase from 4.48 and 3.62 for $n_b = 5$ to 5.47 and 4.95 respectively for $n_b = 25$. For $n_b = 5, 10, 15, 20, 25$, most BWPnet pipes have similar reserve capacity values (rc), resulting in very narrow interquartile ranges centered around the increasing median rc value.

Solving MINLP (13) for $n_b = 5, 10, 15, 20, 25$ results in the creation of respectively 2, 3, 4 and 5 DMA pairs in BWPnet. The addition of links between DMAs under the constraint of pairing allows to increase the network reserve capacity associated with individual link failures and, as a result, reduces the risk of interruption of supply, by providing alternative DMA inlets and supply routes to customer nodes. More resilient structures could be achieved by removing the pairing constraints and adding more links (i.e. opening more BVs). However, this would not necessarily produce a feasible network configuration: opening all 57 BVs in BWPnet, for instance, results in a hydraulically infeasible network model. Furthermore, this would result in the loss of the sectorized network structure and, consequently, an increase in pressure management implementation complexity.

![Fig. 7. Histogram representing the number of links with reserve capacity greater than 1 for all BVs closed, $n_b = 5, 10, 15, 20, 25$.](image-url)

V. Conclusions and future work

This paper investigates the design-for-control (DIC) problem of optimal link addition and pressure control to improve the resilience of existing WSSs while minimizing the impact on network performance. We propose a mathematical programming formulation resulting in a MINLP, which can be applied for the solution of general WSS rehabilitation or expansion problems, given a set of candidate links for addition. In this regard, future work could investigate strategies...
to identify sets of candidate links based, for instance, on the well-connectedness of demand nodes or supply areas [43]. Our numerical experiments focus on the particular case of sectorised WSSs, where the set of candidate links for addition is limited to existing closed BVs.

In contrast to previous rehabilitation design studies in WSSs, we apply mathematical optimization methods and adapt a spatial branch-and-bound procedure from the literature (BB0) to attempt to solve globally the design-for-control problem of optimal link addition and pressure management. We modify BB0 to include iterative optimality-based bound tightening (OBBT) throughout the branch-and-bound procedure and implement a model reduction step to address size limitations posed by operational networks. The tailored algorithm (BBBT+) was shown to perform better than the state-of-the-art MINLP solver SCIP and BB0 for both network models considered. Despite a significant reduction in the total number of completed branch-and-bound iterations compared to BB0, BBT+ provided at least as good feasible solutions with twice to three times smaller optimality gaps, suggesting that, for the considered problem, the quality of the solution does not depend as much on the total number of branch-and-bound iterations as it does on the tightness of the MILP relaxations solved to produce the lower bounds.

Finally, we perform an a posteriori validation of the increase in resilience resulting from the addition of new connections with a critical link analysis (CLA), using reserve capacity. The analysis of the solutions found for Net25 and BWNet shows that opening BVs between DMAs increases the number of DMA inlets and independent supply paths, mitigating the impact of the failure of links on exclusive supply paths. Moreover, the computed solution provides a low cost strategy to improve the resilience of sectorised WSSs, as the cost of opening existing BVs is negligible compared to installing new pipes. The numerical experiments however show that, for the considered case studies, improving resilience (by adding new links) and minimizing AZP are conflicting objectives. Future work could investigate the implementation of dynamic aggregation solutions, to improve network resilience while preserving the benefits of network sectorization (i.e. pressure management and leakage monitoring).

### APPENDIX I

**MATRIX OF BINARY CONSTRAINTS FOR SECTORISED WSSS**

For the particular case of sectorised WSSs, the matrix of constraints $A$ in (9) is defined as below, by incrementally adding lines corresponding to the constraints on the vector of binary variables $z$ representing the opening of the boundary valves between DMAs. We define $C$, the set of network DMAs. Given DMA $c_i \in C$, we consider the set $C_i$ of all neighbouring DMAs connected to $c_i$ by a closed boundary valve. $\forall c_j, c_k \in C_i$, $v_{ij}, v_{ik} \in E_{CP}$ are the sets of closed boundary valves connecting DMA $c_i$ to DMAs $c_j$ and $c_k$ respectively. The condition to limit aggregation of DMAs to pairing results in the following constraints on $z$:

$$\forall l \in V_{ij}, \quad 0 \leq \sum_{m \in V_{ik}} z_m \leq 1 - z_l$$

or, equivalently,

$$\forall l \in V_{ij}, \quad 0 \leq \sum_{m \in V_{ik}} z_m + z_l \leq 1$$

This constraint is expressed for all $l$ in $V_{ij}$, all $c_k$ in $C_i$ and all $c_j$ in $C$, each new inequality producing the coefficients of a new line of matrix $A$.
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