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Johannes Pausch
This thesis aims to showcase the versatility of statistical mechanics. It splits into two parts: firstly, applications of Doi-Peliti field theory to filament growth and branching processes, and secondly, wetting phenomena on structured surfaces.

In Chapter 1, I derive the Doi-Peliti field theory; the derivation starts with stochastic processes that obey the Markov property and goes on to link them to the master equation. It is then recast as a partial differential equation of the probability generating function, the solution of which is found perturbatively with the Doi-Peliti path integral.

This path integral formulation is used in Chapter 2 to model continuous-time branching processes. The critical behaviour of these processes is studied analytically and corroborated with simulations. The results were also published in [51] and show a natural link between the mathematics of stochastic processes and Doi-Peliti field theory.

The field theory is then applied to the reaction-diffusion process of filament growth in Chapter 3. The filaments are polymers found in cells of living organisms, which assemble by incorporating their building blocks from the environment. However, if the environment does not contain enough building blocks, the filaments disassemble. The stochastic switching between disassembly and assembly leads to intriguing dynamics. Some of the results are part of a published article [118].

Statistical mechanics is also concerned with equilibrium phenomena. A class of these phenomena is studied in Chapter 4 in the context of wetting. Wetting occurs when a fluid forms a liquid film on a solid surface. If the surface is structured, i.e. has edges or corners, the occurrence of phase transitions of the liquid film depends on its specific structure. The structured surfaces studied in this thesis are the wedge and the apex; the results for them were also published in [133].
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2.1 Simulated trajectories $N(t)$ of the branching process with binary offspring distribution (blue line) and geometric offspring distribution (red line) at criticality. Time $t$ is in units of $1/s$, the average waiting time for a branching event of a single particle, see Eq. (2.3). Figure from [51].

2.2 Representation of the first three interaction terms as vertices in Feynman diagrams. In general, the interaction term $q_k \bar{\phi}^k \phi$ is represented by a vertex with one incoming leg and $k$ outgoing legs.

2.3 First, second and third moments ($n = 1, 2, 3$) of branching processes with binary and geometric offspring distributions. As both offspring distributions are one-parameter distributions, the coefficient $r$ is sufficient to completely define the distribution. Markers: simulation results. Straight lines: Exact analytical solutions, Eqs. (2.31), (2.37), and (2.42). Dashed line: analytical approximations for $n = 2, 3$, Eq. (2.44). The scaling of the $y$-axis by $(r/\bar{q}^2)^{n-1}$ and of the $x$-axis by $r$ results in a collapse of $g_n(t)$ for all values of $r$. Figure adapted from [51].

2.4 Probabilities $P(N(t) = m|N(0) = 1)$ for $m \in \{0, 1, 2, 3, 4, 5, 6\}$ for a binary offspring distribution with $r/s = 0.2$. Lines: analytical results, Eq. (2.52). Markers: simulation results. Top (a): binary offspring distribution. Bottom (b): geometric offspring distribution.

2.5 Survival probability for binary and geometric offspring distributions. Dashed lines: analytic results, which are exact for binary offspring distributions and which are approximations for geometric offspring distributions. Markers: simulation results. Figure adapted from [51].

2.6 Distribution of the times of death for branching processes with several binary offspring distributions $r/s \in \{10^{-1}, 10^{-2}, 10^{-3}, 0\}$. Dashed line: analytical results, Eq. (2.59). Markers: simulation results. Figure adapted from [51].

2.7 Rescaled expected time of death $s \mathbb{E}_T[T]$ over $r/s \in [10^{-4}, 10^{-1}]$ for binary and geometric offspring distributions. Straight line: analytical results, Eq. (2.61). Markers: simulation results.
2.8 Expected shape of trajectory given death at time $T$ for different $T/s \in \{4, 8, 16, 32, 64, 256\}$. Time is rescaled with $\tau = t/T$ such that time of death is at $\tau = 1$. Chosen parameters are $r/s = 10^{-1}$ and $q^2/s = 0.45$. As the time of death is increased, the shapes approach an upper boundary $\lim_{T \to \infty} V(T, T) = 1 + 2q^2/r$. Figure from [51].

2.9 Rescaled trajectory shapes averaged over all possible times of death $T \in (0, \infty)$ for several $r/s \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ using binary offspring distributions. Dashed lines: analytical result Eq. (2.84), Markers: simulation results. Figure adapted from [51].

2.10 Variance (straight black line) and 2-point covariance (dashed lines) for several times of the branching process with binary offspring distribution. Markers: simulation results. Figure adapted from [51].

2.11 Distribution of the total size of trajectories for binary and geometric offspring distributions for $r/s \in \{10^{-1}, 10^{-2}, 10^{-3}, 0\}$. Dashed line: analytical approximation. Markers: simulation results. Figure adapted from [51].

3.1 A schematic of the microtubule self-assembly process. Tubulin / actin (red blocks) moves diffusively in $\mathbb{R}^3$, while the microtubule / actin filament tip is fixed on a lattice with spacing $h$. Tubulin / actin can be incorporated in the microtubule / actin filament (coefficient $\lambda$) and released from from its tip (rate $\tau$). Figure from [118].

3.2 The stochastic processes that appear in the interaction part of the action $\mathcal{A}_{\text{int}}$ are represented as amputated vertices in Feynman diagrams. All Feynman diagrams should be read from right to left. Figure from [118].

3.3 Three scenarios for filament growth speed. Red lines: diffusion-limited growth speed. Blue lines: reaction-limited growth speed. Black lines: effective growth speed. A: The effective reaction-limited growth speed is slower than the diffusion-limited growth speed at all bulk densities $\zeta$. B: There is a cross-over bulk density $\zeta_x$ above which diffusion-limited growth is slower than reaction-limited growth. C: Diffusion-limited growth is slower than reaction-limited growth at all bulk densities $\zeta$. Figure from [118].
3.4 Density of particles in the moving frame in the section $\tilde{x} = 0$. The particle density is depicted compared to the bulk density $\zeta$ for three different bulk densities $\zeta$. All other parameters are taken from Table 3.2, with $\lambda = k_{on}$ and $\tau = k_{off}$. The depletion zones change from a spherically symmetric shape to an asymmetric oval shape. However, the oval shape only appears for unrealistically large densities.

3.5 Steady state (line) and relaxation (dotted) parts of the growth length are shown for three different example densities $\zeta$. All other parameters are taken from Table 3.2 with $\lambda = k_{on}$ and $\tau = k_{off}$.

3.6 The correlation function $C_s(\Delta t)$ is depicted for three different particle densities. All other parameter values were are taken from Table 3.2.

3.7 A convolution of the correlation function $C_s(\Delta t)$ with a time window of 1.5s is depicted for three different particle densities $\zeta$. All other parameter values were are taken from Table 3.2. The convolution imitates the effect of a low temporal resolution as would be expected in experiments.

4.1 Macroscopic picture (top) and mesoscopic picture (bottom) of a liquid droplet on a solid surface, surrounded by gas. The contact angle $\theta$ is formed between the macroscopic liquid-gas and solid-liquid boundaries. In the mesoscopic picture, a liquid layer coats the entire solid surface.

4.2 Typical phase diagram of a material with liquid-gas coexistence line $p_{sat}(T)$. Along this line is the wetting transition point $(T_W, p_{sat}(T_W))$, where the contact angle $\theta$ vanishes. At the end of the coexistence line, there is a critical point beyond which liquid and gas are indistinguishable.

4.3 Phase diagram of a fluid exposed to a solid surface. The fluid’s liquid-gas coexistence line $p_{sat}(T)$ is aligned with the $y$-axis. The $x$-axis shows $\Delta p = p_{sat}(T) - p$. The pre-wetting transition line extends from the wetting transition point $(p_{sat}(T_W), T_W)$ into the gas phase, along the (solid) line $(\Delta p, T_{PW}(\Delta p))$. Above the pre-wetting line, a thick liquid layer forms on the solid surface, below the pre-wetting line, a thin liquid layer forms. Both phases merge at a critical point. Dashed lines: spinodals of the pre-wetting transition. Between the upper spinodal and the pre-wetting transition line, the thin configuration exists as a meta-stable state. Analogously, between the lower spinodal and the pre-wetting transition line, the thick configuration exists as a meta-stable state.
4.4 Sketch of the three different scenarios for Eq. (4.11) for the wetting on a plane. $\eta_\pi$ marks the global minimum of the function Eq. (4.11). a) Dry phase $T < T_W$, the liquid layer assumes height $\eta_\pi$ and $C > 0$. b) Wetting transition point $T = T_W$. Two liquid heights are energetically equal, finite height and infinite height. $C = 0$. c) Wet phase $T > T_W$. An infinite liquid layer is energetically preferable. $C = 0$.

4.5 Sketch of the three different scenarios of Eq. (4.11) for pre-wetting on a plane. $\eta_\pi$ marks the global minimum of the function Eq. (4.11). a) Thin phase $T < T_{PW}(\Delta p)$, the liquid layer assumes a thin height. b) Pre-wetting transition point $T = T_{PW}(\Delta p)$. Two liquid heights are energetically equal, thin and thick. c) In the thick phase $T > T_{PW}(\Delta p)$. A thick liquid layer is energetically preferable.

4.6 Setup of the wedge with slope $\pm \alpha$. Due to the symmetry of the solid surface, the liquid layer is symmetric too. The liquid profile is assumed to be continuously differentiable at the wedge $x = 0$, where its height equals $\eta_w$. Far away from the wedge, the liquid layer assumes the energetically minimising height $\eta_\pi$. Figure adapted from [133].

4.7 Sketch of $\eta_x = \sqrt{2\Delta W/\sigma}$ and $\eta_x = \alpha$ for the wedge filling transition. a) empty phase, b) filled phase. The free energy of the possible solutions can be compared by considering the coloured areas: Above the line $\eta_x = \alpha$, areas count positive for the free energy, below the line, areas count negative for the free energy. $\eta_1$ is unphysical as a solution. The negative blue area represents the free energy of the liquid profile with liquid height $\eta_2$ at $x = 0$, given that away from the wedge, the liquid height tends to $\eta_\pi$. The orange minus the blue area represents the free energy of the liquid profile with liquid height $\eta_3$ at $x = 0$, given that away from the wedge, the liquid height tends to $\eta_\pi$. However, the free energy of a completely filled wedge is even lower, represented by the yellow area. Hence, for the shown wedge slope $\alpha$ in b), the system is in the filled phase of the filling transition. The empty phase appears where $\alpha$ is small enough so that the third solution $\eta_3$ does not exist, see a).

4.8 Sketch of the solutions for the pre-filling transition on a wedge. $\eta_\pi$ marks the global minimum of the function Eq. (4.11). The spinodals are defined as the points in $(\Delta p, T)$-space, where the second local minimum touches the $\eta_x = \alpha$ line (dashed horizontal line). a) If the blue area is larger than the orange area, then the liquid height will be $\eta_1$ at $x = 0$. b) If the orange area is larger than the blue, the liquid height will be $\eta_3$ at $x = 0$, see Eq. (4.18). The line in $(\Delta p, T)$-space along which the blue and orange areas are equal is the pre-filling transition line.
4.9 Main Figure: Profiles (thin blue lines) of the liquid layer of the wedge close to the pre-filling transition. At the pre-filling transition the liquid layer at the wedge $x = 0$ discontinuously changes to a thick liquid height. At higher temperatures, this thick layer extends along the walls until it covers the entire solid surface at the pre-wetting transition. Left inset: the phase diagram, black: pre-wetting transition line, blue: pre-filling transition line. The extension of the thick layer increases in the direction of the green arrow. Right inset: The extension $h$ of the thick layer diverges as the pre-wetting line is approached. Figure from [133].

4.10 Phase diagram of the pre-filling transition. a) Several pre-filling transition lines with varying values of the wedge slope $\alpha$. Blue lines: if $\alpha > \alpha^*$, the pre-filling line is continuous from the filling transition point to the pre-wetting spinodal. Red lines: if $\alpha < \alpha^*$, the pre-filling line intersects the pre-wetting line. b) Schematic of the different phases: below the pre-filling line, the liquid layer is thin everywhere, between pre-filling and pre-wetting line, the layer is thin at $x = \pm \infty$ but thick at the wedge $x = 0$, above the pre-wetting line, the liquid layer is thick everywhere. The pre-filling transition also has spinodals (dashed blue and red lines), between which the other phase exists as a meta-stable configuration. c) The discontinued pre-filling line has two parts and splits the pre-wetting line into three segments PW1, PWM and PW2, of which two are continuous transitions, while the middle segment is a first order transition. Figure from [133].

4.11 The two temperatures $T_1^*$ and $T_2^*$ of the intersection of the pre-filling line with the pre-wetting line depending on the wedge slope $\alpha = \tilde{\alpha}(T)$. For each choice of $\alpha$ (the example shown is for $\alpha = 0.9 \cdot \alpha^*$), there are two intersection points, except for the critical slope $\alpha^*$, where they merge into one point. In the limit of vanishing slope $\alpha = 0$, the two intersection points converge to the wetting transition point and the end of the pre-wetting line because the wedge transforms into a plane, which does not exhibit a pre-filling transition. Figure from [133].

4.12 Wetting of an apex with slope $\pm \alpha$. Far away from the apex, the liquid height is given by the global minimum of $\sqrt{2\Delta W(\eta)/\sigma} = \eta_a$. At the apex, the liquid height is $\eta_a$ and can have two different, physically plausible solutions. Figure adapted from [133].
4.13 Sketch of the solutions for the unbending transition on an apex. \( \eta_{\pi} \) marks the global minimum of the function Eq. (4.11). The spinodals are defined as the points in \((\Delta p, T)\)-space, where the second local minimum touches the \( \eta_{x} = \alpha \) line (dashed horizontal line). a) If the blue area is larger than the orange area, then the liquid height will be \( \eta_{1} \) at \( x = 0 \). b) If the orange area is larger than the blue, the liquid height will be \( \eta_{3} \) at \( x = 0 \), see Eq. (4.14). The line in \((\Delta p, T)\)-space along which the blue and orange areas are equal is the unbending transition line.

4.14 Phase diagram of the unbending transition. Black lines: pre-wetting line (solid) and its spinodals (dashed). Blue and red lines: unbending transition lines (solid) and their spinodals (dashed). The unbending only exists if \( \alpha < \alpha^\dagger \). b) For \( \alpha^\dagger < \alpha < \alpha^\ddagger \), the unbending line starts at the liquid-gas transition line and ends at the pre-wetting spinodal. c) For \( \alpha < \alpha^\dagger \), the unbending line starts at the pre-wetting line (at temperature \( T_3^\ast \)) and also ends at the pre-wetting spinodal. Figure from [133].

4.15 Main Figure: Profiles (thin blue lines) of the liquid layer on an apex. At the unbending transition, the height of the liquid layer discontinuously changes from thick to thin. At lower temperatures, this thin layer extends along the walls until it covers the entire solid surface at the pre-wetting transition. Inset: Pre-wetting line (black) and unbending line (blue). The extension of the thin layer diverges in the direction of the green arrow. Figure from [133].

4.16 The temperature \( T_3^\ast \) of the intersection of the unbending line with the pre-wetting line as a function \( \tilde{\alpha}(T) \) (solid red line). For a specific choice of \( \alpha \) (here as example \( \alpha = 1.1 \cdot \alpha^\ast \)), there is at most one temperature \( T_3^\ast \) for which an intersection is possible. If \( \alpha > \alpha^\dagger \), no such temperature is exists and the unbending line intersection the liquid-gas transition line instead. For comparison, the function \( \tilde{\alpha}(T) \) for the wedge is shown as well (red dashed line). Figure from [133].
4.17 a) Sketch of liquid layer on ratchet at the coexistence of the thin layer on the apex shoulder and the thick layer on the wedge side. The apex and wedge points are a distance $L$ apart. Where this coexistence occurs depends on $L$ as well as the slopes of the wedge and apex parts. b) Sketch of the double ratchet shown in an upright orientation (solid lines). First small ratchet: front right to front left, Second small ratchet: front left to back left. Large ratchet: front right to back right. Along the dashed line, starting at the front right corner going clockwise: thick phase on bottom transitions to thick phase on intermediate step, which transitions to thick phase on top. However, if I go along the dashed line, starting at front right corner and go anti-clockwise, the thick phase on bottom transitions to a thin phase on the very top. Thus, there must be a line on the top half plane along which the thin and thick layers meet. In particular, there will be an angle at the edge associated with the transition.

C.1 After initialisation of a filament tip (curly blue line), the filament tip is measured twice, but at different times $t$ and $t + \Delta t$. At zeroth order, there is no interaction with particles. Diagrams should be read from right to left.

C.2 After initialisation of the filament at time $t_0$, its cap interacts with the particle bulk or releases a particle. Then, the filament length is measured at time $t_1$ before the free particle is recaptured. After the recapturing, the filament length is measured again at time $t_2$. In Fourier space, the four intermediate time evolutions are described be the four frequencies $\omega_0$ (from initiation to first interaction), $\omega'_1$ (from first interaction to first length measurement), $\omega_1$ (from measurement to second interaction), and $\omega_2$ (from second interaction to final length measurement).
List of tables

2.1 Observables of the continuous time branching process, which were calculated, including their corresponding section and equation numbers. The accuracy of the results is labeled in several ways: Is the result exact for all offspring distributions (OD)? Is it exact for binary offspring distribution (BOD) only? Is it asymptotically exact (AE) $r \to 0^+$ for all offspring distributions? Was the asymptotic controlled (AC), i.e. is the next term of the order of some power in $r^{-1}$? Were the analytical results directly corroborated with simulations (S)? Table adapted from [51]. . . . . . . 108

3.1 Experimental data extracted from three references [50, 87, 54]: effective incorporation rate $k_{on}$, effective release rate $k_{off}$, bulk density of actin / tubulin $\zeta$, and measured effective diffusion $D_{eff-m}$. The second column specifies specific variants of the used actin monomers or tubulin dimers. The data marked by $\star$ is taken from Fig. 6C in [54] and is unusually low. The typical values are marked by $\dagger$ and are taken from table S1 in [54]. The second-to-last column is calculated from column $k_{on}$ and $k_{off}$, following Eq. (3.3). Table from [118]. . . . . . . . . . . . . . . . . . . . 123

3.2 Parameters and their typical values for microtubule self-assembly. These are not taken from any specific experiments but are approximate values of the data found in [54]. The effective tubulin dimer size takes into account that microtubules consists of 13 protofilaments, while we consider only a single polymer. These parameter values are used for the plots in Figs. 3.4, 3.5, 3.6 and 3.7. For actin filaments, the effective release rate $k_{off}$ is about a factor 5 to 10 smaller, and typical densities are about a factor 10 to 15 smaller, see Table 3.1 for comparison. . . . . . . . . . . . . . . . . . . . 126
Statistical mechanics is a versatile toolbox that has its origins in thermodynamics [75, 110, 72, 140, 89]. The following brief account of its development reflects my personal viewpoint rather than a balanced overview.

The phenomena that statistical mechanics tries to explain have been studied decades and centuries before it was formally recognized as a field. The phase transitions of melting and solidifying were used to make metal objects of particular shapes more than 7,000 years ago [30, 129], and in the 1st century, liquid-gas transitions were used to distill alcohol [163] and run steam powered machines [39]. A critical point was first scientifically observed in 1822 by Charles Cagniard de la Tour [19, 8] using alcohol.

Explaining the rich phenomenology of materials took many years and numerous contributions from scientists of which many remain famous today: Rudolf Clausius, Ludwig Boltzmann, James Clerk-Maxwell, Willard Gibbs, Johannes van der Waals to name a few. In fact in Chapter 4, I will use a graphical construction analogous to Maxwell’s original equal areas construction from 1875, which he used to explain the first-order phase transition from gas to liquid [27]. Notions like partition function, ensembles, entropy and kinetic theory originated in this time before the first World War [89].

With the introduction of quantum mechanics and the understanding of the spin of a
particle, a qualitatively new kind of model entered statistical mechanics: the lattice spin model. In 1925, Wilhelm Lenz and Ernst Ising introduced the first of many attempts to link macroscopic magnetism to the order or disorder of microscopic spins [75, 4]. In 1943, Lars Onsager was able to show analytically that the Ising model exhibits a phase transition using the transfer matrix method [110]. This result ignited a discovery of many more lattice spin models, including the Potts model [125] and the XY-model [93], of which only a few have been solved exactly today [4]. Understanding the universal behaviour around second order phase transitions became a new focus. Their associated critical exponents became accessible through the study of scaling laws, notably by L. Kadanoff in 1966 [79], and renormalization group procedures by K. Wilson in 1971 [169, 170].

Up until this point, the centre of interest was equilibrium statistical mechanics. With the introduction of statistical dynamics on the Ising model by R.J. Glauber in 1963 [58] and K. Kawasaki in 1966 [83], non-equilibrium statistical mechanics on lattices became more prominent. Shortly after in 1973, P.C. Martin, E.D. Siggia and H.A. Rose [98] contributed a dynamical statistical field theory, followed by an almost complete characterization of the involved critical phenomena by P.C. Hohenberg and B.I. Halperin in 1977 [67].

Since then, statistical mechanics has spread its wings and invaded many fields which are rarely associated with physics, including:

- the mathematical theory of stochastic processes ([160, 77, 104] and Chap. 2),
- biology ([9, 32, 42] and Chap. 3),
- material science ([162] and Chap. 4),
- finance [14, 80], and even
- social sciences [78, 97],

to name only a few.

Its success can be explained by its ability to combine complex stochastic behaviour through rigorous tools in order to extract emergent phenomena. This thesis attempts
to add a few drops to the ocean of statistical mechanics. Rather than aligning with a common storyline, the individual chapters try to showcase the versatility of the field. As Chapter 2 and 3 are based on the same method, Doi-Peliti field theory, I have decided to arrange ample space for its derivation in Chapter 1. My hope is that by exposing many of the details of its inner workings, its possible extensions can be added more easily.

The first, theory-focused chapter is followed by a chapter that attempts to link statistical mechanics to the mathematical theory of stochastic processes, which is in turn followed by a chapter that tries to link statistical mechanics to biology. The final chapter goes back to the roots of statistical mechanics with an application to material science and chemistry.

Each chapter starts with an abstract, where I point out which parts are original contributions, and ends with an outlook on future research. Almost all the presented work is based on collaborations and I will use the word I only to highlight personal choices for the exposition of the results. We is used as the reader and I when referring to arguments and equations on preceding pages, sections and chapters.
[...] the infinite answers are all too prevalent and confusing.

Richard P. Feynman, PhD thesis [45]

1

DOI-PELITI FIELD THEORY

ABSTRACT

Doi-Peliti field theory is the main method used in Chapters 2 and 3 for analysing stochastic processes. Its fundamentals are derived in this chapter and assumed in the following chapters. The three main steps of its derivation are: modelling reaction-diffusion systems with a master equation, which is an infinite system of coupled ordinary differential equations; transforming it into a single partial differential equation (PDE) for the probability generating function using the language of second quantization; solving the PDE using a path integral formulation. Open questions and an outlook on my future research is presented in this chapter’s conclusion, Sec. 1.6.
1.1 INTRODUCTION

The path integral is an elegant tool which allows its user to systematically find approximate – and sometimes even complete – $n$-point correlators for quantum or classical stochastic processes [148, 174, 92, 121, 154]. Its origins trace back to Paul Dirac [36] and Richard Feynman [45]. Various derivations have been presented since, with varying degree of mathematical rigour. However, despite being widely accepted in physics, it evades acceptance in mathematical communities [153, 29].

Doi-Peliti field theory is a class of Field Theories which builds on work by Masao Doi [37] and Luca Peliti [120]. Typically, field theories in this class are derived from a class of models which are cast as master equations of microscopic Poisson processes.

In the following, I present a derivation of Doi-Peliti Field Theory. Furthermore, I translate the objects that are considered the results or observables of a field theory to objects in the mathematics of stochastic processes. I point out areas of interest into which these field theories could extend in the future, as well as concerns of mathematical rigour which are typically ignored in the physics communities. Furthermore, I point out which master equations cannot be turned into a Doi-Peliti field theory.

Over the last decades, Doi-Peliti field theory has proven itself to be a useful tool in non-equilibrium statistical mechanics and it has been applied to percolation [156, 66, 77], reaction-diffusion fronts [69], predator-prey models [155], unidirectionally coupled systems [60], branching random walks [23, 71], the voter model [70] and neuroscience [18].

1.2 MASTER EQUATION

The following derivations and explanations are based on Chapters III, IV, and V of N.G. van Kampen’s textbook *Stochastic Processes in Physics and Chemistry* [162].

A *stochastic process* is a discrete or continuous sequence of random variables $(N_t)_{t \in I}$ each of which map from the same sample space $\Omega$ to the same co-domain $Y$:

$$\forall t \in I : N_t : \Omega \rightarrow Y.$$  

(1.1)
In the following, the index set $I$ of the sequence is interpreted as time $I = \mathbb{R}$ and is equipped with the euclidian distance function $|t_1 - t_2|$. The probability that the random variable $N_t$ is equal to $n \in Y$ is denoted by $P(n, t)$ or $P(N(t) = n)$. The probability that $N_t = n$ under the condition that $N_s = m$ is denoted by $P(n, t|m, s)$ or $P(N(t) = n|N(s) = m)$.

In Chapter 2 on continuous-time branching, $N_t$ represents a single particle number, i.e. $\Omega = Y = \mathbb{N}_0$, but their is no space for movements involved. Here, other random variables are derived from $N_t$ such as the time of death $T = \inf\{t \in \mathbb{R}_{>0} : N_t = 0\}$ or the dimensionless trajectory size $S = \int_0^T sN_t dt$, where $s$ is the system’s internal rate.

In Chapter 3 on filament growth, $N_t$ is interpreted as a pair of particle numbers, one for monomers and one for filament tips on a lattice $X = \mathbb{Z}^3$ for movement , with $\Omega = Y = (\mathbb{N}_0^2)^X$. In both chapters, the goal is to derive and understand the properties of the distribution $P$ such as expectation values, and higher moments.

1.2.1 Markov Processes

Markov processes are stochastic processes whose conditional probabilities satisfy the Markov property:

$$\forall k \geq 1 \forall j \in \{1, \ldots, k\} \forall t_j < t :$$

$$P(n, t|m_1, t_1; \ldots; m_k, t_k) = P(n, t|m_{j_{\text{max}}}, t_{j_{\text{max}}})$$

(1.2)

with $j_{\text{max}} = j \in \{1, \ldots, k\} : t_j = \max\{t_1, \ldots, t_k\}$

A process that has the Markov property is interpreted as memoryless because in a sequence of random events, only the most recent one determines the likelihood of the next.

Two examples of stochastic processes which have the Markov property are Markov Chains in discrete time and Poisson processes in continuous time. In particular, reaction-diffusion processes are an example of a Markov process with discrete number of particles in continuous time.
For a general stochastic process, the joint probability of three events at times $t_1 \geq t_2 \geq t_3$ can be rewritten as a sequence of conditional events

$$P((n_1, t_1) \land (n_2, t_2) \land (n_3, t_3)) = P(n_1, t_1 | (n_2, t_2) \land (n_3, t_3)) P((n_2, t_2) \land (n_3, t_3))$$

$$= P(n_1, t_1 | n_2, t_2 \land n_3, t_3) P(n_2, t_2 | n_3, t_3) P(n_3, t_3)$$ (1.3)

If this process has the Markov property (1.2), the last line can be simplified to

$$P((n_1, t_1) \land (n_2, t_2) \land (n_3, t_3)) = P(n_1, t_1 | n_2, t_2) P(n_2, t_2 | n_3, t_3) P(n_3, t_3)$$ (1.4)

This seemingly subtle difference can be exploited by integrating / summing over $n_2$ and dividing by $P(n_3, t_3)$ to obtain the Chapman-Kolmogorov equation (CKE) [86]

$$P(n_1, t_1 | n_3, t_3) = \sum_{n_2 \in Y} P(n_1, t_1 | n_2, t_2) P(n_2, t_2 | n_3, t_3) P(n_3, t_3).$$ (1.5)

The Chapman-Kolmogorov equation can also be formulated for random variables with a continuous range $Y$ and its conditional probability density functions $f_N(n, t | m, t')$:

$$f_N(n_1, t_1 | n_3, t_3) = \int_{n_2 \in Y} f_N(n_1, t_1 | n_2, t_2) f_N(n_2, t_2 | n_3, t_3) dn_2$$ (1.6)

The Chapman-Kolmogorov equation can be interpreted as follows: The probability of the transition from state $n_3$ to state $n_1$ is given by the sum / integral over the probabilities of transition to and from all intermediate states $n_2$. The Markov property allows separating the probability of transition between the initial state $n_3$ and the intermediate state $n_2$ from the probability of transition between the intermediate state $n_2$ and the final state $n_1$.

The Chapman-Kolmogorov eq. (1.5) can also be regarded as the origin of a path integral by considering paths of the stochastic process. Starting at state $n_s$ at time $t_s$, what is the probability to find the system in the final state $n_f$ at time $t_f$? In discrete time, the answer can be formulated as a sum over all intermediate paths $n(t) : I \rightarrow Y$, with
\[ n(t_s) = n_s \text{ and } n(t_f) = n_f: \]
\[ P(n_f, t_f | n_s, t_s) = \sum_{\{n(t)\}} \prod_{t=t_s}^{t_f - \Delta t} P(n(t + \Delta t), t + \Delta t | n(t), t), \quad (1.7) \]

where \( \Delta t \) is the time step size of the index set of the stochastic process \( I = \Delta t \mathbb{Z} \). I call this a path sum because the set of all intermediate paths \( \{n(t)\} \) is countable. However, at this point, it is not clear how to formulate a continuous time version of this path sum. In particular when looking naively at the product in Eq. (1.7), the continuum limit appears to imply that an infinite product of numbers between 0 and 1 is taken. Then, every term in the path sum would surely be equal to zero, which in turn would imply the contradiction that all probabilities \( P(n_f, t_f | n_s, t_s) \) must equal zero. I therefore conclude that the continuum limit must be taken very carefully. Progress can be made by introducing a differential form of the Chapman-Kolmogorov equation.

1.2.3 Differential Form of the CKE

If the index set of the stochastic process is \( \Delta t \mathbb{Z} \), then it is of interest to ask what happens if \( \Delta t \to 0 \). The probability \( P(n, t) \) becomes a function of the real variable \( t \), and I assume that it is differentiable. Thus, the Chapman-Kolmogorov equation (1.5) can be differentiated w.r.t. \( t_1 \):
\[ \frac{\partial P(n_1, t_1 | n_3, t_3)}{\partial t_1} = \sum_{n_2} \frac{\partial P(n_1, t_1 | n_2, t_2)}{\partial t_1} P(n_2, t_2 | n_3, t_3) \quad (1.8) \]

The derivatives can be understood better, if \( t_1 - t_2 =: \tau \) is assumed to be small. With the differentiability assumption, a Taylor expansion to first order in time of the conditional probabilities can be expressed as:
\[ P(n_1, t + \tau | n_2, t) = P(n_1, t | n_2, t) + \tau \frac{\partial P(n_1, t' | n_2, t)}{\partial t'} \bigg|_{t'=t} + O(\tau^2). \quad (1.9) \]

While \( P(n_1, t | n_2, t) = \delta_{n_1, n_2} \), the derivative of \( P \) splits into two parts: \( n_2 \neq n_1 \) and \( n_2 = n_1 \). The former case describes the change of probability over time for a transition from state \( n_2 \neq n_1 \) to \( n_1 \) and will be denoted by \( W(n_1 | n_2) \). The latter describes the change of probability over time to stay in \( n_2 = n_1 \). The probability to stay in state \( n_1 \)
over a time \( \tau \) is 1 minus the probability of leaving during time \( \tau \):

\[
\text{probability to stay in } n_1 \text{ for time } \tau = 1 - \sum_{n' \neq n_1} W(n'|n_1)\tau + O(\tau^2). \tag{1.10}
\]

Thus, the time derivative of the conditional probability is identified as

\[
\frac{\partial P(n_1, t'|n_2, t)}{\partial t'}|_{t' = t} = W(n_1|n_2)(1 - \delta_{n_1,n_2}) - \sum_{n' \neq n_1} W(n'|n_1)\delta_{n_1,n_2}. \tag{1.11}
\]

The \( W(\cdot|\cdot) \) quantify infinitesimal changes in the conditional probabilities and are therefore associated with transitions caused by independent, microscopic processes. Using Eq. (1.11), the differentiated Chapman-Kolmogorov Eq. (1.8) can be written for all \( t_1 > t_2 > t_3 \) as

\[
\frac{\partial P(n_1, t_1|n_3, t_3)}{\partial t_1} = \sum_{n_2 \neq n_1} \left( W(n_1|n_2)P(n_2, t_2|n_3, t_3) - W(n_2|n_1)P(n_1, t_2|n_3, t_3) \right). \tag{1.12}
\]

This differential form of the Chapman-Kolmogorov equation (CKE) is the master equation. While the sum of \( W(n_1|n_2) \) over \( n_2 \) is called \textit{gain}, the sum of \( W(n_2|n_1) \) over \( n_2 \) is termed \textit{loss}. Often, the explicit mentioning of the condition on the system to have been in state \( n_3 \) at time \( t_3 \) is omitted for a shorter notation and I will occasionally use this abbreviation in the following sections and chapters. However, the condition on the initial state \( (n_3 \text{ at time } t_3) \) must be kept in mind.

Going back to the sum over all paths, Eq. (1.7), the Taylor expansion Eq. (1.9) can be used for \( \tau = \Delta t \) to obtain

\[
P(n_f, t_f|n_s, t_s) = \sum_{\{n(t)\}} \prod_{t = t_s}^{t_f - \Delta t} \left( P(n(t), t|n(t), t) + \Delta t \frac{\partial P(n(t'), t'|n(t), t)}{\partial t'}|_{t' = t} \right), \tag{1.13}
\]

where I assume that \( n(t) \) is continuous from the right, i.e. for all \( t \in \mathbb{R}, n(t) = \lim_{t' \to t^+} n(t') \) (called \textit{càdlàg}). This assumption can be interpreted as: new values of \( n(t) \) occur at a specific time. In the branching process, this means that particles are created or become extinct at a specific time. With this assumption, \( \lim_{\Delta t \to 0} P(n(t + \Delta t), t + \Delta t|n(t), t) = 1 \)
and Eq. (1.13) becomes an exponential function in the limit $\Delta t \to 0$.

Even when the values of $n(t)$ are discrete, the set of all paths $\{n(t)\}$ becomes a continuum as the time becomes uncountable. Hence, the sum over all paths is formally replaced by an integral over all paths:

$$P(n_f, t_f|n_s, t_s) = \int \exp \left( \int_{t_s}^{t_f} \frac{\partial P(n(t'), t'|n(t), t)}{\partial t'}|_{t'=t} \, dt' \right) \mathcal{D}n(t)$$

$$= \int \exp \left( -\int_{t_s}^{t_f} \sum_{n' \neq n(t)} W(n'|n(t)) \, dt \right) \mathcal{D}n(t).$$

This integral over all paths from state $n_s$ at time $t_s$ to state $n_f$ at time $t_f$ has as its integrand a weight of paths. A path has a small weight if there are many and likely ways of transitioning to a different path. A path has a higher weight, if there are fewer and less likely ways of transitioning to a different path.

The path integral (1.15) is rather impractical because it is not clear how the the measure $\mathcal{D}n(t)$ for a specific $n_s$ and $n_f$ should be defined or normalized.

The time derivative of the conditional probabilities $W(n_1|n_2)$ can be time-dependent in general. An example of this case is shown in Sec. 2.9.1.

What are the time derivatives of conditional probabilities, $W(n_1|n_2)$? In principle, any time distribution could be used to derive specific expressions for $W(n_1|n_2)$. Here, I consider reaction-diffusion processes which are Markov processes with exponentially distributed waiting times. Hence, $W(n_1|n_2)$ is typically a product of a base rate and binomial coefficients. While the base rate characterizes the underlying time scale for a reaction to occur, the binomial coefficients incorporate that the reaction can happen between any of the available and suitable reactants, i.e. the binomial coefficients are used to calculate the number of independent reaction processes.

Example: Let a reaction occur between particle types $A_1, \ldots, A_k$ with base rate $r$:

$$\ell_1 A_1 + \cdots + \ell_k A_k \xrightarrow{r} j_1 A_1 + \cdots + j_k A_k.$$  \hspace{1cm} (1.16)

The reaction requires $\ell_1$ particles of type $A_1$, $\ldots$, and $\ell_k$ reactants of type $A_k$ and
produces $j_1$ particles of type $A_1$, \ldots, and $j_k$ particles of type $A_k$. Before the reaction, the system is in state $n_2$ with particle numbers $n_2 = \{m_1, \ldots, m_k\}$ with $m_i \geq \ell_i$, i.e. the initial state must contain at least the particles necessary for the reaction. After the reaction, the system is in state $n_1$ with particle numbers $n_1 = \{m_1 - \ell_1 + j_1, \ldots, m_k - \ell_k + j_k\}$. Then, $W(n_1|n_2)$ equals

$$W(n_1|n_2) = r\left(\frac{m_1}{\ell_1}\right) \cdots \left(\frac{m_k}{\ell_k}\right), \quad (1.17)$$

i.e. we choose $\ell_i$ particles of type $A_i$ necessary for the reaction. The product of the binomials is equal to the number of particle subsets in the initial state $n_2$ that can react. Each subset waits a $\sim \text{Exp}(r)$-distributed time to react. Because they are independent, the overall waiting rate is the sum of the individual rates, equaling $W(n_1|n_2)$.

If the process contains several independent reactions, then for each reaction a transition rate $W(n_1|n_2)$ is derived and, due to the assumed independence of the processes, they are all added up for the overall transition rate.

Processes whose transition rates $W(\cdot|\cdot)$ are not of the form (1.17) cannot be transformed into a Doi-Peliti field theory: for example if $W(\cdot|\cdot)$ depended on $1/m_1$, the formalism which is introduced in the following sections would not work.

1.3 The probability generating function

From now on, I assume that the range of the considered stochastic process is the space of vectors of non-negative integers representing the number of particles of various types of reactants ($A_1, \ldots, A_k$) in the system. Let us assume there are $k$ particles types, then a state $n$ of the system is described by a list of numbers of particles $m_1, \ldots, m_k$. The probability generating function is defined as

$$M_o(z, t) = \sum_{\{m_1, \ldots, m_k\}} P(m_1, \ldots, m_k, t) z_1^{m_1} \cdots z_k^{m_k}, \quad (1.18)$$

where the sum goes over the entire (countable) set $\{m_1, \ldots, m_k\} = \mathbb{N}_0^k$ of possible particles numbers. Each particle type $A_j$ with $j \in \{1, \ldots, k\}$ is represented by its own auxiliary complex variable $z_j$. Definition (1.18) is the original definition for probability
generating functions. However, they can also be defined for marginal and conditional probabilities. In the following, I am always going to use the probability generating function for probabilities conditioned to a specific initialization of the system at time $t_0$:

$$ \mathcal{M}(z, t) = \sum_{\{m_1, \ldots, m_k\}} P(m_1, \ldots, m_k, t|n_1, \ldots, n_k, t_0) z_1^{m_1} \cdots z_k^{m_k}. \quad (1.19) $$

Here, the condition / initialization is the state with $n_1$ particles of type $A_1$, . . . , and $n_k$ particles of type $A_k$ at time $t_0$. In the following, I always assume an initialization but might use the right hand side of Eq. (1.18) as a shorter notation. In fact, Eq. (1.19) is already simplified by assuming that all the $n_1 + \cdots + n_k$ particles are initialized at the same time. In general, each of the $n_1 + \cdots + n_k$ particles could be initialized at a different time.

The master equation (1.12) can be used to find a differential equation of the (conditional) probability generating function (1.19) by applying a time derivative to the latter and replacing the resulting time derivatives of the conditional probabilities by the expressions of the former:

$$ \frac{d}{dt} \mathcal{M}(z, t) = \sum_{\{m\}} \sum_{m' \neq m} \left( W(m|m') P(m', t|n, t_0) - W(m'|m) P(m, t|n, t_0) \right) z_1^{m_1} \cdots z_k^{m_k}, \quad (1.20) $$

where I abbreviated $m_1, \ldots, m_k$ by $m$, $m'_1, \ldots, m'_k$ by $m'$, and $n_1, \ldots, n_k$ by $n$.

In the case of reaction-diffusion systems, we previously found in Eq. (1.17), that the transition rates of the the conditional probabilities $W(m|m')$ are expressed in terms of binomial coefficients. For simplicity, I consider only one reaction in the system. Hence, for the gain term, $W(m|m')$ can be replaced by derivatives with respect to $z$ and multiplications with $z$:

$$ W(m|m') z_1^{m_1} \cdots z_k^{m_k} = r \left( \frac{m'_1}{\ell_1} \right) \cdots \left( \frac{m'_k}{\ell_k} \right) z_1^{m_1} \cdots z_k^{m_k} $$

$$ = r \left( \frac{z_1^{j_1} d\ell_1}{\ell_1! dz_1} \right) \cdots \left( \frac{z_k^{j_k} d\ell_k}{\ell_k! dz_k} \right) z_1^{m_1} \cdots z_k^{m_k}, \quad (1.21) $$
where \( m_i = m'_i - \ell_j + j_i \), i.e. the reaction allows a transition from state \( m' \) to state \( m \), see Eq. (1.16). For the loss term, \( W(m'|m) \) can also be expressed with powers of \( z \) and derivatives w.r.t. \( z \):

\[
W(m'|m)z^{m_1}_1 \cdots z^{m_k}_k = r \left( \frac{\ell_1}{\ell_1!} \frac{d^{\ell_1}}{dz_1^{\ell_1}} \right) \cdots \left( \frac{\ell_k}{\ell_k!} \frac{d^{\ell_k}}{dz_k^{\ell_k}} \right) z^{m_1}_1 \cdots z^{m_k}_k
\]

The important differences between Eq. (1.21) and Eq. (1.22) are the powers of \( z \), both in the brackets and at the end.

Thus, the master equation, Eq. (1.20), can be expressed as a linear partial differential equation:

\[
\frac{d}{dt} \mathcal{M}(z, t) = r \left( \frac{z^{j_1}_1 \cdots z^{j_k}_k - z^{\ell_1}_1 \cdots z^{\ell_k}_k}{\ell_1! \cdots \ell_k!} \right) \mathcal{M}(z, t)
\]

If there are more types of reactions happening simultaneously and independently in the system, i.e. with different \( \ell_s \) and \( j_s \) in Eq. (1.16), then their corresponding transition rates \( W(\cdot | \cdot) \) are added, and ultimately, their differential operators are added in Eq. (1.23).

While expression (1.23) is for a general reaction and appears to be quite complicated, in many situations, it turns out to be short and simple. For an extinction process, a creation process and a coagulation process of a single reactant \( A \), the differential operators are

- **extinction** \( A \xrightarrow{\epsilon} \emptyset \) \( \epsilon (1 - z) \frac{d}{dz} \) (1.24)
- **creation** \( \emptyset \xrightarrow{\gamma} A \) \( \gamma (z - 1) \) (1.25)
- **coagulation** \( 2A \xrightarrow{cz} A \) \( cz (1 - z) \frac{d^2}{dz^2} \) (1.26)

At this stage, it is worth pausing for a moment and think about Eq. (1.23). In the first bracket is a difference between monomials, which implies that the probability generating
function has a fixed point in its time evolution that is given by \( z_1 = \cdots = z_k = 1 \). This can also be seen in the three explicit examples in Eqs. (1.24) to (1.26). What is the meaning of this fixed point? Going back to the definition of \( \mathcal{M}(z, t) \) in Eq. (1.19), we see that \( \mathcal{M}(1, t) = 1 \) because a probability distribution is normalized. Hence, the existence of this fixed point simply means that the total probability is conserved.

It is reassuring that the conservation of probability is encoded in the PDE of the probability generating function. But it also hints at a redundancy in Eq. (1.23). This redundancy can be eliminated by shifting the variable \( z \) by 1 and introducing the new, so-called Doi-shifted, variable \( \tilde{z} = z - 1 \). Using this Doi-shifted variable, a different formulation of the model can be established, which will be used whenever it seems more convenient. At the level of generating functions, a corresponding Doi-shifted generating function can be defined as \( \tilde{\mathcal{M}}(\tilde{z}, t) := \mathcal{M}(\tilde{z} + 1, t) \), which obeys an analogous PDE:

\[
\frac{d}{dt} \tilde{\mathcal{M}}(\tilde{z}, t) = \mathcal{H}\left[\tilde{z} + 1, \frac{d}{d\tilde{z}}\right] \tilde{\mathcal{M}}(\tilde{z}, t),
\]

with \( d\tilde{z} = d\tilde{z} \). The operators of the example processes, extinction, creation, and coagulation in Eqs. (1.24) to (1.26) become with the Doi-shift

- extinction \( A \xrightarrow{\epsilon} \emptyset \) \(-\epsilon \tilde{z} \frac{d}{d\tilde{z}} \)
- creation \( \emptyset \xrightarrow{\gamma} A \) \(\gamma \tilde{z} \)
- coagulation \( 2A \xrightarrow{c} A \) \(-c\tilde{z}(\tilde{z} + 1) \frac{d^2}{d\tilde{z}^2} \).

At this point, the original description, Eq. (1.23), and the Doi-shifted one, Eq. (1.27), are simply equivalent descriptions. Which of the two has an advantage over the other, is not clear yet. At a later point, I will show that the Doi-shift has advantages in many situations and I will therefore often include the Doi-shifted alternatives in the following derivations. But for now, I focus on the operators that can be applied to \( \mathcal{M} \) and their interpretations.

The examples above do not include any spatial component. Given that I want to model reaction-diffusion systems, how can a process in physical space be included in such a theory? This answer is: using a discrete space. I demonstrate this with classical
diffusion because a random walker can be regarded as a discrete version of a diffusive particle. In Chapter 3, we will also encounter directed movements of particles.

Let the physical space be the $d$-dimensional lattice $h\mathbb{Z}^d$ with lattice constant $h$. For each coordinate $j \in \mathbb{Z}^d$ on the grid, a particle species $A_j$ is introduced. In this discrete space, a random walk is a set of reactions that has one particle at site $j$ as reactant and one particle at a neighboring site $i$ as reaction product: $A_j \xrightarrow{D(h)} A_i$ with reaction rate $D(h)$, which is interpreted as a hopping rate. For a lattice, the conditional probability generating function has a variable $z_j$ for every coordinate $j \in \mathbb{Z}^d$. All the random walker reactions (i.e. for all neighbors) for all the sites have to be summed up to obtain the differential operator for the random walk

$$\text{random walk } A_j \xrightarrow{D(h)} A_i \quad \frac{D(h)}{2} \sum_{j \in \mathbb{Z}^d} \sum_{i \in \mathbb{Z}^d} \frac{|i - j|}{|i - j| = 1} (z_i - z_j) \left( \frac{d}{dz_j} - \frac{d}{dz_i} \right),$$

where the factor $1/2$ appears due to the symmetry between hopping from $j$ to $i$ and $i$ to $j$. The term $|i - j|$ is the distance between position $i$ and $j$. It is set to 1 for nearest neighbor hopping. In the Doi-shifted version, the operator representing the random walk has exactly the same functional form because $(z_i - z_j) = (\bar{z}_i - \bar{z}_j)$.

What is the (conditional) probability generating function good for? If it is known (e.g. by solving the linear PDE (1.23) or its Doi-shifted version Eq. (1.27)), all (conditional) moments, all (conditional) factorial moments and (conditional) probabilities are in principle accessible:

$$\ell \text{th moment} \quad \mathbb{E}[m^\ell | n] = \left. \left( \frac{d}{dz} \right)^\ell \mathcal{M}(z, t) \right|_{z=1} \quad (1.32)$$

$$\ell \text{th factorial moment} \quad \mathbb{E}[(m)_\ell | n] = \left. \frac{d^\ell}{dz^\ell} \mathcal{M}(z, t) \right|_{z=1} \quad (1.33)$$

$$\text{probability} \quad P(m | n) = \frac{1}{m!} \left. \frac{d^m}{dz^m} \mathcal{M}(z, t) \right|_{z=0}, \quad (1.34)$$

where $\ell$ and $m$ are used as multiindices such that $z^\ell = z_1^{\ell_1} \cdots z_k^{\ell_k}$ and $dz^m = dz_1^{m_1} \cdots dz_k^{m_k}$, and $(m)_\ell = m(m-1) \cdots (m-\ell+1)$ is the falling factorial. In particular, probabilities and factorial moments feature as coefficients of the Taylor expansion of $\mathcal{M}(z, t)$ at different points. The former at $z = 0$, the latter at $z = 1$. For the Doi-shifted gener-
ating function $\tilde{M}(\tilde{z}, t)$, the probabilities appear as coefficients of the Taylor expansion at $\tilde{z} = -1$, and the factorial moments are the coefficients of the Taylor expansion at $\tilde{z} = 0$:

$$\tilde{M}(\tilde{z}, t) = \sum_{\ell=0}^{\infty} \frac{E[(m)_{\ell}|n]}{\ell!} \tilde{z}^\ell. \quad (1.35)$$

As the modelling of stochastic processes using Doi-Peliti field theory lies in the intersection of mathematics and theoretical physics, we should remind ourselves how the different communities use different notation: $\langle m^\ell \rangle = E[m^\ell]$. In Chapter 2, I will use the mathematical notation with $E[\cdot]$ for expectations, whereas in Chapter 3, I will use the physics notation with $\langle \cdot \rangle$ for expectations. However, $n$-point correlation functions of the Doi-Peliti field theory will always be written with angular brackets.

By definition, all moments – if finite – can be derived from the probability distribution. However, here, we find that all moments can be used to recover all probabilities, because the (conditional) probability generating function is analytic. This statement is not true in general if the probability generating function is not analytic or if the range of the random variable is continuous.

Moments can be calculated from the factorial moments using Stirling numbers of the second kind

$$E[m^\ell|n] = \sum_{k=0}^{\ell} \binom{\ell}{k} E[(m)_k|n], \quad (1.36)$$

and vice versa, using the Stirling number of the first kind

$$E[(m)_\ell|n] = \sum_{k=0}^{\ell} (-1)^{\ell-k} \binom{n}{k} E[m^\ell|n] \quad (1.37)$$

I use this relation in Sec. 2.4 to obtain the full probability distribution from the factorial moments of continuous-time branching processes.
Only the Stirling numbers of the second kind will be needed, which are defined as:

\[
\binom{n}{k} := \frac{1}{k!} \sum_{i=0}^{k} (-1)^i \binom{k}{i} (k - i)^n
\]  

(1.38)

\[
(1.39)
\]

I formally solve Eq. (1.23) in order to extract moments using the operators in Eq. (1.32). The formal solution of Eq. (1.23) is

\[
\mathcal{M}(z, t) = e^{Ht} \mathcal{M}(z, 0)
\]  

(1.40)

What are typical initial conditions for the (conditional) probability generating function?

If the system is initiated with one particle at time \( t_0 = 0 \), then

\[
\mathcal{M}(z, 0) = z,
\]  

(1.41)

if it is initiated with \( k \) particles, then

\[
\mathcal{M}(z, 0) = z^k.
\]  

(1.42)

Probabilistic superpositions of initialized states, similar to quantum mechanical situations like in the Stern-Gerlach experiment [56], are also realisable. For example, if the system contains \( k \) particles with probability \( p_k \), then

\[
\mathcal{M}(z, 0) = \sum_{k=0}^{\infty} p_k z^k
\]  

(1.43)

Initializations, like Eq. (1.41), time evolutions like Eq. (1.40), derivation of moments, like Eq. (1.32) can all be regarded as operators acting on the ground state of the system, i.e. the empty system \( \mathcal{M}(z, t) = 1 \). Alternatively, I could have formally solved the Doi-shifted PDE, Eq. (1.27), to find \( \widetilde{\mathcal{M}}(\tilde{z}, t) = e^{\tilde{H}t} \widetilde{\mathcal{M}}(\tilde{z}, 0) \). Then, conditions such as \( \widetilde{\mathcal{M}}(\tilde{z}, 0) = \tilde{z} \) initialize the system with specific values of its factorial moments. However, interpreting specific values of factorial moments is not easy and I therefore keep the non-Doi-shifted viewpoint when considering initializations of the system.
This idea of formulating everything explicitly in terms of operators can be achieved with a simplified notation, the second quantization.

### 1.4 Second Quantized Equation

The language of second quantization shifts the focus of operators from the point of view of analysis to a viewpoint which readily allows interpreting the action of operators in terms of particle numbers. It was originally introduced in quantum mechanics by P. Dirac in 1939 [35], where the focus shifted to energy eigenstates rather than particles numbers.

First, I define the ladder operators:

\[ a := \frac{d}{dz} \quad \text{and} \quad a^\dagger := z. \quad (1.44) \]

and the ground state, which represents a system with zero particles

\[ |0\rangle := 1. \quad (1.45) \]

The ladder operators do not commute, i.e.

\[ 1 = aa^\dagger - a^\dagger a =: [a, a^\dagger]. \quad (1.46) \]

States which include more particles can be created by applying \( a^\dagger \) to the ground state, which is therefore called creation operator. The state with \( k \) particles is written as

\[ |k\rangle := a^k|0\rangle = z^k. \quad (1.47) \]

analogously to Eq. (1.42). The vectors \( |k\rangle \) are called *ket*-vectors. Thus, the action of

*These definitions of ladder operators are specific to the context of Doi-Peliti field theory. In other contexts, ladder operators have different definitions. Example: for the quantum harmonic oscillator, the ladder operators are defined as \( a = \sqrt{\frac{\hbar}{2m\omega}} (x + \frac{\hbar}{m\omega} \frac{d}{dx}) \) and \( a^\dagger = \sqrt{\frac{\hbar}{2m\omega}} (x - \frac{\hbar}{m\omega} \frac{d}{dx}) \), where \( m \) is the mass of the particle, \( \omega \) is the frequency of the oscillator and \( \hbar \) is the reduced Planck constant. They act on wave functions \( |n\rangle = (2^n n!)^{-1/2} (m\omega/\pi\hbar)^{1/4} e^{-m\omega x^2/2\hbar} H_n(x\sqrt{m\omega/\hbar}) \), where \( H_n \) is the \( n \)th Hermite polynomial. [153]
the other ladder operator can be derived as

\[ a|k\rangle = k|k - 1\rangle, \quad (1.48) \]

and it is therefore called annihilation operator, because it reduces the number of particles in the system. In addition, the Doi-shifted creation operator is defined as \( \tilde{a} = a^\dagger - 1 \).

The probability generating function \( \mathcal{M}(z, t) \), Eq. (1.40), is expressed as linear combinations of the \( ket \)-vectors with time dependent coefficients:

\[ \mathcal{M}(z, t) = \sum_{m=0}^{\infty} P(m, t|n, 0)|m\rangle =: |\mathcal{M}(t)\rangle, \quad (1.49) \]

where \( n \) is the initial state at time \( t_0 = 0 \).

The vector space over \( \mathbb{C} \) spanned by the states \( |k\rangle \) is the space of analytic functions in \( z \). Given that the \( ket \)-vectors \( |0\rangle, |1\rangle, |2\rangle, \ldots \) form a basis, its dual basis, spanning the dual space, can be formally identified as \( \langle 0|, \langle 1|, \langle 2|, \ldots \), defined by their action such that

\[ \langle k|n\rangle = \delta_{k,n}. \quad (1.50) \]

The dual vectors \( \langle k| \) are called \( bra \)-vectors. On a compact domain, the functions \( |n\rangle \) belong to a complex Hilbert space with inner product

\[ \langle g|f\rangle = \int g(z)\overline{f(z)}dz, \quad (1.51) \]

where \( \overline{g(z)} \) is the complex conjugate of the function \( g(z) \).

Since \( |n\rangle \) represents the function \( z^n \), by the Fréchet-Riesz representation theorem [47, 134], the \( bra \)-vector \( \langle k| \) can be represented as an integral [120]

\[ \frac{(-1)^k}{k!} \int \delta^{(k)}(z)z^n dz = \delta_{k,n} = \langle k|n\rangle, \quad (1.52) \]

where \( \delta^{(k)}(z) \) is the \( k \)th derivative of the Dirac delta-function. The \( bra \)-vectors are evaluating functions and their derivatives at \( z = 0 \). Hence, the probabilities \( P(m, t|n, 0) \)
can be found by using $a$ and $\langle 0 |$:

$$P(m, t|n, 0) = \frac{1}{m!} \langle 0 | a^m | \mathcal{M}(t) \rangle = \langle m | \mathcal{M}(t) \rangle.$$  \hfill (1.53)

However, in order to find moments and factorial moments, the probability generating function and its derivatives have to be evaluated at $z = 1$, Eqs. (1.32) and (1.33). How can an evaluation at $z = 1$ be achieved? If a function $f(z)$ is analytic in $z$, then a complete Taylor series has an infinite radius of convergence and is exact at any evaluation point. Hence

$$\sum_{k=0}^{\infty} \langle k | f \rangle = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int \delta^{(k)}(z) f(z) dz \hfill (1.54)$$

$$= \lim_{k \to \infty} \frac{f^{(k)}(0)}{k!} = f(1) = \int \delta(z-1) f(z) dz \hfill (1.55)$$

Given that $\mathcal{M}(z, t)$, as a probability generating function, Eq. (1.19), is analytic in $z$ (but possibly not in time $t$), and since the multiplication operator $a^\dagger = z$ · and differentiation operator $a \equiv d/dz$ do not change the analyticity, the $\ell$th moment can be expressed in its second quantized form as

$$\sum_{k=0}^{\infty} \langle k | (a^\dagger a)^\ell | \mathcal{M}(t) \rangle = \mathbb{E}[m^\ell | n] = \left. \left( z \frac{d}{dz} \right)^\ell \mathcal{M}(z, t) \right|_{z=1},$$  \hfill (1.56)

and the $n$th factorial moment can be expressed as

$$\sum_{k=0}^{\infty} \langle k | a^\ell | \mathcal{M}(t) \rangle = \mathbb{E}[(m)_\ell(t) | n] = \left. \frac{d^\ell}{dz^\ell} \mathcal{M}(z, t) \right|_{z=1}.$$  \hfill (1.57)

The evaluation operator $\sum_k \langle k |$ for evaluating a function at $z = 1$ is also called abyss [128] and is abbreviated by

$$\sum_{k=0}^{\infty} \langle k | = \langle 0 | e^a =: \langle \emptyset \rangle.$$  \hfill (1.58)

If I wanted to evaluate an analytic function $f(z)$ at any other point $\xi \in \mathbb{C}$, Eq. (1.54)
could be adjusted such that, in second quantized form

\[ \sum_{k=0}^{\infty} \langle k | \xi^k | f \rangle = f(\xi). \]  

(1.59)

In order to complete the translation from the probability generating function, Eq. (2.7) to a second quantized representation, I have to understand how the system is initialized. If there is one particle in the system at time \( t_0 = 0 \), then the probability generating function is \( \mathcal{M}(z, 0) = z \), because \( P(n, 0) = \delta_{n,1} \), Eq. (1.41). In second quantized form, this is represented by \( |1\rangle = a^\dagger |0\rangle = |\mathcal{M}(0)\rangle \). Analogously, if the system is initialized with \( k \) particles, then \( \mathcal{M}(z, 0) = z^k \), Eq. (1.42), because \( P(n, 0) = \delta_{n,k} \), which is represented by \( |k\rangle = a^\dagger k |0\rangle = |\mathcal{M}(0)\rangle \).

While the transition to a second quantized form may be regarded as completed at this stage, the time evolution of the probability distribution, Eq. (1.12), and the probability generating function, Eq. (1.40), is still unsolved. Although the second quantized form of the master equation (1.23) is a complicated differential equation in \( z \), it is a first order, linear differential equation in time \( t \). Hence, a formal solution of the time evolution is, analogously to Eq. (1.40)

\[ |\mathcal{M}(t)\rangle = e^{\mathcal{H}t}|\mathcal{M}(0)\rangle, \]  

(1.60)

where the differential operator of the reaction \( \mathcal{H} = \mathcal{H}[a, a^\dagger] \) is expressed using the ladder operators \( a \) and \( a^\dagger \) and is called Hamiltonian. In the following, I will always assume that the Hamiltonian is normal ordered, i.e. it can be written as a power series, where each term has the creation operators on the left and the annihilation operators on the right:

\[ H[a, a^\dagger] = \sum_{\gamma,\sigma} h_{\gamma,\sigma} a^\dagger \gamma a^\sigma, \]  

(1.61)

with \( h_{\gamma,\sigma} \in \mathbb{R}, \gamma, \sigma \in \mathbb{N}_0 \). For reaction-diffusion systems, this is always possible, see Eq. (1.23). When \( a^\dagger \) is replaced by \( \bar{a} \), a corresponding Doi-shifted Hamiltonian operator \( \bar{\mathcal{H}}[\bar{a}, a] \) is found.

In general, calculating the exponential of the Hamiltonian \( \mathcal{H} \) is difficult and I will
introduce the path integral to achieve it perturbatively. \(^\dagger\)

From here, a way forward is the consideration of the left and right eigenfunctions of the ladder operators \(a\) and \(a^\dagger\), called \textit{coherent states}. The right eigenfunctions of operator \(a\) and the left eigenfunctions of operator \(a^\dagger\) are

\[
|\phi\rangle := e^{\phi a^\dagger} |0\rangle \quad \quad \langle \phi^\dagger \rangle := \langle 0| e^{\phi^\dagger a},
\]

respectively, with arbitrary eigenvalues \(\phi, \phi^\dagger \in \mathbb{C}\), i.e. \(a|\phi\rangle = \phi|\phi\rangle\) and \(\langle \phi^\dagger | a^\dagger = \langle \phi^\dagger | \phi^\dagger\rangle\).

There are no left eigenfunctions for \(a\), and no right eigenfunctions for \(a^\dagger\).\(^\ddagger\) The bra-vector \(\langle \phi^\dagger \rangle\) is also an eigenvector of the Doi-shifted operator \(\tilde{a}\), however, its eigenvalue is \(\tilde{\phi} = \phi^\dagger - 1\). The eigenvalues \(\phi, \phi^\dagger, \tilde{\phi}\) must not be functions of \(z\) but can be functions of \(t\), which will be used in the following.

Since \(|0\rangle, |1\rangle, \ldots\) is an orthonormal basis, an identity operator can be expressed using them

\[
I = \sum_{k=0}^{\infty} |k\rangle \langle k|.
\]

This identity can be also rewritten using coherent states:

\[
I = \int \frac{d\text{Re} \phi \, d\text{Im} \phi}{\pi} e^{-\phi^\dagger \phi} |\phi\rangle \langle \phi^\dagger|,
\]

where \(\text{Re} \phi\) and \(\text{Im} \phi\) are the real and imaginary parts of \(\phi\), and \(\phi^\dagger\) is the complex conjugate of \(\phi\). Eq. (1.64) is shown in the appendix, Sec. A.1. This identity operator can be superficially made time-dependent: Eq. (1.64) is true even when \(\phi = \phi(t)\) are time-dependent functions. This identity will be denoted by \(I_t\).

\(^\dagger\)For comparison: the time evolution operator in quantum mechanics has the form \(e^{-iHt}\) and is used to calculate probability \textit{amplitudes}.

\(^\ddagger\)This can be seen using the following argument: suppose \(|\chi\rangle\) is a right eigenfunction of \(a^\dagger\), then it can be written as a linear combination of the basis vectors \(|n\rangle\), i.e. \(|\chi\rangle = \sum_{n \in \mathbb{N}_0} b_n |n\rangle\). Let \(n^* \in \mathbb{N}_0\) be the smallest \(n \in \mathbb{N}_0\) such that \(b_n \neq 0\), then the vector \(a^\dagger |\chi\rangle\) can be written as a linear combination of the basis \(|n\rangle\) as well, i.e. \(|\chi\rangle = \sum_{n \in \mathbb{N}} c_n |n\rangle\), with \(c_{n^*} = b_{n^*-1}\). However, here \(|n^*\rangle\) is not part of this representation as \(c_{n^*} = b_{n^*-1} = 0\). Hence, there cannot be such a right eigenfunction \(|\chi\rangle\) of \(a^\dagger\). An analogous argument dismisses the existence of a left eigenfunction for \(a\).
1.5 Path Integral Derivation

In this section, I follow the lecture notes by John Cardy [22] and Gunnar Pruessner [128]. Originally, the path integral of the Doi-Peliti field theory was derived by Luca Peliti in 1985 [120].

1.5.1 The exponential of the Hamiltonian operator

The formal solution to the second quantised form of the master equation is Eq. (1.60), which is the exponential of the Hamiltonian operator $\mathcal{H}[a, a^\dagger]$. The exponential can be discretized in time by introducing time steps of length $\Delta t$ such that

$$e^{\mathcal{H}t} = \lim_{\Delta t \to 0} (1 + \Delta t \mathcal{H}) = \lim_{\Delta t \to 0} \prod_{t'=0}^{t-\Delta t} (I + \Delta t \mathcal{H}) I,$$

where in the last step, identities were inserted between the factors of $(1 + \Delta t \mathcal{H})$. In the notation above, each factor contains an identity operator on the right. I reorder the notation of the product such that each identity is split up notationally into the $bra$-vector part and the $ket$-vector part:

$$e^{\mathcal{H}t} = \lim_{\Delta t \to 0} \int \cdots \int |\phi(t)\rangle \left( \prod_{t'=0}^{t-\Delta t} \frac{\langle \phi^\dagger(t' + \Delta t) | (1 + \Delta t \mathcal{H}) | \phi(t') \rangle}{\Xi(t')} \right) \langle \phi^\dagger(0)|$$

$$e^{-\phi^\dagger(t)\phi(t)} \cdots e^{-\phi^\dagger(0)\phi(0)} \frac{d\text{Re}\phi(t) d\text{Im}\phi(t)}{\pi} \cdots \frac{d\text{Re}\phi(0) d\text{Im}\phi(0)}{\pi},$$

where I grouped the factors $e^{-\phi^\dagger(t')\phi(t')}$ because they commute with $\mathcal{H}$. An analogous express is found for the Doi-shifted evolution operator $e^{\tilde{\mathcal{H}}t}$, where $\mathcal{H}$ is replaced by $\tilde{\mathcal{H}}$, and $\tilde{\Xi}(t')$ is analogously defined to $\Xi(t')$. The terms $\Xi(t')$ and $\tilde{\Xi}(t')$ are analysed in the following:
1. The term $\langle \phi^\dagger(t' + \Delta t)|\phi(t') \rangle$ is equal to

$$\langle \phi^\dagger(t' + \Delta t)|\phi(t') \rangle = \langle 0|e^{\phi^\dagger(t'+\Delta t)a}|\phi(t') \rangle \quad (1.67)$$

$$= \langle 0|\sum_{k=0}^{\infty} \frac{\phi^{ik}(t' + \Delta t)}{k!} a^k |\phi(t') \rangle \quad (1.68)$$

$$= \langle 0|\sum_{k=0}^{\infty} \frac{\phi^{ik}(t' + \Delta t)}{k!} \phi^k(t') |\phi(t') \rangle \quad (1.69)$$

$$= e^{\phi^\dagger(t'+\Delta t)\phi(t')} \quad (1.70)$$

where from line (1.68) to line (1.69), I used that $|\phi(t') \rangle$ is an eigenvector of $a$ with eigenvalue $\phi(t')$.

2. Assuming that the Hamiltonian operator $\mathcal{H}$ is normal ordered, each of its terms will be of the form $a^\dagger \gamma a^\sigma$ for some $\gamma, \sigma \in \mathbb{N}_0$. Hence, $\langle \phi^\dagger(t' + \Delta t)|a^\dagger \gamma a^\sigma|\phi(t') \rangle$ is equal to

$$\langle \phi^\dagger(t' + \Delta t)|a^\dagger \gamma a^\sigma|\phi(t') \rangle = \phi^{\dagger \gamma}(t' + \Delta t)\phi^\sigma(t') \langle \phi^\dagger(t' + \Delta t)|\phi(t') \rangle \quad (1.71)$$

$$= \phi^{\dagger \gamma}(t' + \Delta t)\phi^\sigma(t') e^{\phi^\dagger(t'+\Delta t)\phi(t')} \quad (1.72)$$

where I used that $\langle \phi^\dagger(t' + \Delta t)|$ is an eigenvector of $a^\dagger$, and $|\phi(t') \rangle$ is an eigenvector of $a$, and Eq. (1.70). If $\mathcal{H} = \mathcal{H}[a^\dagger, a]$ is normal ordered, then each $a^\dagger$ is replaced by $\phi^\dagger(t' + \Delta t)$ and each $a$ is replaced by $\phi(t')$, resulting in $\mathcal{H}[\phi^\dagger(t' + \Delta t), \phi(t')]$. Particularly noteworthy is, that the complex functions $\phi^\dagger(t)$ and $\phi(t)$ commute, i.e. $[\phi, \phi^\dagger] = 0$.

If the Doi-shifted Hamiltonian operator $\widetilde{\mathcal{H}}[\widetilde{a}, a]$ is used, the arguments are almost identical. The difference is that $\langle \phi^\dagger(t' + \Delta t)|$ is an eigenvector of $\widetilde{a}$ with eigenvalue $\phi^\dagger(t' + \Delta t) - 1 = \widetilde{\phi}(t' + \Delta t)$, see the comment after Eq. (1.62). Thus,

$$\langle \phi^\dagger(t' + \Delta t)|\widetilde{\mathcal{H}}[\widetilde{a}, a]|\phi(t') \rangle = \widetilde{\mathcal{H}}[\widetilde{\phi}(t' + \Delta t)\phi(t')] e^{\phi^\dagger(t'+\Delta t)\phi(t')} \quad (1.73)$$

3. The function $\Xi(t')$ is equal to

$$\Xi(t') = e^{\phi^\dagger(t'+\Delta t)\phi(t')} \left(1 + \Delta t \mathcal{H}[\phi^\dagger(t' + \Delta t), \phi(t')] \right) \quad (1.74)$$
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for the non-Doi-shifted PDE, Eq (1.60) and for the Doi-shifted one \( \tilde{\Xi} \) equals
\[
\Xi (t') = e^{\phi^\dagger (t' + \Delta t) \phi (t')} \left( 1 + \Delta t \tilde{\mathcal{H}} [\tilde{\phi} (t' + \Delta t), \phi (t')] \right). \tag{1.75}
\]

Hence, the exponential of the Hamiltonian operator can be written as
\[
e^\mathcal{H} t = \lim_{\Delta t \to 0} \int \cdots \int e^{- \phi^\dagger (t') \phi (t')} \left( 1 + \Delta t \mathcal{H} [\phi^\dagger (t' + \Delta t), \phi (t')] \right) \langle \phi^\dagger (0) \rangle | \phi (t') \rangle (t' - \Delta t) \prod_{t' = 0}^t = 0 \langle 1 + \Delta t \mathcal{H} [\phi^\dagger (t' + \Delta t), \phi (t')] \rangle \langle \phi^\dagger (0) \rangle \tag{1.76}
\]

Next, I take the limit \( \Delta t \to 0 \). What happens to the different terms?

1. The product over \( t' \) converges to an exponential again, see Eq. (1.65):
\[
\lim_{\Delta t \to 0} \prod_{t' = 0}^{t - \Delta t} (1 + \Delta t \mathcal{H} [\phi^\dagger (t' + \Delta t), \phi (t')]) = e^{\int_0^t \mathcal{H} [\phi^\dagger (t'), \phi (t')] dt'} \tag{1.78}
\]

2. The sum over \( t' \) becomes a Riemann integral:
\[
\lim_{\Delta t \to 0} \sum_{t' = 0}^{t - \Delta t} (\phi^\dagger (t' + \Delta t) - \phi^\dagger (t')) \phi (t') = \int_0^t \left( \frac{d}{dt'} \phi^\dagger (t') \right) \phi (t') dt' \tag{1.79}
\]

3. The measures become a path integral measure:
\[
\lim_{\Delta t \to 0} \int \cdots \int \frac{d R e \phi (t)}{\pi} \frac{d I m \phi (t)}{\pi} \cdots \frac{d R e \phi (0)}{\pi} \frac{d I m \phi (0)}{\pi} = \int \mathcal{D} [\phi^\dagger, \phi] \tag{1.80}
\]
Thus, the exponential of the Hamiltonian operator has been rewritten as

\[ e^{\mathcal{H}t} = \int D[\phi^\dagger, \phi] e^{-\phi^\dagger(0)\phi(0) + \int_0^t \frac{d}{dt^\prime} \phi^\dagger(t^\prime)\phi(t^\prime) + \mathcal{H}[\phi^\dagger(t^\prime), \phi(t^\prime)] } |\phi(t)\rangle \langle \phi^\dagger(0)|, \]  

(1.81)

and an integration by parts results in

\[ e^{\mathcal{H}t} = \int D[\phi^\dagger, \phi] e^{-\phi^\dagger(0)\phi(0) + \int_0^t \frac{d}{dt^\prime} \phi^\dagger(t^\prime)\phi(t^\prime) + \mathcal{H}[\phi^\dagger(t^\prime), \phi(t^\prime)] } |\phi(t)\rangle \langle \phi^\dagger(0)|, \]  

(1.82)

where \( \mathcal{A}'[\phi^\dagger, \phi] \) is introduced as the (non-Doi-shifted) action.

Alternatively, the function \( \phi^\dagger \) can be replaced by \( \tilde{\phi}^\dagger = \tilde{\phi} + 1 \) (Doi-shift), and \( \mathcal{H} \) by \( \tilde{\mathcal{H}} \) to find

\[ e^{\tilde{\mathcal{H}}t} = \int D[\tilde{\phi}^\dagger, \tilde{\phi}] e^{-\phi^\dagger(0)\phi(0) + \int_0^t \frac{d}{dt^\prime} \tilde{\phi}^\dagger(t^\prime)\tilde{\phi}(t^\prime) + \tilde{\mathcal{H}}[\tilde{\phi}^\dagger(t^\prime), \tilde{\phi}(t^\prime)] } |\phi(t)\rangle \langle \phi^\dagger(0)|, \]  

(1.83)

where \( \mathcal{A}[\tilde{\phi}, \phi] \) is introduced as the Doi-shifted action functional, i.e. it the dimensionless quantity whose exponential \( e^{\tilde{\mathcal{A}}[\tilde{\phi}, \phi]} \) is the likelihood of the realization \( \phi \).

Both time evolution operators and \( e^{\mathcal{H}t} \) and \( e^{\tilde{\mathcal{H}}t} \) are the same; they are simply written in different representations. Because the Doi-shifted action \( \mathcal{A} \) will be used almost everywhere, I use the notation \( \mathcal{A} \) instead of the more intuitiv one \( \tilde{\mathcal{A}} \). The non-Doi-shifted action will be rarely used and is therefore given the notation \( \mathcal{A}' \).

### 1.5.2 The initialization

The system is initialized by setting a particle distribution at \( t_0 = 0 \), see Eqs. (1.41), (1.42) and (1.43), represented by \( |\mathcal{M}(0)\rangle \). Either the time evolution operator \( e^{\mathcal{H}t} \), Eq. (1.82), is applied to this initial state, or \( |\mathcal{M}(0)\rangle \) is Doi-shifted and the time evolution operator \( e^{\tilde{\mathcal{H}}t} \), Eq. (1.83), is applied to the shifted initialization. Both \( e^{\mathcal{H}t} \) and \( e^{\tilde{\mathcal{H}}t} \) have the bra-vector \( \langle \phi^\dagger(0)| \) on their right side. Hence, to transfer the initialization of the system from the operator viewpoint to the field-theory viewpoint, \( \langle \phi^\dagger(0)|\mathcal{M}(0)\rangle \) has to be calculated. Three cases are considered.
• The system is initialized with \( k \) particles at time \( t_0 \). Therefore, \(|\mathcal{M}(0)\rangle = |k\rangle\), and the initialization is equal to

\[
\langle \phi^\dagger(0) | \mathcal{M}(0) \rangle = \phi^{\dagger k}(0) = \left( \tilde{\phi}(0) + 1 \right)^k.
\] (1.84)

• The system is initialized with a particle distribution \( p_k \) at time \( t_0 = 0 \). Here, \(|\mathcal{M}(0)\rangle = \sum_k p_k |k\rangle\), and the initialization is equal to

\[
\langle \phi^\dagger(0) | \mathcal{M}(0) \rangle = \sum_{k=0}^{\infty} p_k \phi^{\dagger k}(0) = \sum_{k=0}^{\infty} p_k \left( \tilde{\phi}(0) + 1 \right)^k.
\] (1.85)

• The system is initialized with several particles at different times. This situation is more difficult because the particles which have been initialized earlier evolve according to the stochastic process before the other particles are initialized. This problem is addressed in Sec. 1.5.4.

Thus, after applying \( e^{\mathcal{H}t} \) or \( e^{\tilde{\mathcal{H}}t} \) to the initial state \(|\mathcal{M}(0)\rangle\), the result is \(|\mathcal{M}(t)\rangle\) or \(|\tilde{\mathcal{M}}(t)\rangle\), respectively. These states are the same, there are simply written in a different basis.

### 1.5.3 The Observable

In this section, the advantage of using the Doi-shift will become apparent. Up until now, the Doi-shifted versions of observables, generating functions, time evolution operators and actions, simply represented an alternative way of writing the same objects. However, when calculating moments and factorial moments, the Doi-shift makes practical computations easier, as I will show in the following.

Observables are typically moments or factorial moments, which are measured using the number operator \( a^\dagger a \) or higher powers of it. However, the general case is that the observable is a functional \( \mathcal{O} \) of the probability generating function \( \mathcal{M}(z, t) \). I assume, this functional can be expressed as an operator series of \( z^\alpha \frac{d^\alpha}{dz^\alpha} \) applied to \( \mathcal{M}(z, t) \) and
evaluated at $z = 1$:

$$O[M(z, t)] = \sum_{\alpha, \beta} c_{\alpha, \beta} z^\alpha \frac{d^\beta}{dz^\beta} M(z, t) \bigg|_{z=1}. \quad (1.86)$$

Hence, it can be represented by some combination of the ladder operators $a^\dagger$ and $a$, which is assumed to be normal ordered. Then the operator of the observable is a sum of terms of the form $a^\dagger \alpha a^\beta$ with $\alpha, \beta \in \mathbb{N}_0$. For moments and factorial moments, the evaluation of the probability generating function $|M(t)\rangle$ at $z = 1$ was realised by applying the evaluation operator $\langle \otimes |$, Eq. (1.58). Therefore, $\langle \otimes |a^\dagger \alpha a^\beta |\phi(t)\rangle$ has to be evaluated:

$$\left. \left( z^\alpha \frac{d^\beta}{dz^\beta} M(z, t) \right) \right|_{z=1} = \langle \otimes |a^\dagger \alpha a^\beta |\phi(t)\rangle = \phi^\beta(t)e^{\phi(t)}, \quad (1.87)$$

where I used that $\langle \otimes |$ is an eigenvector of $a^\dagger$ with eigenvalue 1 and $|\phi(t)\rangle$ is an eigenvector of $a$ with eigenvalue $\phi(t)$. The remaining term was already found in Eq. (1.70).

The Doi-shift advantage: If I write the time evolution operator in the Doi-shifted version, the exponential $e^{\phi(t)}$ cancels with the exponential $e^{-\phi(t)}$ in $e^{\tilde{H}t}$, see Eq. (1.83):

$$\langle \otimes |a^\dagger \alpha a^\beta e^{\tilde{H}t} = \int D[\phi^\dagger, \phi]e^{A[\tilde{\phi}, \phi]}\langle \phi^\dagger(0) | \quad (1.88)$$

In particular, if I assume that the system was initialized with $k$ particles at time $t_0 = 0$, i.e. $M(z, 0) = z^k$, the observable equals

$$\langle \otimes |a^\dagger \alpha a^\beta e^{\tilde{H}t} |M(0)\rangle = \int D[\phi^\dagger, \phi]e^{A[\tilde{\phi}, \phi]}\phi^{\dagger k}(0) =: \langle \phi^\beta(t) | \phi^{\dagger k}(0) \rangle, \quad (1.89)$$

where I used the result in Eq. (1.84) and introduced a shorthand notation for the path integral expression in the last equality. The number $\alpha$ does not play a rôle in this calculation.

The disadvantage when not using the Doi-shift: If the Doi-shift is not used in the time evolution operator, the result is still given by Eq. (1.87). However, the factor $e^{\phi(t)}$ does
not cancel with anything in $e^{\mathcal{H}t}$. Hence, the expectation of the observable is

$$
\langle \hat{\mathcal{O}} \mid a^\dagger a e^{\mathcal{H}t} \mid \mathcal{M}(0) \rangle = \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \int \mathcal{D}[\phi^\dagger, \phi] \phi^{\beta+\ell}(t) e^{-A'[\phi^\dagger, \phi]} \phi^{k}(0) 
$$

$$
= \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \langle \phi^{\beta+\ell}(t) \phi^{k}(0) \rangle_{\text{no-Doi}},
$$

(1.90)

where $\langle \ldots \rangle_{\text{no-Doi}}$ represents the path integral based on the non-Doi-shifted action.

More explicitly, if I want to calculate the expected number of particles at time $t$, given that there were $k$ particles at time $t_0 = 0$, then I have to calculate:

$$
E[n, t | k, 0] = \langle \hat{\mathcal{O}} \mid a^\dagger a e^{\mathcal{H}t} \mid k \rangle = \langle \phi(t) \phi^{k}(0) \rangle 
$$

$$
= \langle \hat{\mathcal{O}} \mid a^\dagger a e^{\mathcal{H}t} \mid k \rangle = \sum_{k=0}^{\infty} \frac{1}{k!} \langle \phi^{1+\ell}(t) \phi^{k}(0) \rangle_{\text{no-Doi}}.
$$

(1.91)

(1.92)

This indicates that using the Doi-shift can reduce the number of terms that have to be calculated. This advantage become more apparent in Sec. 1.5.7 on Feynman diagrams.

From now on, I will always assume that the Doi-shift is used and that $\langle \hat{\mathcal{O}} \rangle$ is used as the bra-vector.

The expression in Eq. (1.89) to an initialization at time $t_0$ and the measurement of an observable at time $t$. But what if the observable requires evaluations at several times? How can the system be observed at one time, then let to continue to evolve and then be observed again at a later time? Does observing the system change the system, like in quantum mechanics? These problems are addressed in the following, in Sec. 1.5.4.

1.5.4 Initializing and observing at several times

In this section, I explain how more initializations and observations at several times can be treated within the path integral.

Adding a particle to a system that has already evolved from an earlier initialization of particles is achieved at the level of the probability generating function $\mathcal{M}(z, t)$ by multiplying with $z$, see Eq. (1.42) and Eq. (1.47). If, just prior to the creation of a particle at time $t$, the probability for $n$ particles in the system was $P(n, t' \to t_-)$, then
at time \( t_1 \) it is equal to the probability for \( n + 1 \) particles in the system:

\[
P(n + 1, t_1) = \lim_{t' \to t_1} P(n, t').
\] (1.93)

For the entire probability generating function, this means

\[
\text{adding a particle at time } t_1 \quad \mathcal{M}(z, t_1) = z \cdot \lim_{t' \to t_1} \mathcal{M}(z, t'),
\] (1.94)

which is written in the language of second quantisation as

\[
\text{adding a particle at time } t_1 \quad |\mathcal{M}(t_1)\rangle = a^\dagger \cdot \lim_{t' \to t_1} |\mathcal{M}(t')\rangle.
\] (1.95)

Now that I have expressed several initializations, how do they eventually link to the observable? If the expectation of an observable \( \mathcal{O} \) is calculated at a time \( t_2 > t_1 \) after the latest part of the initialization, the state of the system continues to evolve from \( t_1 \) to \( t_2 \):

\[
|\mathcal{M}(t_2)\rangle = e^{\tilde{\mathcal{H}}(t_2-t_1)}a^\dagger e^{\tilde{\mathcal{H}}_1} |\mathcal{M}(t_0)\rangle
\] (1.96)

In the path integral formulation, the \( a^\dagger \) acts on \( |\phi(t_1)\rangle \) on its right, and it acts on \( \langle \phi^\dagger(t_1) | \) on its left, see Eq. (1.83). Since \( \langle \phi^\dagger(t_1) | \) is an eigenvector of \( a^\dagger \), this produces a factor \( \phi^\dagger(t_1) \). The remaining term \( \langle \phi^\dagger(t_1) | \phi(t_1) \rangle \) was found in Eq. (1.70) to be equal to \( e^{\phi^\dagger(t_1)\phi(t_1)} \). After the Doi shift and the integration by parts, see step from Eq. (1.81) to Eq. (1.83), \( e^{\phi^\dagger(t_1)\phi(t_1)} \) cancels with the term produced by the integration by parts. Finally, the integrals in the exponential, one from \( t_0 \) to \( t_1 \) and the other one from \( t_1 \) to \( t_2 \) merge:

\[
|\mathcal{M}(t_2)\rangle = \int \mathcal{D}[\phi^\dagger, \phi] e^{-\frac{1}{4} \phi(t_2) - \frac{1}{2} \phi(t_0) + \int_{t_0}^{t_2} \phi(t')(\frac{d}{dt'} \phi(t') + \tilde{\mathcal{H}}[\tilde{\phi}(t'), \phi(t')])dt'}
\]

\[
\langle \phi(t_2) | \phi^\dagger(t_1) \langle \phi^\dagger(t_0) | \mathcal{M}(t_0) \rangle,
\] (1.97)

which illustrates how to incorporate several initialization times.

Using this insight, I can ‘initialize’ the system with zero particles at time \( t_0 = -\infty \), let it evolve and then implement a ‘real’ initialization at time \( t_1 = 0 \), i.e. with particles. If
I assume that my system is empty at $t_0 = -\infty$, then the term $\tilde{\phi}(-\infty)\phi(-\infty) = 0$ and the lower integral boundary of the action starts at $t_0 = -\infty$.

Analogous results hold also for the non-Doi-shifted action, Eq. (1.82).

How can an observable, which requires a measurement of the system at several times, be included in the path integral? First, the observable is expressed in terms of operators $a$ and $a^\dagger$. As it requires evaluations at several times, it is split up into observables for specific time points, each of which is expressed in terms of the operators $a$ and $a^\dagger$, and a time evolution $e^{\tilde{H}t}$ is included between each part. This operator expression is transformed in the field theory to path integrals with actions which are split up between the times of the pieces of the observable. Then each piece of the observable, say $a^\dagger \alpha a^\beta$, is bracketed in between $\langle \phi^\dagger(t) |$ and $| \phi(t) \rangle$, just as in the step from Eq. (1.96) to Eq. (1.97). Hence, a single-time piece of the observable $a^\dagger \alpha a^\beta$ is replaced by its corresponding fields $\phi^\dagger \alpha \phi^\beta$ and the exponential $e^{\phi^\dagger(t)\phi(t)}$. The exponential functions of previous and future time evolutions merge to form one unified action, just as for the initialization at several times.

As an explicit example, let’s consider an initialization of $k_0$ particles at time $t_0$ and an additional $k_1$ particles at $t_1$ followed by an observable that has the operator $a^\dagger \alpha_2 a^\beta_2$ at time $t_2$ and the operator $a^\dagger \alpha_3 a^\beta_3$ at time $t_3$. Then, the expectation of the observable given the chosen initialization equals

$$
\langle \phi^\dagger | a^\dagger k_3 a^k_3 e^{\tilde{H}(t_3-t_2)} a^\dagger k_2 a^k_2 e^{\tilde{H}(t_2-t_1)} a^\dagger k_1 e^{\tilde{H}(t_1-t_0)} a^\dagger k_0 | 0 \rangle =
$$

$$
\int D[\phi^\dagger, \phi] \phi^\dagger \alpha_2 (t_2) \phi^\dagger \alpha_3 (t_3) \phi \beta_2 (t_2) \phi^\beta_3 (t_3) \phi^{ka} (t_0) e^{A[\phi]} =
$$

$$
= \langle \phi^\dagger \alpha_3 (t_3) \phi^\dagger \alpha_2 (t_2) \phi^\beta_2 (t_2) \phi^\beta_3 (t_3) \phi^{ka} (t_0) \rangle ,
$$

where the last equality uses a shorthand notation for the path integral, see in Eq. (1.89).

Further, the arguments about observables at several times is also valid if I include the observable $O_{\text{final}} = 1$ at the final time $t = \infty$. Thus, the upper boundary of the action
functional $\mathcal{A}$ can be replaced by the time $\infty$, and the action is

$$
\mathcal{A}[\tilde{\phi}, \phi] = -\int_{-\infty}^{\infty} \left( \tilde{\phi}(t) \frac{d}{dt} \phi(t) - \tilde{\mathcal{H}}[\tilde{\phi}(t), \phi(t)] \right) dt
$$

(1.99)

This extension to $+\infty$ assumes however, that the functions $\phi(t)$ and $\tilde{\phi}(t)$ can be integrated on this domain. If the number of particles is diverging, then, the extension of the upper boundary to $+\infty$ cannot work.

1.5.5 Continuum limit in space

In Eq. (1.31), a random walk was considered on a $d$-dimensional lattice $h\mathbb{Z}^d$. The Hamiltonian operator associated with the random walk on this lattice is

$$
\tilde{\mathcal{H}} = \frac{D(h)}{2} \sum_{j \in \mathbb{Z}^d} \sum_{i \in \mathbb{Z}^d} \text{with} \ |i-j|=1 \ (\tilde{a}_i \tilde{a}_j) (a_j - a_i).
$$

(1.100)

As this Hamiltonian is already normal ordered, it can be transferred directly to its corresponding expression in terms of $\tilde{\phi}_j$ and $\phi_j$, see Eq. (1.71):

$$
\tilde{\mathcal{H}}[\tilde{\phi}_j, \phi_j] = \frac{D(h)}{2} \sum_{j \in \mathbb{Z}^d} \sum_{i \in \mathbb{Z}^d} \text{with} \ |j-i|=1 \ (\tilde{\phi}_i \tilde{\phi}_j) (\phi_j - \phi_i).
$$

(1.101)

The continuum limit can be achieved by taking $h \to 0$ and assuming that the hopping rate $D(h)$ depends on the lattice constant $h$ as $D(h) = D/h^2$, where $D$ is the diffusion constant. The $h^2$ in the denominator corresponds to a lattice Laplacian which converges to derivatives in $\tilde{\phi}_j$ and $\phi_j$ as $h \to 0$. However at the same time, $\phi_j$ is also turned into
a density which is denoted by $\phi$:

$$\tilde{H}[\phi_j, \phi_j] = \frac{D}{2} \sum_{j \in \mathbb{Z}^d} \sum_{i \in \mathbb{Z}^d \text{ with } |i-j|=1} \frac{\phi_i - \phi_j}{h} \frac{\phi_j - \phi_i}{h} h^d. \quad (1.102)$$

The factors 2 in front of the gradient $\nabla$ appear because in the sum over nearest neighbors (with index $i$) the difference ratio appears twice for every pair of nearest neighbors. Thus, the continuum limit is

$$\tilde{H}[\tilde{\phi}, \phi] = - \int_{\mathbb{R}^d} D \left( \nabla \tilde{\phi} \right) \left( \nabla \phi \right) d^dx, \quad (1.103)$$

where $\tilde{\phi}$ and $\phi$ are functions of $x \in \mathbb{R}^d$, $\phi$ is a density. If the diffusion constant $D$ is independent of $x$, then integration by parts results in

$$\tilde{H}[\tilde{\phi}, \phi] = \int_{\mathbb{R}^d} D \tilde{\phi} \Delta \phi d^dx, \quad (1.104)$$

where $\Delta$ is the Laplace operator.

### 1.5.6 Propagators

The action $A$ splits into two parts: a bilinear part $A_{\text{lin}}$ (i.e. terms that are each both linear in $\phi$ and linear in $\tilde{\phi}$), and an interaction part, $A_{\text{int}}$ which contains all other terms.

By construction, the bilinear part contains a time derivative. If there are $n$ particle types, represented by several fields $\phi_j$ and $\tilde{\phi}_j$, all fields can be collectively written as vectors $\phi$ and $\tilde{\phi}$ of fields and the bilinear part is expressed using a matrix $A_t$:

$$A_{\text{lin}} = \int \begin{pmatrix} \tilde{\phi}_1, \ldots, \tilde{\phi}_n \end{pmatrix} A_t \begin{pmatrix} \phi_1 \\ \vdots \\ \phi_n \end{pmatrix} dt' = \int \tilde{\phi}^T A_t \phi dt', \quad (1.105)$$

where the index of $A_t$ is a reminder that the matrix contains the time derivative. In
order to calculate expectations of observables, two auxiliary fields (or vectors of fields), \(J\) and \(\tilde{J}\) are introduced in the path integral of the bilinear action:

\[
\langle \bullet \rangle_0 = \int D[\tilde{\phi}, \phi] \bullet e^{A_{\text{lin}} + \int \tilde{J}\phi + \tilde{\phi}Jdt} \bigg|_{J=0} \tilde{J}=0
\] (1.106)

Thus, any observable can be expressed using (functional) derivatives w.r.t. \(J\) and \(\tilde{J}\). For example, the expectation of the observable \(\phi(t)\tilde{\phi}(0)\) is written as

\[
\langle \phi(t)\tilde{\phi}(0) \rangle_0 = \frac{\delta}{\delta J(t)} \frac{\delta}{\delta \tilde{J}(t)} \int D[\tilde{\phi}, \phi] \phi(t)\tilde{\phi}(0)e^{A_{\text{lin}} + \int \tilde{J}\phi + \tilde{\phi}Jdt} \bigg|_{J=0} \tilde{J}=0,
\] (1.107)

where the functional derivative \(\frac{\delta}{\delta J(t)}\) is the functional derivative w.r.t. \(J\) with the variation \(\delta(t - t')\), and the functional derivative \(\frac{\delta}{\delta \tilde{J}(t)}\) is the functional derivative w.r.t. \(\tilde{J}\) with the variation \(\delta(t_0 - t')\), see appendix, Sec. A.2.

The path integral (1.106) is a Gaussian integral. By discretizing the \(\tilde{\phi}, \phi\)-space, this indeed becomes a Gaussian integral, which can be calculated. After the calculation, the continuum limit can be taken again and it turns out the result is equal to:

\[
\int D[\tilde{\phi}, \phi] e^{A_{\text{lin}} + \int \tilde{J}\phi + \tilde{\phi}Jdt'} = e^{\int \tilde{J}A^{-1}_{\omega'} Jdt'}
\] (1.108)

As \(A_{\omega'}\) contains a time derivative, it is not entirely clear what its inverse is. To avoid dealing with inverses of differential operators, it is useful to cast the problem in Fourier space. The observable \(\phi(t)\tilde{\phi}(t_0)\) (or any other observable) can be Fourier transformed, see Sec. A.3 for the used conventions. For a single type of particle, \(A_{\omega'}\) is a \(1 \times 1\) matrix, which is typically of the form \(-\frac{d}{dt'} - r\), and \(A_{\text{lin}}\) can be written as

\[
A_{\text{lin}} = \int \tilde{\phi}(t') \left( -\frac{d}{dt'} - r \right) \phi(t')dt' = -\int \tilde{\phi}(-\omega') \left( -i\omega' + r \right) \phi(\omega')d\omega'.
\] (1.109)

Thus, in Fourier space, \(A_{\omega'}\) becomes \(A_{\omega'}\), which can be inverted. However, we have to keep the changed sign of the argument of \(\tilde{\phi}\) in mind. Hence, the path integral is

\[
\int D[\tilde{\phi}, \phi] \cdot e^{A_{\text{lin}} + \int \tilde{J}(-\omega')\phi(\omega') + \tilde{\phi}(\omega')J(-\omega')d\omega'} = e^{\int \tilde{J}(-\omega')A^{-1}_{\omega'} J(-\omega')d\omega'}
\] (1.110)
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Hence, in the example of the observable $\phi(t)\tilde{\phi}(t_0)$, Eq. (1.107), its expectation is expressed as

$$\langle \phi(t)\tilde{\phi}(0) \rangle_0 = \int \langle \phi(\omega)\tilde{\phi}(\omega_0) \rangle e^{-i\omega t-i\omega_0 t_0} d\omega d\omega_0$$  \hspace{2cm} (1.111)

and the Fourier transformed expectation of the observable, $\langle \phi(\omega)\tilde{\phi}(\omega') \rangle$ can be calculated using the Fourier transformed path integral, Eq. (1.110):

$$\langle \phi(\omega)\tilde{\phi}(\omega') \rangle_0 = \delta(k + k_0 - i\omega + \omega_0) \delta(\omega + \omega_0) \Theta(r(t - t_0)) e^{-r(t-t_0)}$$  \hspace{2cm} (1.117)

If the system includes diffusion, the bilinear part of the action, Eq. (1.109) will contain a $\tilde{\phi}(x, t)D\Delta\phi(x, t)$ term and the derivation of the propagator involves spatial Fourier transforms which lead to the following bare propagator in Fourier space:

$$\langle \phi(k, \omega)\tilde{\phi}(k_0, \omega_0) \rangle = \frac{\delta(k + k_0)}{-i\omega + Dk^2 + r},$$  \hspace{2cm} (1.118)

whose Fourier transform is a Gaussian in space with additional decay:

$$\langle \phi(x, t)\tilde{\phi}(x_0, t_0) \rangle = \frac{\Theta(r(t - t_0))}{\sqrt{4\pi D(t - t_0)}} e^{-\frac{(x-x_0)^2}{4Dt(t-t_0)}} e^{-r(t-t_0)},$$  \hspace{2cm} (1.119)

which is the Green’s function of Brownian motion [44].
1.5.7 Feynman diagrams

Usually, the action of a reaction-diffusion system will not only consist of a bilinear part but also contain an interaction part. In order to incorporate the interactions, a perturbative expansion around the bilinear part is performed. The expansion is ordered according to their power of each coefficients (‘coupling’) in the interaction. The non-zero terms appearing in the expansion are represented by Feynman diagrams.

Example 1: Let’s assume the interaction part of the action, $A_i$, only consists of a term $q_2 \tilde{\phi}^2 \phi$ and the bilinear part of the action as the same as in Eq. (1.109) (as will be the case in Chapter 2). Then the entire path integral is

$$\langle \mathcal{O} \rangle = \int D[\tilde{\phi}, \phi] O e^A = \sum_{k=0}^{\infty} \int D[\tilde{\phi}, \phi] O e^{A_{\text{lin}}} \frac{A_k^k}{k!}, \quad (1.120)$$

assuming that the order of the integral and the sum can be exchanged.

First, let’s assume, that we want to calculate the (non-bare) propagator, i.e. $\mathcal{O} = \phi(\omega)\tilde{\phi}(\omega_0)$, then

$$\langle \phi(\omega)\tilde{\phi}(\omega_0) \rangle = \sum_{k=0}^{\infty} \int D[\tilde{\phi}, \phi] \phi(\omega)\tilde{\phi}(\omega_0) e^{A_{\text{lin}}} \left( q_2 \int \tilde{\phi}(\omega_a)\tilde{\phi}(\omega_b)\phi(\omega_c) d\omega_{a,b,c} \right)^k, \quad (1.121)$$

where $d\omega_{a,b,c} = \delta(\omega_a + \omega_b + \omega_c) d\omega_a d\omega_b d\omega_c$. Since the integral contains a Gaussian part (i.e. $e^{A_{\text{lin}}}$), all cases where an odd number of fields is multiplied with the Gaussian are zero.

For the case when an even number of fields is multiplied to the Gaussian, I follow the same strategy as in Eq. (1.107), i.e. I use functional derivatives of auxiliary fields $J$ and $\tilde{J}$. In the end, however, I set the auxiliary fields to zero. A close inspection of the calculation in Sec. 1.5.6, reveals that all terms which are generated with an unequal number of $J$- and $\tilde{J}$-derivatives will be zero once $J$ and $\tilde{J}$ are set to zero. This happens because the auxiliary fields $J$ and $\tilde{J}$ always appear in pairs, see Eq. (1.110). Since for any $k \geq 1$ in Eq. (1.121), the fields $\tilde{\phi}$ and $\phi$ will appear in equal numbers, the functional derivatives w.r.t. $J$ and $\tilde{J}$ will appear in unequal numbers. Hence, all terms
in Eq. (1.121) are zero except the term for $k = 0$. From Eq. (1.116), I conclude

$$\langle \phi(\omega) \tilde{\phi}(\omega_0) \rangle = \langle \phi(\omega) \tilde{\phi}(\omega_0) \rangle_0 = \frac{\delta(\omega + \omega_0)}{-i\omega + r}$$

which is represented by one straight line because it contains only one bare propagator.

**Example 2:** Next, I calculate the expectation of the observable $O = \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0)$ using the same action as in Example 1 above:

$$\langle \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0) \rangle = \sum_{k=0}^{\infty} \int D[\phi, \phi] \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0) e^{A_{\text{lin}}} q_2 \int \delta(\phi_a) \tilde{\phi}(\omega_b) \phi(\omega_c) d\omega_{a,b,c} k!$$

with $d\omega_{a,b,c} = \delta(\omega_a + \omega_b + \omega_c) d\omega_a d\omega_b d\omega_c$. I adjust the arguments in Example 1:

1. If the Gaussian $e^{A_{\text{lin}}}$ is multiplied with an odd number of fields, the path integral is zero. However, in the present case, the conclusion is that $k$ has to be odd.

2. Since I'm using auxiliary fields $J$ and $\tilde{J}$ to calculate the path integral, I can conclude that only terms with equal numbers of $\phi$ and $\tilde{\phi}$ will be non-zero. Therefore $k = 1$ is the only contributing term.

$$\langle \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0) \rangle = \int \int D[\phi, \phi] \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0) e^{A_{\text{lin}}} q_2 \phi(\omega_a) \tilde{\phi}(\omega_b) \phi(\omega_c) d\omega_{a,b,c}.$$  

(1.125)

Next, I introduce the auxiliary fields $J$ and $\tilde{J}$, see Eq. (1.106) and I use functional derivatives w.r.t. $J$ and $\tilde{J}$ to calculate the path integral, see Eq. (1.116):

$$\langle \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0) \rangle =$$

$$= q_2 \int \frac{\delta}{\delta J_0} \frac{\delta}{\delta J_1} \frac{\delta}{\delta J_2} \frac{\delta}{\delta J_a} \frac{\delta}{\delta J_b} \frac{\delta}{\delta J_c} D[\phi, \phi] e^{A_{\text{lin}}} + \int \phi J + \phi J d\omega_{a,b,c} \bigg|_{J=0}$$

$$= 2q_2 \int \delta(\omega_a + \omega_b + \omega_c) \delta(\omega_1 + \omega_a) \delta(\omega_2 + \omega_b) \delta(\omega_0 + \omega_c) \frac{\delta(\omega_1)}{-i\omega_1 + r} \frac{\delta(\omega_2)}{-i\omega_2 + r} \frac{\delta(\omega_0)}{i\omega_0 + r} d\omega_a d\omega_b d\omega_c$$

(1.126)  

(1.127)
where \( J_0 = J(-\omega_0) \), \ldots, and \( \tilde{J}_c = J(-\omega_c) \). The factor 2 appears because, in the functional derivatives two such terms appear: one with the pairing of \( \omega_1 \) to \( \omega_a \) and \( \omega_2 \) with \( \omega_b \) as above and one term with \( \omega_1 \) paired up with \( \omega_b \) and \( \omega_2 \) with \( \omega_a \). However, both terms are equal since \( \omega_a \) and \( \omega_b \) can be simply renamed. Eq. (1.127) can be evaluated for \( \omega_a \), \( \omega_b \) and \( \omega_c \), and the inverse Fourier transform for \( \omega_1 \), \( \omega_2 \) and \( \omega_3 \) can be taken to find \( \langle \phi(t_1)\phi(t_2)\tilde{\phi}(t_0) \rangle \), see Sec. 2.3.1 and Sec. 2.7.1 in Chapter 2, and in the appendix, Sec. B.1 for the explicit calculation.

Eq. (1.127) contains 3 bare propagators (which happen to be the full propagators in my example as well) which are ‘sown’ together. Eq. (1.127) is therefore represented as a Feynman diagram with 3 lines. These lines are connected because of the term \( \delta(\omega_a + \omega_b + \omega_c) \):

\[
\langle \phi(\omega_1)\phi(\omega_2)\tilde{\phi}(\omega_0) \rangle \Rightarrow \quad (1.128)
\]

By convention, the lines that are connected to the initialization fields (here \( \tilde{\phi}(\omega_0) \)) are placed on the right of the diagram, while the lines corresponding to the remaining fields of the observable (here \( \phi(\omega_1) \) and \( \phi(\omega_2) \)) are placed on the left.

Example 3: While the previous examples only resulted in one Feynman diagram representing the observable, in the next example, I will show loop corrections. Let’s assume the same bilinear part as before and an interaction which contains two terms \( \lambda \tilde{\phi}\phi^2 \) and \( \tau \tilde{\phi}\phi \), where \( \lambda \) and \( \tau \) are parameters, called couplings, which in this example have the unit of rates. As in Example 1, I want to calculate the propagator:

\[
\langle \phi(\omega)\tilde{\phi}(\omega_0) \rangle = \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \int D[\tilde{\phi}, \phi] \phi(\omega)\tilde{\phi}(\omega_0) e^{A_{\text{lin}}} \quad (1.129)
\]

\[
\left( \tau \int \tilde{\phi}(\omega_a)\tilde{\phi}(\omega_b)\phi(\omega_c)d\omega_{a,b,c} \right)^k \left( \lambda \int \tilde{\phi}(\omega_d)\phi(\omega_e)d\omega_{d,e,f} \right)^\ell \frac{k!}{\ell!},
\]

The arguments used in Example 1 and 2 can be used again to conclude

1. Only terms with even numbers of fields contribute, hence \( k + \ell \) must be even.

2. \( \phi \) and \( \tilde{\phi} \) must appear in equal numbers, hence, \( k = \ell \).
This leaves still infinitely many terms and they all contribute to the full propagator. The case \( k = \ell = 0 \) was calculated in Example 1 and corresponds to the bare propagator. For \( k = \ell = 1 \), we find

\[
\langle \phi(\omega) \tilde{\phi}(\omega_0) \rangle \bigg|_{k=\ell=1} = \int D[\phi, \bar{\phi}] \phi(\omega) \bar{\phi}(\omega_0) e^{\mathcal{A}_{\text{bin}}} \\
\left( \tau \int \tilde{\phi}(\omega_a) \bar{\phi}(\omega_b) \phi(\omega_c) d\omega_{a,b,c} \right) \left( \chi \int \tilde{\phi}(\omega_d) \phi(\omega_e) \phi(\omega_f) d\omega_{d,e,f} \right) \\
= 2\lambda \tau \int \frac{\delta(\omega + \omega_d) \delta(\omega + \omega_a) \delta(\omega + \omega_b) \delta(\omega + \omega_c)}{-i\omega + r} d\omega_{a,b,c} d\omega_{d,e,f},
\]

(1.130)

where \( d\omega_{a,b,c} = \delta(\omega_a + \omega_b + \omega_c) d\omega_a d\omega_b d\omega_c \), \( d\omega_{d,e,f} \) is defined analogously. The factor 2 appears because the term appears twice: once in the version above and once with \( \omega_e \) paired to \( \omega_b \) and \( \omega_f \) paired to \( \omega_a \) instead.

The expression contains 4 bare propagators and is therefore depicted by a Feynman diagram with 4 lines. The Dirac \( \delta \)-functions \( \delta(\omega_a + \omega_b + \omega_c) \) and \( \delta(\omega_d + \omega_e + \omega_f) \) are represented as vertices:

\[
\langle \phi(\omega) \tilde{\phi}(\omega_0) \rangle \bigg|_{k=\ell=1} \hline
\]

(1.132)

For \( k = \ell = 2 \), there will be three topologically different diagrams:

\[
\langle \phi(\omega) \tilde{\phi}(\omega_0) \rangle \bigg|_{k=\ell=2} \hline
\]

(1.133)

\[
+ \hline
\]

(1.134)

\[
+ \hline
\]

(1.135)

and for \( k = \ell = 3, 4, 5 \), there will be more and more topologically different Feynman diagrams.

In summary:

- Every term in a perturbative expansion of the path integral is depicted as a *Feynman* diagram,
- each bare propagator in each term is depicted as a line,
• each interaction term is depicted as a vertex,

• the power of the coupling associated with the interaction equals the number of how many times that vertex appears in the diagram,

• given a number of lines and vertices, each topologically possible diagram will appear.

• Advice: each type of field should be represented by a differently designed line. (see for example Chapter 3)

Not only can the Feynman diagrams be derived from the explicit perturbative expansion, but for a given Feynman diagram, the corresponding term of the expansion can be found by following the rules above vice versa. In particular, due to the functional derivatives w.r.t. \( J \) and \( \tilde{J} \) in Fourier space, for each line in the Feynman diagram, a bare propagator is attached as a factor. Therefore, in real space, different parts of a Feynman diagram are connected via convolutions.

It is thus more convenient to draw an expansion in terms of its representation in Feynman diagrams, then write down its expression in Fourier space variables and then perform an inverse Fourier transformation.

1.6 CONCLUSION

Doi-Peliti field theory allows modelling complex stochastic reaction-diffusion systems. It solves the associated master equation, Eq. (1.12) indirectly by solving the implied linear partial differential equation for the probability generating function, Eq. (1.23). Although the machinery of the field theory appears to be complicated and difficult, once accustomed to it, many specific problems can be solved elegantly and systematically. This chapter laid the ground for the following two chapters, in which I showcase some of the field theory’s benefits. Although it did not contain original work, there are some open questions to which I will turn in my future research. They are outlined in the following.
1.6.1 Outlook: Supercritical regime

A major problem of the Doi-Peliti field theories is its restriction to subcritical behaviour. This issue can be seen in the derivation of the bare propagator, Sec. 1.5.6, and in particular Eq. (1.117). Its solution in real space is an exponential decay which is forward in time if \( r > 0 \) and appears to be backward in time if \( r < 0 \). However, this apparent backward propagation in time is unphysical and a sign of the inability of Doi-Peliti field theory to deal with supercritical dynamics.

One step towards dealing with supercritical dynamics is the realization that the intuitively expected supercritical dynamics often contains exponential growth, which cannot be described by distributions (generalized functions), and in particular not tempered distributions which I assume in using Fourier transforms. The crucial step towards this catastrophe was Eq. (1.83) and the assumption that the integral boundaries can be taken to \( \pm \infty \). Thus, the space of eligible functions \( \phi \) over which the path integral sums cannot contain exponential growth.

Hence, the apparent impasse of supercritical behaviour can be overcome by stepping back to Eq. (1.83) and keeping the integral boundaries as they are. Then, in the derivation of the propagators, the Fourier series are used instead of Fourier transforms.

1.6.2 Outlook: Finite carrying capacity

When reaction-diffusion systems are interpreted as models of other objects, like populations, mutations, or abstract stochastic processes, additional constraints of the system are often interesting. One important constraint is the carrying capacity. Can Doi-Peliti field theory describe a system were each site has a maximal number of particles it can hold? The carrying capacity can be interpreted as finite available space for a population, or – in the extreme case of a carrying capacity of one particle per site – as a fermionic constraint. Implementing such a constraint has been attempted in [167, 104]. Unfortunately, both approaches lead to complicated interactions and loop corrections. Therefore, alternative approaches are desirable.

One such approach is to change the identity operator in Eq. (1.63) to a projection
operator $\mathbb{P}_n$ onto a finite particle subspace, say carrying at most $n$ particles:

$$\mathbb{P}_n = \sum_{k=0}^{n} |k\rangle \langle k|,$$

(1.136)

then, the identity operator which is expressed in terms of coherent states has to be adjusted as well, see appendix, Sec. A.1. Pseudo coherent states can be introduced as

$$|n\phi\rangle := \sum_{k=0}^{n} \frac{\phi^k a^k}{k!} |0\rangle \quad \text{and} \quad \langle n\phi| := \sum_{k=0}^{n} \langle 0| \frac{\phi^k a^k}{k!},$$

(1.137)

which obey the following pseudo eigenstate property:

$$a|n\phi\rangle = \phi|n-1\phi\rangle \quad \text{and} \quad \langle n\phi|a^\dagger = \langle n-1\phi|\phi$$

(1.138)

Then, the projection in Eq. (1.136) can be expressed as

$$\mathbb{P}_n = \int \frac{d\text{Re}\phi d\text{Im}\phi}{\pi} e^{-\phi^\dagger \phi} |n\phi\rangle \langle n\phi|,$$

(1.139)

and used to calculate the exponential of the Hamiltonian operator, instead of the identity, see Eq. (1.65). The entire derivation of the path integral has to be repeated with the identities replaced by projections and coherent states replaced by pseudo coherent states. Hopefully, the resulting path integral has an action that can be worked with in practice, but this is for future research.
God did give the damn physicists all the solvable problems.

Philip E. Tetlock [157]

2

CONTINUOUS-TIME BRANCHING

ABSTRACT
In this chapter, continuous time branching processes are analyzed using a Doi-Peliti field theory. This research project was in collaboration with R. Garcia-Millan, B. Walter and G. Pruessner. Its results were published in Phys. Rev. E in 2018 [51]. My contribution to this project consisted of conducting and being involved with all analytics, in particular the moments, Sec. 2.3, the particle distribution, Sec 2.4, the survival probability and time, Sec. 2.5, time covariances, Sec. 2.7 and total size characterization, Sec. 2.8. I was not involved with the simulations that were part of the publication [51]. However, for this thesis, I simulated the particle distribution, Fig. 2.4 and the expected time of death, Fig. 2.7, which were not part of the original project. In the conclusion, I present an outlook on my future research on coupled branching processes and noisy parameters, Sec. 2.9.
2.1 Introduction

Branching is the stochastic process of reproduction where an entity creates \( K \) copies of itself, which in turn repeat the same process independently. Different interpretations of this process have found numerous applications ranging from survival of family names [165] to nuclear chain reactions [119, 168]. One of the standard references for branching processes is the textbook by T.E. Harris (1964) [63]. An overview of its wide ranging applications can be found in [144].

There are many variations of branching processes. If offspring is created in discrete time steps, members of the population at a specific time are called a generation. In continuous time, two members of the population can produce offspring at different times, making the referral to generations more complicated. In particular, at a specific time, two members of the population might belong to different generations. Here, the focus lies on continuous time branching processes and the notion of generations is not used.

The number of created offspring \( K \) that a member produces is not fixed; it is a random variable and follows a discrete offspring distribution \( p_k \). An example for such distributions is the binary offspring distribution

\[
K = \begin{cases} 
0 & \text{with probability } p_0 \in (0, 1), \\
2 & \text{with probability } p_2 = 1 - p_0,
\end{cases}
\]  

(2.1)

where \( p_0 \) is the probability that the population member has no offspring and dies, and \( p_2 \) is the probability that the member has 2 offspring and dies. An alternative interpretation for \( p_2 \) is that the member has one offspring and continuous to live. An example of a realization of a branching process with binary offspring distribution is shown in Fig. 2.1.

Another typical offspring distribution is the geometric distribution, where the possible number of offspring is unbound

\[
K = \begin{cases} 
0 & \text{with probability } p_0 \in (0, 1), \\
k & \text{with probability } p_k = p_0(1 - p_0)^k.
\end{cases}
\]  

(2.2)
While any non-negative integer can occur as the number of offspring, all the moments of the geometric distribution are well defined. An example of a realization of a branching process with geometric offspring distribution is shown in Fig. 2.1. In principle, offspring distributions with diverging higher moments could be considered for the branching process. However, the presented model below cannot treat such cases and they are therefore ignored. In the derivation below, the origin of this limitation will be pointed at, just after Eq. (2.21).

Some research on branching processes considers spatial aspects as well. This includes neuronal networks [7], earthquakes [99], and abstract networks [59]. In this chapter, the branching does not have a spatial component. It can be considered as a stochastic process in zero (space) dimensions. Only the time dimension plays a rôle.

In summary, this chapter describes a field theoretic formulation of continuous-time branching processes in zero spatial dimensions following offspring distributions with finite moments. The model and results have been published in \emph{Phys. Rev. E}, \textbf{98}, 062107 (2018) together with co-authors Rosalba Garcia-Millan, Benjamin Walter and
2.2 Derivation of the Model

A continuous-time branching process can be regarded as a chemical reaction where reactants of type $A$ spontaneously split into $K$ copies of itself

$$A \xrightarrow{s} K \cdot A,$$

(2.3)

with an average rate $s$. The number of offspring $K$ is itself a random variable and can take any natural number value including zero. Hence, the number of particles $N(t)$ at time $t$ is also a random variable with values $n \in \mathbb{N}_0$. Each reactant waits an exponentially distributed waiting time $t$, before it branches or dies. The parameter of that exponential distribution is $s$, i.e. $t \sim \text{Exp}(s)$.

Under assumptions of homogenous concentrations and vast available amounts, such chemical reactions are often modeled by rate equations. The rate equation corresponding to the chemical reaction (2.3) is

$$\frac{dc_A(t)}{dt} = s(\mathbb{E}[K] - 1) c_A(t),$$

(2.4)

where $c_A \geq 0$ is the expected concentration of reactant $A$, and a new rate $r = s(1 - \mathbb{E}[K])$ is introduced. The assumption of homogenous concentration eliminates considerations of spatial aspects. The rate $r$ divides the phase space into a subcritical regime $r > 0$ and a supercritical regime $r < 0$. In the subcritical regime, the expected concentration converges to 0, i.e. $\lim_{t \to \infty} c_A(t) = 0$, while in the supercritical regime, the expected concentration diverges, i.e. $\lim_{t \to \infty} c_A(t) = \infty$.

The advantage of the rate-equation-approach (2.4) is that it can be solved analytically for $c_A(t)$ to be an exponential function:

$$c_A(t) = c_A(0)e^{-rt}$$

(2.5)

However, it entails several caveats: Inaccessible are higher moments of the number of
reactants, the probability distribution of the number of reactants, the distribution of
the extinction time of the population of $A$, correlations between several time points,
and many other observables. In fact, all aspect of the stochastic process are lost except
the expected concentration $c_A$.

Realising these drawbacks, what are the alternative approaches? Under the assumption
that all observables are smooth functions, casting the reaction (2.3) as a master equation
safeguards all stochastic properties of the process.

In the following, a master equation, as in Eq. (1.12), is set up for the branching process.
Let $n$ denote the number of particles in the system and let $P(n, t) = P(N(t) = n)$ be the
probability that the system contains $n$ particles at time $t$. In the system, each particle
independently undergoes the branching process. Because of this independence, the
entire system waits an exponentially distributed waiting time until one of the $n$ particles
branches. The parameter of the exponential distribution of the entire system’s waiting
time is $ns$. Hence, if there are $n$ particles in the system, the probabilistic transition
rate to go in one branching event to a system with $n + k$ particles is $nsp_k$.

If a particle has no offspring, it is said to have died and it is lost from the system. This
is equivalent to an extinction of particles and its rate is $sp_0$ for a single particle and
$nsp_0$ for the extinction of one particle in a system containing $n$ particles.

Thus, all the probabilistic transition rates are identified and the master equation can
be set up as follows:

$$\frac{d}{dt} P(n, t|n_0, t_0) =
= s \sum_{k=0}^{\infty} \left( (n - k + 1)p_k P(n - k + 1, t|n_0, t_0) - np_k P(n, t|n_0, t_0) \right).$$

(2.6)

The system is initialised with one particle $n_0 = 1$ at time $t_0 = 0$, i.e. $P(1, 0) = 1$ and
$P(n \neq 1, 0) = 0$. The probabilities for negative particle numbers are set to zero, i.e.
$P(n < 0, t) = 0$. From Eq. (2.6), the unique absorbing state $n = 0$ can be identified.

The derivation of the corresponding Doi-Peliti field theory, as outlined for a general
master equation from Sec. 1.3 to Sec. 1.5 is briefly repeated for the branching process
in the following.
The time-dependent probability generating function of the branching process is

\[ \mathcal{M}(z, t) = \sum_{n=0}^{\infty} P(n, t|n_0, t_0)z^n. \]  

(2.7)

Using the master equation, the time evolution of the probability generating function can be expressed using the differentiation operator \( \frac{d}{dz} \) and multiplication operator \( z \) as follows

\[ \frac{d}{dt}\mathcal{M}(z, t) = s \sum_{k=0}^{\infty} \left( p_k z^k \frac{d}{dz} - p_k z \frac{d}{dz} \right) \mathcal{M}(z, t), \]  

(2.8)

which is a first-order, linear partial differential equation.

In order to get insight into the solution of the master equation (2.6) and the corresponding PDE of the probability generating function (2.8), it is transferred into a Doi-Peliti field theory. As a first step, an equivalent, second-quantized form is derived by introducing the ladder operators \( a \) and \( a^\dagger \), which follow the commutation rule \([a, a^\dagger] = aa^\dagger - a^\dagger a = 1\), and which act on \( \text{bra} \)- and \( \text{ket} \)-vectors \( |n\rangle \) and \( \langle n| \) as follows

\[ a|n\rangle = |n-1\rangle \]  

(2.9)

\[ a^\dagger|n\rangle = |n+1\rangle \]  

(2.10)

\[ \langle n|a = \langle n+1|(n+1) \]  

(2.11)

\[ \langle n|a^\dagger = \langle n-1| \]  

(2.12)

The \( \text{bra-ket} \)-vectors form an orthonormal basis:

\[ \langle m|n \rangle = \delta_{m,n}, \]  

(2.13)

where \( \delta_{m,n} \) is the Kronecker-\( \delta \). The \( \text{bra-ket} \)-vectors represent how many particles the system contains. The vector \( |n\rangle \) indicates that there are \( n \) particles present.

The probability generating function (2.7) can be written with \( \text{bra-ket} \)-vectors, as

\[ |\mathcal{M}(t)\rangle = \sum_{n=0}^{\infty} P(n, t|n_0, t_0)|n\rangle. \]  

(2.14)
The PDE (2.8) is expressed using the ladder operators as follows

$$\frac{d}{dt}|M(t)\rangle = s \sum_{k=0}^{\infty} (p_k a^k - p_k a^k) |M(t)\rangle.$$  \hspace{1cm} (2.15)

Eq. (2.15) is called the second quantized form of the master equation (2.6). The term on the right hand side, in front of $|M(t)\rangle$, is the associated Hamiltonian $H$.

From Sec. 1.4 to Sec. 1.5.6, it is shown how to derive a path integral formulation of a second quantized form of a master equation. The result is that the action of the field theory can be derived by replacing the operators $a$ and $a^\dagger$ in the Hamiltonian by time dependent fields $\phi(t)$ and $\phi^\dagger(t)$ in the integral of the action. For the branching process and the Hamiltonian in Eq. (2.15), this is

$$A[\phi, \phi^\dagger] = s \int \sum_{k=0}^{\infty} p_k \phi^k(t) \phi(t) - p_k \phi^k(t) \phi(t) + \bar{\phi}(t) \frac{\partial}{\partial t} \phi(t) \, dt.$$  \hspace{1cm} (2.16)

As the Hamiltonian is dimensionless and $s$ has the unit of a rate, it can be derived that $\phi$ and $\phi^\dagger$ are both dimensionless too.

In Doi-Peliti field theory, the creation field has to be shifted $\tilde{\phi}(t) = \phi^\dagger(t) - 1$, which results in the shifted action

$$A[\phi, \tilde{\phi}] = s \int \sum_{k=0}^{\infty} \left( p_k \sum_{j=1}^{k} \binom{k}{j} \tilde{\phi}^j(t) \phi(t) - p_k (1 + \tilde{\phi}(t)) \phi(t) \right) + \tilde{\phi}(t) \frac{\partial}{\partial t} \phi(t) \, dt.$$  \hspace{1cm} (2.17)

By introducing rates $q_j$ and $r$ with

$$q_j = s \sum_{k=0}^{\infty} p_k \binom{k}{j} \text{ and } r = (s - q_1),$$  \hspace{1cm} (2.18)

the action can be written compactly as

$$A[\phi, \tilde{\phi}] = \int \sum_{j=2}^{\infty} q_j \tilde{\phi}^j(t) \phi(t) - \tilde{\phi}(t) \left( \frac{\partial}{\partial t} + r \right) \phi(t) \, dt.$$  \hspace{1cm} (2.19)
Figure 2.2: Representation of the first three interaction terms as vertices in Feynman diagrams. In general, the interaction term $q_k \tilde{\phi}^k \phi$ is represented by a vertex with one incoming leg and $k$ outgoing legs.

For the binary and geometric offspring distributions, Eqs. (2.1) and (2.2), I find the following explicit expressions for $q_j$ and $r$

\begin{align*}
\text{binary} & \quad q_2 = s p_2, \quad \forall j \geq 3: \quad q_j = 0 \quad r = s (p_0 - p_2) \quad (2.20) \\
\text{geometric} & \quad q_j = s \left(\frac{1 - p_0}{p_0}\right)^j \quad r = s \left(2 - \frac{1}{p_0}\right) \quad (2.21)
\end{align*}

However, if the offspring distribution did not have finite moments, the $q_j$s would not be well-defined and therefore the action (2.19) wouldn’t be well-defined either.

The bilinear part $A_{\text{lin}}$ of the action $A$ is identified as

$$A_{\text{lin}}[\phi, \tilde{\phi}] = - \int_{\mathbb{R}} \tilde{\phi}(t) \left( \frac{\partial}{\partial t} + r \right) \phi(t) dt \quad (2.22)$$

Using Fourier transforms (A.11), the bilinear part of the action (2.22) is rewritten in frequency space as

$$A_{\text{lin}}[\phi, \phi^\dag] = - \int_{\mathbb{R}^2} \tilde{\phi}(\omega') (-i\omega + r) \phi(\omega) \delta(\omega + \omega') d\omega d\omega' \quad (2.23)$$

where $d\omega = 2\pi d\omega$ and $\delta(\omega + \omega') = 2\pi \delta(\omega + \omega')$.

The interaction part of the action $A$ includes all the terms that are not bilinear. They are represented by vertices in Feynman diagrams, shown in Fig. 2.2. In particular, the action does not allow for loops in the Feynman diagrams and therefore, all connected Feynman diagrams are tree-like.

Furthermore, the system will always be initialized with a single particle $n_0 = 1$ at time $t_0$ in the following Secs. 2.3 to 2.8. Therefore, all Feynman diagrams will have a single incoming leg.
The expectation of an observable $O$ can be calculated using the path integral

$$E[O] = \int O e^{A[\phi, \bar{\phi}]} D[\phi, \bar{\phi}], \quad (2.24)$$

where the measure $D$ is defined such that the expectation of observable $1$ is 1:

$$E[1] = \int e^{A[\phi, \bar{\phi}]} D[\phi, \bar{\phi}] = 1. \quad (2.25)$$

With this choice of the measure $D$, the path integral describes a probability distribution of all paths that the stochastic process $N(t)$ might take.

### 2.3 Moments

After initialising the system with a single particle at time $t_0 = 0$, particles branch and go extinct randomly. The time dependent moments of the particle distribution are observables and can be calculated directly using the path integral (2.24). The $n$th moment of the number of particles in the system, after an initialization with one particle at time $t_0 = 0$ is

$$E[N^n(t)|N(0) = 1] = \left\langle \otimes | (a^\dagger a)^n e^{\mathcal{H}[a^\dagger, a]t} a^\dagger \mid 0 \right\rangle$$

$$= \sum_{k=1}^{n} \binom{n}{k} \left\langle \otimes | a^{ik} k^e H[a^\dagger, a]t a^\dagger \mid 0 \right\rangle$$

$$= \sum_{k=1}^{n} \binom{n}{k} \left\langle \otimes | a^{k} e^{\mathcal{H}[a^\dagger, a]t} a^\dagger \mid 0 \right\rangle$$

$$= \sum_{k=1}^{n} \binom{n}{k} \left\langle \phi^{k}(t) \bar{\phi}(0) \right\rangle$$

where I used the Stirling number of the second kind to obtain normal ordering [102]

$$\binom{n}{k} = \frac{1}{k!} \sum_{i=0}^{k} (-1)^i \binom{k}{i} (k - i)^n \quad (1.38)$$
The term $\langle \phi^k(t)\tilde{\phi}(0) \rangle$ is represented by all Feynman diagrams which consist of one ingoing leg and $k$ outgoing legs.

In particular, Eq. (2.29) is exactly the relation between moments and factorial moments (see also Eqs. (1.36) and (1.37)), which is the (bijective) Stirling transform. Therefore, I can identify the factorial moments as

$$E[(N(t))_k|N(0) = 1] = \langle \phi^k(t)\tilde{\phi}(0) \rangle. \quad (2.30)$$

### 2.3.1 First and second moment

The first and second moment can be calculated directly, they only involve $r$ and $q_2$. If $r > 0$, the first moment is:

$$E[N(t)|N(0) = 1] = \langle \phi(t)\tilde{\phi}(0) \rangle = \int_{\mathbb{R}} \frac{e^{-i\omega t}}{-i\omega + r} d\omega = \Theta(t)e^{-rt}, \quad (2.31)$$

where $\Theta(t)$ is the Heaviside function and $d\omega = d\omega/(2\pi)$. Its corresponding Feynman diagram is a straight line

$$\langle \phi(t)\tilde{\phi}(0) \rangle \hat{=} \text{straight line}. \quad (2.32)$$

There are no corrections to this result because there is no perturbative expansion for the expected particle number.

The expected number of particles is zero before $t_0 = 0$, then discontinuously jumps to $N(0) = 1$, followed by an exponential decay back to zero. The viewpoint of the response field formalism is that at $t_0 = 0$, the system was perturbed and then relaxes back to its ground state $N = 0$.

Ignoring the derivation in Sec. 1.5, blindly replacing the positive $r$ in Eq. (2.31) by a negative $r$ leads to the following result

$$\text{if } r < 0 : \quad \int_{\mathbb{R}} \frac{e^{-i\omega t}}{-i\omega + r} d\omega = \Theta(-t)e^{-rt}, \quad (2.33)$$

which is an exponential increase prior to the initialization where it is abruptly stopped.
This result contradicts the common understanding of how cause and effect are placed in time. It is hinting at a significant drawback of the field theory. The intuitively expected result for any \( r \) is

\[
\mathbb{E}[N(t)|N(0) = 1] = \Theta(t) e^{-rt}
\]  

I will address this issue in Sec. 2.4 and restrict myself to the case \( r > 0 \) for the time being, occasionally taking the limit \( r \to 0^+ \). Unless stated otherwise, all expressions are assumed to be for the subcritical case \( r > 0 \).

Following Eq. (2.29), the second moment is \( \mathbb{E}[N^2(t)|N(0) = 1] = \langle \phi(t)\tilde{\phi}(0) \rangle + \langle \phi^2(t)\tilde{\phi}(0) \rangle \). It is represented by two Feynman diagrams

\[
\mathbb{E}[N^2(t)|N(0) = 1] = \langle \phi^2(t)\tilde{\phi}(0) \rangle
\]

of which the first part was calculated in Eq. (2.31) and the second part is the 2nd factorial moment \( \langle \phi^2(t)\tilde{\phi}(0) \rangle \), which is equal to

\[
\langle \phi^2(t)\tilde{\phi}(0) \rangle = \Theta(t) 2 \frac{q_2}{r} e^{-rt} \left( 1 - e^{-rt} \right)  
\]

whose detailed calculation is presented in the appendix, Sec. B.1.

Hence, for \( r > 0 \), the second moment equals

\[
\mathbb{E}[N^2(t)|N(0) = 1] = \Theta(t) e^{-rt} \left( 1 + 2 \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right).
\]  

Therefore, the variance of the particle number is equal to

\[
\text{Var}(N(t)|N(0) = 1) = \Theta(t) e^{-rt} \left( 1 + 2 \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right).
\]  

As expected, the variance is zero at the initialization \( t_0 = 0 \) because the particle number is fixed. The variance reaches its maximum at \( t_{\text{max}} = (\ln 2)/r \), i.e. the time point of the maximum variance does not depend on higher moments of the offspring distribution and it diverges to \(+\infty\) as \( r \to 0 \). The variance is shown in Fig. 2.10 for the binary offspring distribution.

When the critical point is approached, \( r \to 0^+ \), the expected particle number becomes
When considering the third moment, an additional complication arises: higher order interactions. As shown in Eqs. (2.26)–(2.29), the third moment contains the terms $\langle \phi(t)\phi(0) \rangle$, $\langle \phi^2(t)\phi(0) \rangle$, and $\langle \phi^3(t)\phi(0) \rangle$. While I studied the first two terms in the previous subsection 2.3.1, the last term has not been considered so far. It is represented
by the following Feynman diagrams
\[ \langle \phi^3(t) \tilde{\phi}(0) \rangle = I_3 + g_3 \] (2.39)

I split the terms of \( \langle \phi^3(t) \tilde{\phi}(0) \rangle \) into two parts: \( I_3 \) is the term which has a factor \( q_3 \) and \( g_3 \) is the term that has the factor \( q_2^2 \). If the offspring distribution is binary, \( q_3 = 0 \) and therefore \( I_3 = 0 \).

For \( I_3 \) and \( g_3 \), I find
\[ I_3(t) = \Theta(t) \frac{3q_3}{r} e^{-rt} \left( 1 - e^{-2rt} \right) \] (2.40)
\[ g_3(t) = \Theta(t) \frac{3!}{r} e^{-rt} \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^2 \] (2.41)

whose detailed calculation can be found in the appendix, Sec. B.2.

All the terms for calculating the third moment are known now and I combine Eq. (2.40), (2.41), (2.36), and (2.31) in Eq. (2.29), to find
\[ \mathbb{E}[N^3(t)|N(0) = 1] = \Theta(t) 6 e^{-rt} \left( 1 + \frac{q_2}{r} \left( 1 - e^{-rt} \right) + \frac{q_3}{2r} \left( 1 - e^{-2rt} \right) + \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^2 \right) \] (2.42)

The third moment, Eq. (2.42), is shown in Fig. 2.3 for binary and geometric offspring distributions alongside simulation results, which agree very well.

Since the third moment is already quite complicated and since it is expected that higher moments will be even more complicated, it is reasonable to ask if there are useful approximations for the moments. Characterising the moments close to the critical point \( r = 0 \) is useful if I want to describe the universal properties of branching processes. This approach is explored in the following subsection.
2.3.3 \( n \)th Moment Approximation

Close to the critical point \( r = 0 \), the terms of the \( n \)th moment which have the highest power of \( r^{-1} \) will dominate the expression of the moment, i.e. its amplitude will be largest. These terms can be identified by employing a dimensional argument when considering all involved Feynman diagrams. It goes as follows:

- Following the normal ordering in Eq. (2.29), the \( n \)th moment is described by Feynman diagrams with 1 incoming leg and \( m \leq n \) outgoing legs.

- For fixed \( m \), with \( 3 \leq m \leq n \), diagrams contain \( \ell \) internal legs (i.e. legs connecting two vertices). There can be between 0 and \( m - 1 \) internal legs. There are zero internal legs if the ingoing leg splits into \( m \), using coupling \( q_m \). There are \( m - 1 \) internal legs if all vertices are dyadic, i.e. only the coupling \( q_2 \) is used and it appears as a factor \( q_2^{m-1} \).

- As the terms represented by the Feynman diagrams are parts of moments, they are dimensionless. The \( q_j \)s have the unit of inverse time and only appear as factors with powers equal to the number of vertices with \( j \) outgoing legs. The only parameter in the system which can dimensionally compensate is \( r \) which also has the unit of inverse time.

- Therefore, a diagram with
  
  \( k_2 \) vertices with 2 outgoing legs each,
  
  \( k_3 \) vertices with 3 outgoing legs each,
  
  \( \ldots \),
  
  \( k_j \) vertices with \( j \) outgoing legs each

  has a prefactor \( q_2^{k_2} \cdots q_j^{k_j} \) and a prefactor \( r^{-k_2} \cdots r^{-k_j} \), which makes the result dimensionless.

- Hence, the term represented by the Feynman diagrams with the highest number of vertices has the greatest power of \( r^{-1} \).
The $n$th moment is dominated by the Feynman diagrams with $n$ outgoing legs and with the highest number of vertices, i.e. those which only contain dyadic vertices using coupling $q_2$ only.

Hence, I use the following approximation for $r \to 0^+$

$$
\mathbb{E}[N^n(t)|N(0) = 1] = \left. \langle \phi^n(t) \tilde{\phi}(0) \rangle \right|_{q_j=0}^{j\geq 3} + \mathcal{O}\left(r^{-(n-2)}\right),
$$

where $\mathcal{O}(\cdot)$ refers to the (Bachmann-Landau) Big O notation [3, 88]. In this expression, all diagrams that contain vertices with more than 2 outgoing legs are zero by setting $q_j = 0$ for $j \geq 3$.

Furthermore, the same dimensional argument also holds when applied to factorial moments with the difference that $g_n$ is an even better approximation for the $n$th factorial moments than for the $n$th moment, because less terms are disregarded: While the $n$th moment contains terms which are represented by Feynman diagrams with less than $n$ outgoing legs and which are disregarded in our approximation, the $n$th factorial moment only contains terms which are represented by Feynman diagrams with exactly $n$ outgoing legs.

In the case of the binary branching distribution, $g_n$ is not an approximation for the $n$th factorial moment, but it is exact, i.e. $g_n(t) = \mathbb{E}[(N(t))_n|N(0) = 1]$, because for $j \geq 3$, $q_j = 0$ and only dyadic vertices occur, see Eq. (2.20).

In the previous subsections 2.3.1 and 2.3.2, I identified

$$
g_1(t) = \Theta(t)e^{-rt}, \quad g_2(t) = \Theta(t)2e^{-rt} \frac{q_2}{r} (1 - e^{-rt}),
g_3(t) = \Theta(t)3!e^{-rt} \left( \frac{q_2}{r} (1 - e^{-rt}) \right)^2,
$$

from which it can be deduced that

$$
g_n(t) = \Theta(t)n!e^{-rt} \left( \frac{q_2}{r} (1 - e^{-rt}) \right)^{n-1}
$$

Its correctness can be proved by induction: I consider the following dyadic Feynman
This Feynman diagram consists of two branches: the upper one has \( k \) outgoing legs and represents \( g_k \) and the lower has \( n - k \) outgoing legs and represents \( g_{n-k} \). Both branches are connected by stem, representing their convolution with \( g_1 \). This is indeed a convolution because in Fourier space it is a product of the corresponding Fourier-transforms of \( g_k \), \( g_{n-k} \) and \( g_1 \), as was derived in Chapter 1, Sec. 1.5.7.

Therefore \( g_n(t) \) can be expressed as a convolution

\[
g_n(t) = \sum_{k=1}^{n-1} \binom{n}{k} q_2 \int_0^t e^{-r(t-t')} g_k(t') g_{n-k}(t') \, dt'
\]

\[
= n! e^{-rt} \left( \frac{q_2}{r} (1 - e^{-rt}) \right)^{n-1},
\]

which completes the induction. The details of the second equality are shown in the appendix in Sec. B.3.

Therefore, the \( n \)th moment, and the \( n \)th factorial moment are equal to

\[
\mathbb{E}[N^n(t)|N(0) = 1] = \Theta(t) n! e^{-rt} \left( \frac{q_2}{r} (1 - e^{-rt}) \right)^{n-1} + \mathcal{O}(r^{-(n-2)}),
\]

whose maximum occurs as \( t_{\text{max}} = (\ln n)/r \). As criticality is approached \( r \to 0 \), \( t_{\text{max}} \to \infty \) and the \( n \)th moment and \( n \)th factorial moment diverge as \( \propto r^{-n+1} \).

Close to the critical point \( r = 0 \), branching processes with different offspring distributions will have different moments because \( q_2 \) differ between different offspring distributions. However, the ratios of moments are equal to

\[
\frac{\mathbb{E}[N^k(t)]\mathbb{E}[N^\ell(t)]}{\mathbb{E}[N^{k+m}(t)]\mathbb{E}[N^{\ell-m}(t)]} \approx \frac{g_k(t) g_\ell(t)}{g_{k+m}(t) g_{\ell-m}(t)} = \frac{k! \ell!}{(k+m)!(\ell-m)!},
\]

for \( k, \ell, m \in \mathbb{N} \) and \( \ell > m \), where all expectations are conditioned on \( N(0) = 1 \).
are independent of $q_2$ and of time, and therefore reflect the universal behaviour of branching processes near the critical point.

2.4 Probability distribution $P(N(t)|N(0) = 1)$

Factorial moments and probabilities are connected through the probability generating function, Eqs. (1.32), (1.33) and (1.34): if the range of the random variable is non-negative integers, then the probability generating function and the factorial moment generating function are equal: the probabilities feature as coefficients of the Taylor expansion at $z = 0$, while the factorial moments feature as coefficients of the Taylor expansion at $z = 1$.

If all factorial moments are known, the probability distribution $P(N(t)|N(0) = 1)$ itself can be recovered by writing the probability generating function in terms of the factorial moments and then take derivatives and evaluations at $z = 0$ to obtain the probabilities:

$$P(N(t) = m|N(0) = 1) = \frac{1}{m!} \frac{d^m}{dz^m} P(z,t) \bigg|_{z=0}$$

$$= \frac{1}{m!} \frac{d^m}{dz^m} \sum_{k=0}^{\infty} \frac{(z-1)^k E[(N(t))^k|N(0) = 1]}{k!} \bigg|_{z=0}$$

$$\left\{ \begin{array}{ll}
1 - \frac{e^{-rt}}{1 + q_2 (1-e^{-rt})} + O(r^{-1}) & \text{if } m = 0 \\
\frac{e^{-rt} (q_2 (1-e^{-rt}))^{m-1}}{(1 + q_2 (1-e^{-rt}))^m} + O(r^{-1}) & \text{for } m > 0,
\end{array} \right.$$

where the step from Eq. (2.51) to Eq. (2.52) is presented in the appendix, Sec. B.4. Eq. (2.52) is exact for binary offspring distributions. This result was also found in [119] using other means. The probabilities for $m \in \{0, \ldots, 6\}$ are shown for a binary and geometric offspring distributions in Fig. 2.4 alongside simulation results. While the analytical results and simulation results agree well for binary offspring distributions, there is a significant disagreement for the geometric offspring distribution for small times $st < 1$. This disagreement for small times is due to the approximation of the $n$th factorial moment, Eq. (2.48), where terms involving $q_3$, $q_4$, ... were ignored. These parameters characterize how often a particle splits into 3, 4, ... particles in one event. Between initialization and time $st = 1$, typically one offspring event occurs. Therefore, the approximation overestimates the probability to split into 2 particles and
underestimates the probability to split into 3, 4, ... particles before time $st = 1$.

By considering the probability distribution (2.52), it is found that the probabilities obey universal ratios:

\[
\frac{P(N(t) = k)P(N(t) = \ell)}{P(N(t) = m)P(N(t) = n)} = 1, \quad (2.53)
\]

\[
\frac{P(N(t) > k)P(N(t) > \ell)}{P(N(t) > m)P(N(t) > n)} = 1, \quad (2.54)
\]

with $k, \ell, m, n > 0$ for the first ratio, and where all probabilities are actually conditioned on $N(0) = 1$. At criticality, these ratios are exact for all offspring distributions.

Now that we have the distribution $P(N(t) = m|N(0) = 1)$, we can check that it is a solution of the original master equation, Eq. (2.6), with binary offspring distribution. It turns out, that Eq. (2.52) also solves the master equation for $r < 0$. Since the master equation is a linear ordinary differential equation, it has a unique solution – even in the supercritical regime $r < 0$. Therefore, Eq. (2.52) is the solution of the branching process with binary offspring distributions in the sub- and supercritical regime.

### 2.5 Survival Probability and Time of Death

When considering branching processes, the fact that there exists the unique absorbing state $N = 0$ naturally leads to the questions

- How likely is it that a branching process has not been absorbed / died yet at time $t$, if it was initiated with a single particle at time $t_0 = 0$?

- What is the distribution of times of deaths and what is the expected time of death?

The answer to the first question can be found by realising that the probability of extinction before time $t$, $P(N(t) = 0|N(0) = 1)$, is 1 minus the probability of survival until time $t$, $P_s(t) := P(N(t) > 0|N(0) = 1)$:

\[
P_s(t) = \frac{e^{-rt}}{1 + \frac{2r}{r} (1 - e^{-rt})}. \quad (2.55)
\]
Figure 2.4: Probabilities $P(N(t) = m | N(0) = 1)$ for $m \in \{0, 1, 2, 3, 4, 5, 6\}$ for a binary offspring distribution with $r/s = 0.2$. Lines: analytical results, Eq. (2.52). Markers: simulation results. Top (a): binary offspring distribution. Bottom (b): geometric offspring distribution.
It is shown for binary and geometric offspring distributions in Fig. 2.5 alongside simulation results, with which it agrees well. In particular, since it is derived from the probability distribution in Eq. (2.52), it also holds in the supercritical regime $r < 0$. How likely is it that a branching process survives indefinitely? For $r > 0$, when taking the limit $t \to \infty$, this eternal survival probability is found to be zero

$$r \geq 0 \quad \lim_{t \to \infty} P_s(t) = 0,$$  \hspace{1cm} (2.56)

which means, in the subcritical regime, $r > 0$, all trajectories go extinct with probability 1. However, in the supercritical regime $r < 0$, the limit is

$$r < 0 \quad \lim_{t \to \infty} P_s(t) = -\frac{r}{q_2} \in (0, 1),$$  \hspace{1cm} (2.57)

which is equal to $1 - p_0/p_2$ for binary offspring distributions (in the supercritical regime, $p_2 > p_0$). Hence, there is a finite probability of survival.

In order to find the answers to the second question, I can consider the time of death $T$
as a random variable with range \((0, \infty)\). For a specific realisation, if \(T < t\), then the particle number is zero at time \(t\), i.e., \(N(t) = 0\). In particular

\[
P(T < t) = P(N(t) = 0 | N(0) = 1), \tag{2.58}
\]

which means that the probability that there is no particle in the system at time \(t\) is equal to the cumulative probability that the process died sometime before \(t\). Hence, the probability density function \(f_T(t)\) of the time of death is found by differentiating with respect to \(t\):

\[
r \geq 0:\quad f_T(t) = \frac{d}{dt} P(T < t) = \frac{re^{-rt} \left(1 + \frac{q_2}{r}\right)}{\left(1 + \frac{q_2}{r}(1 - e^{-rt})\right)^2} + O(r^{-1}), \tag{2.59}
\]

where the last equality is true for binary branching offspring distributions, but it is only an approximation for other offspring distributions. The probability density function \(f_T(t)\) of the distribution of the times of death is plotted alongside simulation results in Fig. 2.6 for the binary offspring distributions. Simulations and analytical results agree well.

In the supercritical regime \(r < 0\), \(f_T(t)\) in Eq. (2.59) cannot be a probability density function as some trajectories survive forever. However, this only means that \(f_T(t)\) is not correctly normalized in the supercritical regime and that \(f_T(t)\) tacitly assumes the condition of eventual death of all trajectories. Hence, in the supercritical regime, among the trajectories that die, the time of death follows a distribution \(f_T(t)\):

\[
r < 0:\quad f_T(t) = \frac{q_2}{q_2 + r} \frac{re^{-rt} \left(1 + \frac{q_2}{r}\right)}{\left(1 + \frac{q_2}{r}(1 - e^{-rt})\right)^2}, \tag{2.60}
\]

where the first fraction normalizes the probability density function and is equal to the inverse of the probability of death for any trajectory in the supercritical regime.

For the subcritical regime \(r > 0\), using the probability density function \(f_T\), Eq. (2.59), the expected time of death is calculated (using Mathematica):

\[
r > 0:\quad E_T[T] = \frac{1}{q_2} \ln \left(1 + \frac{q_2}{r}\right), \tag{2.61}
\]

which diverges at the critical point \(r \to 0^+\) logarithmically. Eq. (2.61) is exact for
binary offspring distributions. For other offspring distributions, it is an approximation. The expected time of death is shown in Fig. 2.7 alongside simulations for a wide range of values of $r/s \in [10^{-4}, 10^{-1}]$. Analytical results and simulations agree well for binary offspring distributions. However, for geometric offspring distributions, a systematic error can be observed. This error is due to omitted terms which are represented by Feynman diagrams with non-dyadic vertices. These terms include the parameters $q_3$, $q_4$, ... and take branching events into account where a particle splits into more than 2 particles. Because such events are under-accounted for, the analytic approximation underestimates the time of death. Nonetheless, the analytic approximation consistently tracks the simulated result and the relative error decreases (and is expected to vanish) as the critical point $r = 0$ is approached.

For the supercritical regime, among the trajectories that eventually die, the expected time of death is calculated using their conditional probability density function $f_T(t)$.
Figure 2.7: Rescaled expected time of death $sE_T[T]$ over $r/s \in [10^{-4}, 10^{-1}]$ for binary and geometric offspring distributions. Straight line: analytical results, Eq. (2.61). Markers: simulation results.

from Eq. (2.60) (using Mathematica):

$$r < 0 : \quad E_T[T] = \frac{1}{q_2 + r} \ln \left( -\frac{q_2}{r} \right), \quad (2.62)$$

which diverges logarithmically as $r \to 0^-$, i.e. as more and more long-lived trajectories eventually die.

2.6 Trajectory Shape

In the subcritical regime, $r > 0$, all trajectories go extinct with probability 1 (i.e. almost surely), see Eq. (2.56). Depending on the choice of offspring distribution, the number of particles in the system can increase significantly in one instance, while it can decrease by only one particle at a time through the extinction process. Does this mean that particle numbers rise quickly and die slowly in a typical trajectory? Or do all the possible offspring events even out on average? In order to answer these questions, the expected trajectory shapes are studied in this section.
What is an expected trajectory shape and why is it different to the expected particle number, Eq. (2.31)? Here, I define the expected trajectory shape as the expected particle number under the condition of extinction at a specific time of death $T$. A trajectory shape is specific to the chosen time of death, for different times of deaths, different shapes occur.

How can the system be conditioned on a specific time of death? In deriving the formulation of the probability generating function in the language of the second quantization in Sec. 1.4, the bra-vector $\langle \diamondsuit |$ was introduced in order to evaluate the probability generating function and its derivatives at $z = 1$, and thus calculate the moments of the random variable. If I want to retrieve only those trajectories which have gone extinct by time $T$, $\langle \diamondsuit |$ has to be replaced by $\langle 0 |$. This bra-vector acts like a filter that only allows taking into account those realizations which have no particle in the system at the time when $\langle 0 |$ is imposed. Hence, the probability that a trajectory has gone extinct by time $T$ is

$$
P_e(T) = \langle 0 | e^{HT} a^\dagger | 0 \rangle = 1 - P_s(T),
$$

which I found using a different approach above, Eq. (2.55). The expected number of particles within the ensemble of trajectories which have gone extinct by time $T$ is therefore

$$
\mathbb{E}[N(t)|N(T) = 0, N(0) = 1] = \frac{\langle 0 | e^{H(T-t)}a^\dagger ae^{Ht} a^\dagger | 0 \rangle}{\langle 0 | e^{HT} a^\dagger | 0 \rangle}.
$$

However, this includes trajectories which have gone extinct any time between initiation at time $t_0 = 0$ and time $T$. I would like to focus on those which have died exactly at time $T$. Hence, the infinitesimal difference between having died at time $T$ and time
$T + \Delta T$ has to be considered:

$$
\mathbb{E}[N(t)|N(T) = 0, \forall t' < T : N(t') > 0, N(0) = 1] = \\
\lim_{\Delta T \to 0} \frac{\langle 0\left| e^{\mathcal{H}(T+\Delta T-t)}a^\dagger a e^{\mathcal{H}t}a^\dagger a \right|0 \rangle - \langle 0\left| e^{\mathcal{H}(T-t)}a^\dagger a e^{\mathcal{H}t}a^\dagger a \right|0 \rangle}{\langle 0\left| e^{\mathcal{H}(T+\Delta T)}a^\dagger a \right|0 \rangle - \langle 0\left| e^{\mathcal{H}T}a^\dagger a \right|0 \rangle} = \\
\frac{d}{dT} \langle 0\left| e^{\mathcal{H}(T-t)}a^\dagger a e^{\mathcal{H}t}a^\dagger a \right|0 \rangle \\
= \frac{d}{dT} \mathcal{J}_T(T)
$$

where I also introduced a shorter notation for the expected avalanche shape, $V(t, T)$.

Since the bra-vector $\langle \otimes |$ was used to derive the field-theoretic formulation, how can the vector $\langle 0 |$ be represented in the field theory? Both vectors are related as follows

$$
\langle 0 | = \langle \otimes | e^{-a}.
$$

which translates in the field theory to

$$
\langle 0\left| e^{\mathcal{H}(T-t)}a^\dagger a e^{\mathcal{H}t}a^\dagger a \right|0 \rangle = \left\langle e^{-\phi(T)}\phi(t)\phi(t)\bar{\phi}(0) \right\rangle.
$$

Its calculation is explained in the following.

First, the exponential of the field $\phi(T)$ in Eq. (2.69) is written as a series whose terms are (up to a prefactor)

$$
\left\langle \phi^k(T)\phi(t)\phi(t)\bar{\phi}(0) \right\rangle = \underbrace{\left\langle \phi^k(T)\phi(t)\bar{\phi}(0) \right\rangle}_{I_A(k)} + \underbrace{\left\langle \phi^k(T)\phi(t)\phi(t)\bar{\phi}(0) \right\rangle}_{I_B(k)},
$$

which splits into terms $I_A(k)$ and $I_B(k)$. The terms $I_A(k)$ can be represented by Feyn-
man diagrams as follows

\[ I_A(k) = \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_\ell} \binom{k}{j_1 \ldots j_\ell} \left( \begin{array}{c} j_1 \\ \vdots \\ j_\ell \end{array} \right) \]

\[ = \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_\ell} \binom{k}{j_1 \ldots j_\ell} \frac{1}{\ell!} g_{j_1}(T-t) \cdots g_{j_\ell}(T-t) g_{\ell+1}(t) \]  

\[ = k! e^{-rt} \left( \frac{g_2}{r} \right)^k (1 - e^{-rT})^k \left( \frac{u^2(k-1)}{(1+u)^2} + \frac{2u}{1+u} \right), \]  

where the auxiliary variable \( u \) is introduced as

\[ u = \frac{e^{-r(T-t)} - e^{-rT}}{1 - e^{-r(T-t)}}. \]  

Line (2.72) is only exact for binary offspring distributions. For other offspring distributions, the ignored terms are of the order \( O(r^{-k+1}) \), while the included ones are of the order \( O(r^{-k}) \). Hence, this expression is only exact in the limit of criticality, \( r \to 0^+ \). The step from Eq. (2.72) to Eq. (2.73) is explained in the appendix, Sec. B.5.1.

Similarly, \( I_B(k) \) is represented by the following Feynman diagram

\[ I_B(k) = \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_\ell} \binom{k}{j_1 \ldots j_\ell} \left( \begin{array}{c} j_1 \\ \vdots \\ j_{\ell-1} \\ j_\ell \end{array} \right) \]

\[ = \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_\ell} \binom{k}{j_1 \ldots j_\ell} \frac{1}{(\ell-1)!} g_{j_1}(T-t) \cdots g_{j_{\ell-1}}(T-t) g_{\ell}(t) \]

\[ = \frac{k! e^{-rt}}{1 - e^{-rt}} \left( \frac{g_2}{r} \right)^{k-1} (1 - e^{-rT})^k \left( \frac{u^2(k-1)}{(1+u)^2} + \frac{u}{1+u} \right). \]
The step from Eq. (2.76) to Eq. (2.77) is explained in the appendix, Sec. B.5.2. The equality in line (2.76) is exact for binary offspring distributions. For other offspring distributions, the ignored terms are of the order $O(r^{-k+2})$, while the included ones are of the order $O(r^{-k+1})$. Hence, this expression is only exact at criticality, $r \to 0^+$. Both results can be combined to obtain the expected number of particles in trajectories which die exactly at time $T$:

$$V(t, T) = 1 + 2\frac{q_2}{r} \left(1 - e^{-rt}\right) \left(1 - \frac{P_s(T)}{P_s(t)}\right).$$

(2.78)

Its calculation is explained in the appendix, Sec. B.5.3. The shapes $V(t, T)$ for different times of death $T$ can be rescaled $\tau = t/T$ such that all rescaled shapes start at $\tau = 0$ and end at $\tau = 1$. For fixed $q_2$ and $r$ the rescaled shapes change with $T$, which is shown in Fig. 2.8 for $r/s = 10^{-1}$ and $q_2/s = 0.45$. As the time of death is increased, the rescaled shapes approach an upper boundary:

$$\lim_{T \to \infty} V\left(\frac{T}{2}, T\right) = 1 + 2\frac{q_2}{r},$$

(2.79)

which is exact for binary offspring distributions and an approximation for other offspring distributions. As the critical point $r = 0$ is approached, the upper boundary diverges as $\propto r^{-1}$.

At criticality, $r = 0$, the shape becomes a parabola:

$$\lim_{r \to 0^+} V(t, T) = 1 + 2\frac{q_2^2 T}{1 + q_2^2 T} \left(1 - \frac{t}{T}\right) \frac{t}{T},$$

(2.80)

whose maximum at $t = T/2$ diverges linearly in $T$ as $T \to \infty$.

Comparing analytical results to simulations of the expected shapes of trajectories under the condition of a specific time of death is very difficult because a specific time of death never occurs twice in simulations, almost surely, see Eq. (2.59). How can a comparison still be achieved?

If simulated shapes are

1. recorded, then
Figure 2.8: Expected shape of trajectory given death at time $T$ for different $T/s \in \{4, 8, 16, 32, 64, 256\}$. Time is rescaled with $\tau = t/T$ such that time of death is at $\tau = 1$. Chosen parameters are $r/s = 10^{-1}$ and $q_2/s = 0.45$. As the time of death is increased, the shapes approach an upper boundary $\lim_{T \to \infty} V(\frac{T}{T}, T) = 1 + 2q_2^2 r$. Figure from [51].

2. rescaled with their time of death $\tau = t/T$, next

3. averaged over all times of death, and finally

4. normalized by area,

the resulting shapes can be compared to analytical results as follows. The likelihood of a time of death $T$ is $f_T(T)$, Eq. (2.59). Hence, the $T$-averaged shape is proportional to

$$\mathbb{E}_T[V(\tau T, T)] \propto \int_0^\infty f_T(T)V(\tau T, T)dT$$

(2.81)

As I want the shapes to be normalized by area, the proportionality constant is $1/N_V$
with

\[ N_V = \int_0^1 \int_0^\infty f_T(T)V(\tau T, T)dTd\tau. \] (2.82)

Using Mathematica, the resulting averaged expected shapes can be expressed using the Gaussian hypergeometric functions \( {}_2F_1(a, b, c, z) \)

\[ {}_2F_1(a, b, c, z) = \sum_{k=0}^{\infty} \frac{a^{(k)}b^{(k)}}{c^{(k)}} \frac{z^n}{n!}, \] (2.83)

where \( a^{(k)} = a(a+1) \cdots (a+k-1) \) is the rising factorial:

\[ \mathbb{E}_T[V(\tau T, T)] = \frac{1}{N_V} + \tau(1-\tau) \frac{q_2F(\tau, q_2, r)}{(q_2 + r)N_V} \] (2.84)

with \( F(\tau, q_2, r) = \frac{2F_1(1, 2-\tau, 3-\tau, \frac{q_2}{q_2+r})}{\tau - 2} - \frac{2F_1(1, 1+\tau, 2+\tau, \frac{q_2}{q_2+r})}{\tau + 1} \) (2.85)

The normalisation constant and the function \( F \) diverge at the critical point, with the limit (obtained using Mathematica)

\[ \lim_{r \to 0^+} \frac{F(\tau, q_2, r)}{N_V} = 6. \] (2.86)

Hence, at criticality \( r = 0 \), the averaged expected shape is

\[ \lim_{r \to 0^+} \mathbb{E}_T[V(\tau T, T)] = 6\tau(1-\tau). \] (2.87)

The analytical result in Eq. (2.84) is compared to simulations in Fig. 2.9 for several values of \( r \) for the branching process with binary offspring distribution. The figure shows that the analytical results and the simulations agree well.

### 2.7 Time-Covariances

Other observables of interest are time-covariances. Intuitively, when a trajectory has a large number of particles at some point in time, it is very likely that it also had a large
number shortly before and will still have a similarly large number of particles shortly after. Is this intuition correct? Are the covariances symmetric before and after? How quickly do different time points in a trajectory become independent?

In order to investigate these questions, the 2- and 3-time covariances are calculated. The $n$-point covariance is defined as

$$
cov \left( N(t_1), \ldots, N(t_n) \right) | N(0) = 1 \right) = \mathbb{E} \left[ (N(t_1) - \mathbb{E}[N(t_1)]) \cdots (N(t_n) - \mathbb{E}[N(t_n)]) \right] | N(0) = 1,
$$

(2.88)

where the inner expectations are also conditioned on $N(0) = 1$. 

Figure 2.9: Rescaled trajectory shapes averaged over all possible times of death $T \in (0, \infty)$ for several $r/s \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ using binary offspring distributions. Dashed lines: analytical result Eq. (2.84), Markers: simulation results. Figure adapted from [51].
2.7.1 2-time Covariance

For the 2-point covariance, the term $\mathbb{E}[N(t_1)N(t_2)|N(0) = 1]$ has to be calculated, which, for $t_2 > t_1$, is equal to

$$\mathbb{E}[N(t_1)N(t_2)|N(0) = 1] = \langle \otimes a^+ e^{\mathcal{H}(t_2-t_1)} a^+ e^{\mathcal{H}t_1} a^+ | 0 \rangle = \langle \phi(t_2)\bar{\phi}(t_1) \rangle \langle \phi(t_1)\bar{\phi}(0) \rangle + \langle \phi(t_2)\bar{\phi}(t_1)\bar{\phi}(0) \rangle. \quad (2.89)$$

While the first part is known from the calculation of the first moment, Eq. (2.31), the second part can be determined to be equal to

$$\langle \phi(t_2)\phi(t_1)\bar{\phi}(0) \rangle = \Theta(t_1)\Theta(t_2)2\frac{q_2}{r} e^{-r(t_1+t_2)} (e^{r\min(t_1,t_2)} - 1) \quad (2.91)$$

for any relation between $t_1$ and $t_2$. The details of its derivation are shown in the appendix, Sec. B.1.
Hence, the 2-point covariance is equal to
\[
cov\left(N(t_1), N(t_2) | N(0) = 1\right) = \\
= \Theta(t_1) \Theta(t_2) e^{-r \max\{t_1, t_2\}} \left(1 + 2 \frac{q_2}{r}\right) \left(1 - e^{-r \min\{t_1, t_2\}}\right),
\]
(2.92)
which has an unsurprising similarity to the expression for the variance, Eq. (2.38). The analytical results for the covariance are shown for several times \(t_1\) and \(t_2\) in Fig. 2.10 for binary offspring distribution alongside simulation results. The figure shows that simulations and analytical results agree very well.

2.7.2 3-time covariance

The 3-time covariance is defined as (all expectations are assumed to be conditioned on \(N(0) = 1\)):
\[
\mathbb{E}\left[\left(N(t_1) - \mathbb{E}[N(t_1)]\right)\left(N(t_2) - \mathbb{E}[N(t_2)]\right)\left(N(t_3) - \mathbb{E}[N(t_3)]\right)\right] = \\
= \mathbb{E}[N(t_1)N(t_2)N(t_3)] - \mathbb{E}[N(t_1)N(t_2)]\mathbb{E}[N(t_3)] \\
- \mathbb{E}[N(t_1)N(t_3)]\mathbb{E}[N(t_2)] - \mathbb{E}[N(t_2)N(t_3)]\mathbb{E}[N(t_1)] \\
+ 2\mathbb{E}[N(t_1)]\mathbb{E}[N(t_2)]\mathbb{E}[N(t_3)]
\]
(2.93)
which is even more complicated once each term is expressed in the field theory. For example
\[
\mathbb{E}[N(t_1)N(t_2)N(t_3)] = \langle \phi(t_3)\phi(t_2)\phi(t_1)\tilde{\phi}(0) \rangle \\
+ \langle \phi(t_3)\phi(t_2)\tilde{\phi}(t_1)\phi(t_1)\tilde{\phi}(0) \rangle \\
+ \langle \phi(t_3)\tilde{\phi}(t_2)\phi(t_2)\tilde{\phi}(t_1)\phi(t_1)\tilde{\phi}(0) \rangle \\
+ \langle \phi(t_3)\tilde{\phi}(t_2)\phi(t_2)\phi(t_1)\tilde{\phi}(t_1)\phi(t_1)\tilde{\phi}(0) \rangle
\]
(2.94)
for the time ordering $t_3 > t_2 > t_1$. Furthermore, each of these terms is lengthy. For example, the first term in Eq. (2.94) is equal to

$$\left\langle \phi(t_3)\phi(t_2)\phi(t_1)\tilde{\phi}(0) \right\rangle = \Theta(t_1)\Theta(t_2)\Theta(t_3)e^{-r(t_1+t_2+t_3)}$$

$$\frac{4q_j^2}{r^2} \left( (e^{r\min\{t_1,t_2,t_3\}} - 1) \left( e^{r\min\{t_1,t_2\}} + e^{r\min\{t_1,t_3\}} + e^{r\min\{t_2,t_3\}} \right) ight) - \frac{3}{2} \left( e^{2r\min\{t_1,t_2,t_3\}} - 1 \right) + \frac{3q_3}{r} \left( e^{2r\min\{t_2,t_3,t_1\}} - 1 \right)$$

(2.95)

Its derivation is shown in the appendix, Sec. B.2. Therefore, I conclude that useful approximations are needed.

### 2.7.3 $n$-time Covariance Approximation

In the previous subsection, it became clear that expressions for the $n$-time covariances can be quite complicated and lengthy. Therefore, I seek an approximation, analogously to the approximation of higher moments in Sec. 2.3.3 for $r \to 0^+$. In fact, I can repeat the argument in Sec. 2.3.3 and find that close to criticality $r = 0$, the $n$-time covariance is dominated by

$$\mathbb{E}\left[\left( N(t_1) - \mathbb{E}[N(t_1)] \right) \cdots \left( N(t_n) - \mathbb{E}[N(t_n)] \right) \right] = \left. \left\langle \phi(t_n) \cdots \phi(t_1)\tilde{\phi}(0) \right\rangle \right|_{j \geq 3, q_i = 0} + \mathcal{O}(r^{-n+2})$$

(2.96)

where all expectations are conditioned on $N(0) = 1$.

The expression on the right hand side is denoted by $\zeta_n(t_1, \ldots, t_n)$ and is represented by
the following Feynman diagram

\[
\zeta_n(t_1, \ldots, t_n) \triangleq \sum_{k=1}^{n-1} \sum_{\sigma \subset \{t_1, \ldots, t_n\} \mid |\sigma| = k} \left( \begin{array}{c} \sigma : \\ \sigma^c : \end{array} \right)
\]

(2.97)

\[
= q_2 \sum_{k=1}^{n-1} \sum_{\sigma \subset \{t_1, \ldots, t_n\} \mid |\sigma| = k} \int_{t_{\min}}^{t_{\min}} \zeta_k(t_{\sigma(1)} - t', \ldots, t_{\sigma(k)} - t') \\
\cdot \zeta_{n-k}(t_{\sigma^c(k+1)} - t', \ldots, t_{\sigma^c(n)} - t') e^{-\lambda t'} dt',
\]

(2.98)

where \( t_{\min} = \min\{t_1, \ldots, t_n\} \).

While expression (2.98) is difficult to calculate explicitly, it can be used to calculate the distribution of the sizes of trajectories, which is shown in the next section.

2.8 Total Size

The final question of the pure branching process that I want to address is: How large are trajectories, what is their typical size? The notion of size combines two properties of trajectories: its number of particles at different times and its length, i.e. time of death. I define the size of a trajectory as follows

\[
S = \int_0^\infty sN(t)dt,
\]

(2.99)

where the factor \( s \) is used to make the result independent of the branching event frequency, i.e. independent of a rescaling of time. \( S \) is a random variable and the aim of this section is to derive its distribution.

First, I calculate the moments of \( S \), i.e. \( \mathbb{E}[S], \mathbb{E}[S^2], \ldots \):

\[
\mathbb{E}[S^n] = s^n \int_0^\infty \cdots \int_0^\infty \mathbb{E}[N(t_1) \cdots N(t_n) \mid N(0) = 1] dt_n \cdots dt_1.
\]

(2.100)

Going back to the dimensional arguments in Sec. 2.3.3, close to the critical point,
\[ E[N(t_1) \cdots N(t_n)|N(0) = 1] \] will be dominated by those terms which are represented by dyadic Feynman diagrams:

\[ E[N(t_1) \cdots N(t_n)|N(0) = 1] \approx \zeta_n(t_1, \ldots, t_n) \tag{2.101} \]

Hence, the \( n \)th moment of the total size of the trajectories is

\[ E[S^n] \approx s^n \int_0^\infty \cdots \int_0^\infty \zeta_n(t_1, \ldots, t_n) dt_n \cdots dt_1 \tag{2.102} \]

\[ = \frac{q_2}{r} \sum_{k=1}^{n-1} \binom{n}{k} E[S^k] E[S^{n-k}] \tag{2.103} \]

\[ = \frac{s^n q_2^{n-1}}{r^{2n-1}} 2^{n-1} (2n - 3)!!, \tag{2.104} \]

where \((2n - 3)!! = (2n - 3)(2n - 5) \cdots 3 \cdot 1\) is the double factorial of \((2n - 3)\). The calculation from Eq. (2.102) to Eq. (2.103) and to Eq. (2.104) is shown in the appendix, Sec. B.6. This result is only exact in the limit \( r \to 0^+ \).

Analogously to the universal ratios of moments in Eq. (2.49) and the universal ratios of probabilities in Eq. (2.53), universal ratios of the total size of the trajectories are found:

\[ \frac{E[S^k] E[S^\ell]}{E[S^{k+m}] E[S^{\ell-m}]} = \frac{(2k - 3)!!(2\ell - 3)!!}{(2(k + m) - 3)!!(2(\ell - m) - 3)!!}, \tag{2.105} \]

with \( k, \ell, m \in \mathbb{N} \) and \( m < \ell \).

Hence, the moment generating function of \( S \) is

\[ M_S(z) = E[e^{zS}] \simeq 1 + \frac{r - \sqrt{r^2 - 4s q_2 z}}{2 q_2}, \tag{2.106} \]

which is derived in the appendix, Sec. B.6.1. From moment generating function, the probability density function of \( S \), \( f_S(x) \), can be found by calculating the inverse Laplace transform of \( M(-z) \):

\[ f_S(x) \simeq \frac{1}{2} \sqrt{\frac{s}{q_2 \pi}} x^{\frac{3}{2}} e^{-\frac{x^2}{4 q_2^2}}, \tag{2.107} \]
which is shown for several rates $r$ for binary and geometric offspring distributions in Fig. 2.11. The probability density function $f_S(x)$ is an approximation which is expected to be good for $x \geq 1$, while it is expected to be bad for $x < 1$. The case $x > 1$ is dominated by trajectories that actually branch into more than one particle before dying, which is captured well by dyadic diagrams. However, the case $x < 1$, is dominated by trajectories that were initialized, never branched and then died. These trajectories are captured by the terms represented by disconnected diagrams, which I omitted in the approximation in Eq. (2.101).

Nevertheless, the approximation of $f_S(x)$ captures two important characteristics: the exponential decay in the subcritical regime $r > 0$ and the power law scaling with power $-3/2$ at the critical point $r = 0$. 
2.9 Conclusion

Continuous-time branching processes are modelled in the subcritical regime using a Doi-Peliti field theory. A variety of properties of the branching processes were analyzed, of which an overview is given in Table 2.1 on page 108. All observables are exact asymptote for the critical limit \( r \to 0^+ \). Most analytical results are corroborated with simulations of binary and geometric offspring distributions.

An important result is that close to criticality \( r \to 0^+ \), all the studied observables are determined, up to rescaling of time, by the first and second moment of the offspring distribution only, which are part of the parameters \( r \) and \( q_2 \). Higher moments of the offspring distribution become negligible at criticality. At the basis of this result is the dimensional argument presented in Sec. 2.3.3.

The Doi-Peliti field theory for the continuous-time branching process is also at the basis of future work, of which I outline two projects in the following subsections.

2.9.1 Outlook: Noisy parameters

Branching processes are used as models for a variety of applications. Their interpretation as real-life systems has the drawback that most systems are noisy. For example, when interpreted as the reproduction in populations, the branching process set out in this Chapter cannot account for seasonal variations, the influence of epidemics, food supply fluctuations or other influences on fertility rates.

Therefore, it is desirable to model branching processes whose offspring distribution fluctuates in time. In order to achieve this, the Martin-Siggia-Rose-Janssen-DeDominicis (MSRJD) response field formalism can be used [98, 31, 76]. This formalism can be used to transform the description of a stochastic process by a Langevin equation to a description by a field theory. For example, the Ornstein-Uhlenbeck process [160] can be described by the following Langevin equation:

\[
\frac{d}{dt}y(t) = -\beta y(t) + \xi, \tag{2.108}
\]

where \( y(t) \) is the time-dependent random variable of interest, \( \beta > 0 \) is the return frequency modelling a harmonic potential and \( \xi \) is time-dependent white noise with
mean zero and covariance \( \text{cov}(\xi(t), \xi(t')) = D\delta(t - t'), \; D > 0. \)

Following the MSRJD formalism as described in Täuber’s book [154], a path integral is derived with the following action:

\[
A[\tilde{\psi}, \psi] = \int \tilde{\psi} \left( -\frac{d}{dt} - \beta \right) \psi + D\tilde{\psi}^2 dt, \tag{2.109}
\]

where \( \psi \) describes the value of the Ornstein-Uhlenbeck field and \( \tilde{\psi} \) is its response field.

Such a noise field can be coupled to parameters of the branching process. However, it is unclear how such noisy parameters influence the branching process. Does the critical point shift, do observables change? These are questions to be answered in future work.

### 2.9.2 Outlook: Coupled Branching processes

A common observation in neuroscience is that activities in the brain, measured as local field potentials at electrodes inserted into the live brain or into brain slices [7, 126, 127], show dynamics similar to trajectories of branching processes close to criticality. Different activities such as deep sleep or wakefulness lead to different statistics of the trajectories and the dynamics appear to be closer or further away from a critical point. Different areas of the brain might be in different activity states. However, they are connected and can influence each other. It therefore seems natural to ask how several branching processes, at different distances from the critical point, influence each other when coupled.

A different interpretation of coupled branching processes arises in the context of mutations within a population. Different genetic mutations can lead to different fertility rates. However, mutations are also reversible. Thus two branching processes, randomly exchanging particles can be used to model the competition between alleles [106].

The coupling of branching processes can be achieved within the framework of Doi-Peliti field theory. If the processes are simply exchanging particles as a Poisson process, then the exchange is analogous to a continuous-time Markov chain. Assuming that there are \( m \) different branching processes with their offspring distributions \( p_{k,m} \), their Poissonian
exchange of particles can be described by the following master equation:

\[
\frac{d}{dt}P(n,t|n_0,t_0) = \sum_{i\neq j} \lambda_{ij} \left( (n_i + 1)P(n_i + 1, n_j - 1, t|n_0) - n_i P(n, t|n_0, t_0) \right) + \sum_{i=1}^{m} (\text{branching process } i),
\]

where \(n_1, \ldots, n_m\) are the particle numbers of the \(m\) branching processes, \(\{n_0\}\) is the initial state at time \(t_0 < t\) and \(\{n\}\) is a shorthand for \(n_1, \ldots, n_m\). The rates \(\lambda_{ij}\) are the rates for the exponentially distributed waiting time of one particle in branching process \(i\) to transfer to branching process \(j\).

The master equation (2.110) is transformed into the following action of a Doi-Peliti field theory:

\[
\mathcal{A} = \sum_{i=1}^{m} \int \phi_i \left( -\frac{d}{dt} - r_i - \sum_{j\neq i} \lambda_{ij} \right) \phi_i + \sum_{j} \lambda_{ij} \phi_j \phi_i + \sum_{\ell=2}^{\infty} q_{\ell,i} \phi_i \phi_i dt,
\]

where \(q_{\ell,i}\) and \(r_i\) are the coefficients \(q_\ell\) and \(r\) of branching process \(i\), see Eq. (2.18).

Future work will focus on determining the critical hypersurface of these coupled branching processes.

Other ways to couple branching processes are also feasible. For instance, instead of exchanging particles, the branching processes can also influence each others branching probabilities, which will be investigated in the future as well.

Furthermore, the connection to evolutionary dynamics, modelling competitions of alleles, raises another prospect for future research: evolutionary dynamics is modelled often using games theory [106, 107, 135]. Therefore, future work will focus on: Can field theory be a useful tool for game theory?
Table 2.1: Observables of the continuous time branching process, which were calculated, including their corresponding section and equation numbers. The accuracy of the results is labeled in several ways: Is the result exact for all offspring distributions (OD)? Is it exact for binary offspring distribution (BOD) only? Is it asymptotically exact (AE) $r \to 0^+$ for all offspring distributions? Was the asymptotic controlled (AC), i.e. is the next term of the order of some power in $r^{-1}$? Were the analytical results directly corroborated with simulations (S)? Table adapted from [51].

<table>
<thead>
<tr>
<th>Observable</th>
<th>Sec.</th>
<th>Eq.</th>
<th>Fig.</th>
<th>OD</th>
<th>BOD</th>
<th>AE</th>
<th>AC</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st moment</td>
<td>2.3.1</td>
<td>(2.31)</td>
<td>2.3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2nd moment</td>
<td>2.3.1</td>
<td>(2.37)</td>
<td>2.3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3rd moment</td>
<td>2.3.2</td>
<td>(2.42)</td>
<td>2.3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$n$th moment</td>
<td>2.3.3</td>
<td>(2.48)</td>
<td>2.3</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$n$th factorial moment</td>
<td>2.3.3</td>
<td>(2.48)</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>probability of particle number</td>
<td>2.4</td>
<td>(2.52)</td>
<td>2.4</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>survival probability</td>
<td>2.5</td>
<td>(2.55)</td>
<td>2.5</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>probability density of trajectory duration</td>
<td>2.5</td>
<td>(2.59)</td>
<td>2.6</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>expected time of death</td>
<td>2.5</td>
<td>(2.61)</td>
<td>2.7</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>expected trajectory shape</td>
<td>2.6</td>
<td>(2.78)</td>
<td>2.8</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>averaged expected trajectory shape</td>
<td>2.6</td>
<td>(2.84)</td>
<td>2.9</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>2-time covariance</td>
<td>2.7.1</td>
<td>(2.92)</td>
<td>2.10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3-time covariance approximation</td>
<td>2.7.2</td>
<td>(2.95)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$n$-time-covariance approximation</td>
<td>2.7.3</td>
<td>(2.98)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>moments of total size</td>
<td>2.8</td>
<td>(2.104)</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>moment generating function of total size</td>
<td>2.8</td>
<td>(2.106)</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>probability density of total size</td>
<td>2.8</td>
<td>(2.107)</td>
<td>2.11</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
</tbody>
</table>
3

Filament Self-Assembly

Abstract
In this chapter, the reaction-diffusion system of actin filament and microtubule self-assembly is studied using Doi-Peliti field theory. The results up to Sec. 3.3.2 are also part of an article, written in collaboration with G. Pruessner, which was published in the Journal of Statistical Mechanics: Theory and Experiment on 23 May 2019 [118]. I was involved in all calculations presented here.

New about the research results is that they describe the interplay of reactions at and diffusion around the filament tip and characterizes emergent phenomena, which provide a better explanation for specific experimental results, see Sec. 3.3.3, and suggest further observables for experimental verification, see Sec. 3.6.
The smallest units of life are cells. They occur as single-cell organisms with relatively simple modes of operation and as part of large, multi-cellular organisms with complex behaviours. Typically, cells span tens of micrometers. However, some specialized cells can have extensions that are longer than one meter. Their internal organisation is similar across many species. One of the parts that appears, in different variants, in all cells are filaments, which are polymer structures and which are often grouped into three types: long microtubules, short actin filaments and intermediate filaments. While microtubules are found in all organisms, actin filaments are not found in bacteria, and intermediate filaments are only found, with few exceptions, in larger, multi-cellular organisms. In cells, filaments grow and shrink dynamically and are involved in many vital processes inside the cell. This includes: maintaining or changing the cell shape, movement of the cell, cell division and transport processes between different parts of the cell [124]. In some specialized cells, filaments are part of the specialized structure. For example in sperm cells, microtubules are part of the tail of sperm cells, responsible for the swimming of the cell. In neurons, i.e. nerve cells, dynamic actin filament growth is important for connecting two neurons to form a neural network. Furthermore, neural signals are propagated as electric potentials along microtubules that form long extensions, called axons, of the cell [81]. In addition, microtubules are also studied as elements in active fluids [150]. The building blocks of microtubules are tubulin dimers which are about 8 nm long and form protofilaments of which 13 arrange into a cylinder-like structure [96]. The building blocks of actin filaments are actin monomers which have a length of about 7 nm and which form two strands, which together make up the actin filament [40].

The self-assembly of actin filaments and microtubules has been studied intensively experimentally [54, 50, 123, 87, 49] and theoretically [103, 48, 25, 26, 164, 5, 108]. However, open questions about their self-assembly dynamics remain. One central question is: is their self-assembly limited by diffusion of their building blocks to the tip [108, 38] or by the reactions for their incorporation into the filament [5, 38]? This question is addressed in this chapter.

In general, the building blocks of the cell’s filaments are moving diffusively inside the cell plasma. They attach and detach from the filament tip at random, which creates a
random growth and shrinking process of which the mean and variance are of particular interest. In microtubules, there is the additional phenomenon of catastrophes, which are sudden, very fast shrinking events. During a catastrophe, a microtubule might reduce its length by more than 50% within a short time. However, catastrophes occur rarely and this chapter is only concerned with the filament dynamics between catastrophes. Actin filaments do not exhibit catastrophes. [103]

The growth speed $v$ of the filaments is observed to scale linearly with the bulk density $\zeta$ of the building blocks. However, there is a bulk density where stochastic assembly and disassembly balance each other, on average. The maximal disassembly speed is measured in an environment that does not contain any building blocks. This linear relationship is written as

$$\langle v \rangle = h(k_{\text{on}}\zeta - k_{\text{off}}),$$

where $h$ is the average step size of the growth and shrinking per incorporated particle. The parameters $k_{\text{on}}$ and $k_{\text{off}}$ are the incorporation rate per bulk density and the release rate. Eq. (3.1) is the relation ship that is observed and $k_{\text{on}}$ and $k_{\text{off}}$ are determined in experiments. Also observed is the variance of the self-assembly by measuring the mean square displacement of the filament tip [54] or by creating histograms of the length fluctuations [50, 87, 54]. It approximately grows linearly in time and its proportionality constant is described as an effective diffusion constant $D_{\text{eff}}$.

An important goal has been to understand both the growth speed and length fluctuations with one model. There have been two major competing assumptions: either the system is reaction-limited or the system is diffusion-limited.

The assumption that the system is reaction-limited implies that the supply of the building blocks (i.e. actin monomers or tubulin dimers) by diffusion is sufficiently fast, such that local depletion can be neglected. In particular, this means that the time scale of the reactions (proportional to the inverse of the reaction rates $k^{-1}$) is slower than the average time it takes a particle to move the average distance between two particles, which is proportional to $D^{-1}\zeta^{-2/3}$, where $D$ is the diffusion constant and $\zeta$ is the bulk density of the particles. Hence, a system can be placed closer to reaction-limited dynamics if the bulk density $\zeta$ is increased or if the diffusion constant is increased (e.g. by changing the viscosity [166]).
Figure 3.1: A schematic of the microtubule self-assembly process. Tubulin / actin (red blocks) moves diffusively in $\mathbb{R}^3$, while the microtubule / actin filament tip is fixed on a lattice with spacing $h$. Tubulin / actin can be incorporated in the microtubule / actin filament (coefficient $\lambda$) and released from from its tip (rate $\tau$). Figure from [118].

In the reaction-limit, the incorporation and release of particles from the filament tip are independent Poisson processes with exponential waiting times, whose rates are denoted by $\lambda \zeta$ for incorporation and $\tau$ for release. Incorporation is proportional to the bulk particle density $\zeta$. The competing processes together form a Skellam process with a Skellam distribution [145]. The resulting mean growth speed is equal to

$$\langle v \rangle_R = h(\lambda \zeta - \tau),$$

(3.2)

where $h$ is the average step size of the growth and shrinking per incorporated or released particle. The variance of the position grows linearly in time with effective diffusion constant $D_{\text{eff}}$:

$$D_{\text{eff},R} = h^2(\lambda \zeta + \tau).$$

(3.3)

If the system were reaction limited, then the measured coefficients $k_{\text{on}}$, $k_{\text{off}}$ and $D_{\text{eff}}$ would be equal to $\lambda$, $\tau$ and $D_{\text{eff},R}$. However, the experimentally determined variance is
much larger than expected [50, 87, 54] in reaction-limited dynamics.

The alternative, common assumption is that the system is diffusion-limited. Here, average reaction times are assumed to be much faster than the time to diffusively fill a depleted area with particles from the bulk. Growth of the filament is determined by waiting times for new building blocks to arrive at the filament tip. On a mean field level, transport in a diffusive environment only goes from higher concentrations to lower concentrations. As the filament tip is acting as a sink of actin monomers or tubulin dimers, in the mean field picture transport only goes to the tip and is described by a diffusion equation. Diffusion does not only refer to position in space but also to orientation of the molecules in phase space and can be accommodated by an effective reaction radius in position space [10, 105].

In this scenario, growth speed $\langle v \rangle_D$ is determined by the diffusive flux $J$ to the reaction sphere around the tip of effective radius $R$:

$$\langle v \rangle_D = 4\pi DRh\zeta.$$  \hspace{1cm} (3.4)

This is equivalent to the result of Smoluchowski for coagulation [146] if any orientation of the building blocks would lead to incorporation into the tip. However, the orientation does matter. To take this into account, the effective reaction radius is considered to be smaller than the actual particle size [10]. If the system is diffusion-limited, then the effective incorporation rate is equal to the volume flux $k_{on} = 4\pi DR$. However, this limit cannot accommodate an effective release rate $k_{off}$ as any released particle would immediately be pushed back to the tip by the diffusive flux. Thus a perfect diffusion limit cannot explain the observations, Eq. (3.1).

Furthermore, following the Stokes-Einstein relation for small Reynolds numbers [151], viscosity and incorporation rate should be inversely proportional without offset. This relationship was experimentally tested in [38] for actin filaments and in [166] for microtubules. In both cases, offsets for the relationship were found, implying that the dynamics is not purely diffusion-limited. However, the incorporation rate does change with the viscosity, which also disproves the reaction-limited dynamics assumption.

In addition, the diffusion equation, as a mean-field theory, does not give any information about fluctuations of the flux. It is therefore impossible to derive the effective diffusion constant $D_{eff}$ of the filament length fluctuations.
In order to go beyond mean-field approaches and combine the stochasticity of reactions and diffusion, we set up a Doi-Peliti field theory, which is explained in the following.

3.2 Derivation of the Model

The dynamic process of microtubule and actin filament self-assembly can be modelled on a three-dimensional lattice and described by a master equation, see appendix, Eq. (C.3). This master equation model is transformed into a Doi-Peliti field theory, which is explained in general in Secs. 1.2 to 1.5. The main steps for obtaining the action of the field theoretic model of filament self-assembly are outlined in the appendix, Sec. C.1 and C.2.

In our model, tubulin dimers, actin monomers, the microtubule tip and actin filament tip are represented by point-particle fields, which are interpreted as time-dependent probability distributions of their positions in space. Because of the representation as fields, they do not have a size. However, the finite size of particles is an important element of the step-wise filament growth. To accommodate this step-wise growth, the model uses a hybrid, three dimensional space. Particles move in a continuous space $\mathbb{R}^3$ and filaments grow along a discrete line in $\mathbb{Z}^3$ with lattice constant $h$, see Fig. 3.1 for a schematic of the situation. That the growth is forced on a perfectly straight line can by justified by considering the filament’s persistence length and rigidity. The persistence length $P$ and flexural rigidity $K$ have been measured to be $P \approx 5200 \mu m$ and $K \approx 2 \cdot 10^{-23} \text{Nm}^2$ for microtubules and $P \approx 18 \mu m$ and $K \approx 7 \cdot 10^{-26} \text{Nm}^2$ for actin filaments [57]. The origin, directions and lengths of the continuous space and the lattice coincide. As we are modelling only a single polymer instead of the 13 protofilaments that are typically found in a microtubule [96] or 2 strands in actin filaments [40], we interpret the lattice spacing $h$ as the effective length by which a filament grows when a single particle attaches, which corresponds to the actual particle size $h_{\text{real}}$ divided by thirteen for microtubules or divided by 2 for actin filaments.

Tubulin dimers and actin monomers will be jointly referred to as particles, while the microtubule and the actin filament will be simply called filament.

The particle fields and the filament tip fields exist in two versions: an annihilation field and a creation field. For particles, they are denoted by $\varphi(x,t)$ and $\varphi^\dagger(x,t)$, respectively,
with spatial argument \( x \in \mathbb{R}^3 \) and time dependence \( t \). For the filament tip, they are denoted by \( \psi_j(t) \) and \( \psi^\dagger_j(t) \), respectively, with time dependence \( t \) and spatial argument \( j \in \mathbb{Z}^3 \). Both creation fields also appear as Doi-shifted fields [37], e.g. \( \varphi^\dagger(x, t) = \tilde{\varphi}(x, t) + 1 \). In addition, the particle annihilation field is shifted to measure deviations from the bulk density \( \zeta \), i.e. \( \varphi(x, t) = \hat{\varphi}(x, t) + \zeta \).

The fields’ propagation and interactions represent six microscopic processes of the reaction-diffusion system. In the following list of these processes, the units of their coefficients are denoted by [\ldots]. A unit of time is written as \( T \); a unit of length is written as \( L \).

- **Particle diffusion** in \( \mathbb{R}^3 \) with diffusion constant \( D \), \([D] = T^{-1}L^2\).

- **Particle adsorption** by the filament tip with coefficient \( \lambda \) and subsequent movement of the tip by distance \( h \) in the \( +z \) direction, \([\lambda] = T^{-1}L^3\). This is the assembly process.

- **Particle release** from the filament tip with rate \( \tau \) and subsequent movement of the tip by distance \( h \) in the \( -z \) direction, \([\tau] = T^{-1}\). This is the disassembly process.

- **Creation of a particle** with coefficient \( \gamma \), \([\gamma] = T^{-1}L^{-3}\). This process is not part of the original self-assembly set-up, but it is included to maintain a constant bulk density of particles, see comment below.

- **Extinction of a particle** with rate \( r \), \([r] = T^{-1}\). This process is used to enforce causality and to maintain the constant bulk density.

- **Extinction of the filament tip** with rate \( \epsilon \), \([\epsilon] = T^{-1}\), which is used to enforce causality.

The creation and extinction of particles is balanced such that a constant bulk density \( \zeta = \gamma/r \) is created. The two extinction processes are included in the field theory to enforce causality. After calculations, we let parameters \( \gamma \), \( r \) and \( \epsilon \) tend to zero while keeping the ratio \( \gamma/r = \zeta \) constant and positive. Thus, the spontaneous extinction and creation are removed while a bulk density remains included.

The processes above are encoded in the action functional \( \mathcal{A} \) which splits up into a bilinear part and an interaction part \( \mathcal{A} = \mathcal{A}_{\text{lin}} + \mathcal{A}_{\text{int}} \). The diffusion and extinction of
the building blocks is represented in the propagator part for the particles

\[ A_{\text{lin-P}} = \int_{\mathbb{R}^4} \bar{\varphi}(x, t)(-\partial_t + D\Delta - r)\varphi(x, t)d^3xdt, \]  

(3.5)

where \( \Delta \) is the spatial Laplace operator in 3 dimensions.

The filament is stationary without the processes of incorporation or release of particles. It is described by the stationary propagator part for the filament tip

\[ A_{\text{lin-F-stat}} = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}^3} \bar{\psi}_j(t)(-\partial_t - \epsilon)\psi_j(t)dt. \]  

(3.6)

Due to particle incorporation and release, the propagator part of the filament tip action functional includes jumps along the set line of growth in steps of \( h \). For convenience, I chose the \( z \) direction as assembly and disassembly direction.

\[ A_{\text{lin-F-mov}} = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}^3} \left( \lambda\zeta(\bar{\psi}_{j+1z} - \bar{\psi}_j)\psi_j + \tau(\bar{\psi}_{j-1z} - \bar{\psi}_j)\psi_j \right)dt, \]  

(3.7)

where I omitted the time argument of the fields for better readability.

The first part, with prefactor \( \lambda\zeta \) describes the filament assembly in the particle bulk, while the second part, with prefactor \( \tau \) corresponds to the disassembly of the filament. The index \( j + 1_z \) refers to the next lattice site in \( +z \) direction, and the index \( j - 1_z \) signifies the next lattice site in \( -z \) direction.

All three bilinear actions together make up \( A_{\text{lin}} \)

\[ A_{\text{lin}} = A_{\text{lin-P}} + A_{\text{lin-F-stat}} + A_{\text{lin-F-mov}}. \]  

(3.8)
The interaction part of $\mathcal{A}$ has the form

$$\mathcal{A}_{\text{int}} = \int \sum_{j \in \mathbb{Z}^3} \left[ \lambda \left( \overline{\psi_{j+1_z}} \psi_j \bar{\varphi}(h_j) - \overline{\psi_j \psi_j \bar{\varphi}(h_j) \varphi(h_j)} - \psi_j \bar{\varphi}(h_j) \varphi(h_j) \right) \right. \\
\left. + \left( \tau \overline{\psi_{j-1_z}} - \lambda \zeta \overline{\psi_j} \right) \psi_j \bar{\varphi}(h_j) + \left( \tau - \lambda \zeta \right) \bar{\varphi}(h_j) \psi_j \right] dt, \quad (3.9)$$

where the time argument is omitted for better readability.

The different parts of the interaction describe the following processes:

(a) the filament assembles, i.e. the filament tip moves one step in the positive $z$ direction upon incorporating a particle;

(b) as a particle is incorporated into the tip, the particle density is reduced, resulting in anticorrelations of the tip and particle density;

(c) the particle density is reduced by incorporation into the tip;

(d) in the presence of a tip, the particle density is increased by spontaneous release ($\tau$) and decreased by incorporation ($\lambda \zeta$), leading to corresponding correlations of tip and particle densities;

(e) prefactor $\tau$: the particle density is increased because the filament releases a particle; prefactor $\lambda \zeta$: the particle density is decreased because the filament incorporates a particle.

Both, propagation and interactions are schematically represented by Feynman diagrams. Particle propagation is drawn as a straight red line, filament propagation is depicted as a curly blue line, and interactions are illustrated by vertices, see Fig. 3.2.

The interplay between propagation and interaction in a system governed by the action $\mathcal{A}$ can be calculated using the path integral. The system may be initialised by placing a filament tip at position $h_{j_0} = 0$ at time $t_0 = 0$. Then, the system evolves and particle concentrations, the filament tip positions, or higher moments of their distributions can be measured at a later point in time as $n$-point correlation functions. In general, if the observable $\mathcal{O}(t)$ that we want to measure is represented by a combination of fields ,
then its time-dependent, spatial probability distribution is given by the following path integral (see e.g. [154] for a detailed review and Sec. 1.5)

\[
\langle O(t)\psi_0^\dagger(0) \rangle := \sum_{\ell=0}^{\infty} \int D[\varphi, \psi] O(t)\psi_0^\dagger(0)e^{-A_{\text{prop}}(-A_{\text{int}})^{\ell}}/\ell!,
\]

(3.10)

where the system, which contains a bulk of particles, is initialized with a filament tip at the origin \(j_0 = 0\) at time \(t_0 = 0\).

Formally, this integral is summing all variations of all fields involved of all stochastic processes possibly occurring. The path integral is normalised such that

\[
\langle 1 \rangle = \sum_{\ell=0}^{\infty} \int D[\varphi, \psi] e^{-A_{\text{prop}}(-A_{\text{int}})^{\ell}}/\ell! = 1.
\]

(3.11)

The \(\ell\)-th term of the series is the contribution of all processes with \(\ell\) interactions*. When I approximate the observable in Eq. (3.10) by truncating the series at \(\ell\), I use the notation \(\langle \ldots \rangle_{\ell}\). When I use a Dyson sum approximation, I use the notation \(\langle \ldots \rangle_{Dy}\). A priori, it is not clear which truncation of the path integral is a good approximation of the observable. However, a good agreement of the approximate result with experimental data indicates that the processes which were not included in the calculation rarely occur under experimental conditions.

*These interactions are interactions in the field-theoretic sense. In fact, the zeroth order term (i.e. \(\ell = 0\)) of \(\langle \psi_j(t)\psi_0(0) \rangle\) includes already an arbitrary number of chemical interactions.
In the following, \( \langle \ldots \rangle_0 \) denotes contributions of order \( \ell = 0 \) to observables such as in Eq. (3.10). I will refer to the process devoid of any non-linearities as the zeroth order process. Finally, steady state solutions will be indicated by subscript \( s \), while the remainder by subscript \( r \) for relaxation.

3.3 Growth Speed and Variance

Once the system is initialised with a filament tip, interactions with bulk particles allow growing and shrinking of the filament. In the vicinity of the filament tip, particles are depleted or replenished. Asymptotically for large times, the expected averaged filament growth speed becomes constant and, in the moving frame of the tip, the shape of the particle depletion zone may attain a stationary profile. The characteristic time to reach this asymptotic steady state is the relaxation time of the system.

3.3.1 Steady State filament Growth Speed

Placing a filament tip at time \( t_0 = 0 \) at the origin \( h_{j0} = 0 \), the system relaxes towards a steady state. The zeroth order process and its first correction are represented by the following Feynman diagrams:

\[
\langle \psi_j(t)\tilde{\psi}_0(0) \rangle_2 = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2}
\end{array}
\]

The zeroth order process is a mean field description of the filament tip moving in the particle bulk (top diagram). The first correction at the bottom takes into account the growth or the absence thereof either by particles being released and reincorporated (due to release with rate \( \tau \)) or by particles being absorbed and thus being no longer available at a later point in time (with rate \( \lambda \zeta \)). Diagrams are to be read from right to left.
\[ \langle v \rangle_{2,s} = h(\lambda \zeta - \tau) \left( 1 - \lambda \left( \frac{\Lambda}{2\pi^2 D} - \frac{h|\lambda \zeta |}{8\pi D^2} \right) \right), \] (3.14)
second term of the loop correction, which describes how quickly the tip reaches regions that are not depleted. If the filament were stationary, i.e. $A_{\text{lin-F-mov}} = 0$, then the loop correction would only consist of its first term.

If the loop correction term has a similar magnitude compared to 1, then further loop corrections have to be taken into account and the growth process is further away from reaction-limited behaviour and closer to diffusion-limited dynamics.

In order to capture corrections to any order in $\lambda$ and $\tau$, I calculate the steady state Dyson sum approximation, which is represented by Daisy-chain-like Feynman diagrams:

$$\langle v \rangle_{\text{Dy},s} \doteq \sum \text{Daisy-chain diagrams} \tag{3.15}$$

$$= \frac{h(\lambda\zeta - \tau)}{1 + \lambda \left(\frac{1}{4\pi DR} - \frac{h|\lambda\zeta - \tau|}{8\pi D^2}\right)} \tag{3.16}$$

The above result involves the Dyson sum of the the position of the tip $\langle \psi_j(t)\hat{\psi}_0(0) \rangle_{\text{Dy}}$ divided by time $t$. It is non-linear in the bulk density $\zeta$, which has not been observed so far. Therefore, I assume that $h|\lambda\zeta - \tau|/(8\pi D^2)$ is small compared to the other terms in the denominator. I approximate the the speed as

$$\langle v \rangle_{\text{Dy},s} \approx \frac{h(\lambda\zeta - \tau)}{1 + \frac{\lambda}{4\pi DR}}. \tag{3.17}$$

If the above speed approximation is equal to the measured speed, Eq. (3.1), the coefficients $\lambda$ and $\tau$ can be determined from the measured coefficients $k_{\text{on}}$ and $k_{\text{off}}$

$$\lambda = k_{\text{on}} \frac{4\pi DR}{4\pi DR - k_{\text{on}}} \quad \text{and} \quad \tau = k_{\text{off}} \frac{4\pi DR}{4\pi DR - k_{\text{on}}}. \tag{3.18}$$

In particular, it implies that $k_{\text{on}}/\lambda < 1$ and $k_{\text{on}}/(4\pi DR) < 1$, as well as $k_{\text{off}}/\tau < 1$, see Fig. 3.3 for comparison.
The crossover bulk density $\zeta_\times$ in panel B of Fig. 3.3 is defined as

$$\zeta_\times = \frac{k_{\text{off}}}{2k_{\text{on}} - 4\pi DR},$$

(3.21)

above which the diffusion process becomes more limiting to the effective growth speed than the reactions.

### 3.3.2 Variance of the Filament Length

In our model, the variation $\text{Var}_0(\ell)$ of the average steady state filament length can be estimated for times larger than the relaxation time and in the mean-field approximation, to be

$$D_{\text{eff},0} = h^2(\lambda\zeta + \tau).$$

(3.22)

This is not the variance of the instantaneous length but the variance of the average steady state length taken after time $t$. Hence it grows linear in $t$. Its derivation is outlined in the appendix, Sec. C.4.

Its first loop correction is

$$D_{\text{eff},2} = h^2(\lambda\zeta + \tau) \left(1 - \frac{\lambda}{4\pi DR}\right) + \lambda \frac{h|\lambda\zeta - \tau|}{2D\pi}$$

(3.23)

$$\approx h^2(k_{\text{on}}\zeta + k_{\text{off}}) + \lambda \frac{h|\lambda\zeta - \tau|}{2D\pi}.$$  

(3.24)

### 3.3.3 Experimental Evidence

In experiments with microtubules and actin filaments, many factors play a rôle which are not part of our model. For example, if the experiment is in vivo, other proteins such as microtubule associated proteins [68, 53, 100] accelerate or slow down the self-assembly or even break up the entire structure. There are different types of tubulin dimers [54] and actin monomers [50]. Also important is the question whether the filament is free floating in a solution or if one end is attached. In some experimental settings, the filament is pushing against a load, simulating the cell wall [33].
Table 3.1: Experimental data extracted from three references [50, 87, 54]: effective incorporation rate $k_{on}$, effective release rate $k_{off}$, bulk density of actin / tubulin $\zeta$, and measured effective diffusion $D_{eff-m}$. The second column specifies specific variants of the used actin monomers or tubulin dimers. The data marked by $\star$ is taken from Fig. 6C in [54] and is unusually low. The typical values are marked by $\dagger$ and are taken from table S1 in [54]. The second-to-last column is calculated from column $k_{on}$ and $k_{off}$, following Eq. (3.3). Table from [118].

<table>
<thead>
<tr>
<th>Reference</th>
<th>$k_{on}$ $\mu$M$^{-1}$s$^{-1}$</th>
<th>$k_{off}$ s$^{-1}$</th>
<th>$\zeta$ $\mu$M</th>
<th>$D_{eff-m}$ nm$^2$s$^{-1}$</th>
<th>$D_{eff-R}$ nm$^2$s$^{-1}$</th>
<th>$R$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fujiwara et al. [50]</td>
<td>Ca</td>
<td>6.1</td>
<td>0.85</td>
<td>0.14</td>
<td>366</td>
<td>12.4</td>
</tr>
<tr>
<td></td>
<td>Mg</td>
<td>10</td>
<td>0.64</td>
<td>0.06</td>
<td>421</td>
<td>9.3</td>
</tr>
<tr>
<td>Kuhn, Pollard [87]</td>
<td>Mg</td>
<td>7.4</td>
<td>0.8</td>
<td>0.16</td>
<td>226</td>
<td>14.5</td>
</tr>
<tr>
<td>Gardner et al. [54]</td>
<td>GMPCPP</td>
<td>5.1</td>
<td>3.9</td>
<td>1.5</td>
<td>28.8</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>GTP</td>
<td>1.5$\star$</td>
<td>0.5$\star$</td>
<td>7.0</td>
<td>111</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>GTP</td>
<td>4.8$\dagger$</td>
<td>15$\dagger$</td>
<td>7.0</td>
<td>111</td>
<td>17.5</td>
</tr>
</tbody>
</table>

Despite the numerous special circumstances of every experiment, the comparison of the model with data can be achieved. The steps of the comparison are

1. Extract for each experiment the measured values of the effective incorporation rate $k_{on}$, effective release rate $k_{off}$ and effective diffusion rate $D_{eff-m}$ at a specific bulk density $\zeta$.

2. Compare the measured effective diffusion constant $D_{eff-m}$ with the one from Eq. (3.3), where the reaction-limit is assumed, i.e. $k_{on} = \lambda$ and $k_{off} = \tau$. The result is shown in the second-to-last column in Table 3.1. The result of this comparison is that the reaction-limited dynamics do not explain the measured data well.

3. Use Eq. (3.20) and Eq. (3.24) to match $k_{on}$, $k_{off}$ and $D_{eff-m}$ by choosing a suitable effective reaction radius $R$, shown in last column in Table 3.1. Are the resulting effective reaction radii plausible?

For the calculations, a diffusion constant of $D = 5 \cdot 10^7$ nm$^2$s$^{-1}$ is chosen for actin in water [101, 90, 152] and $D = 5.9 \cdot 10^7$ nm$^2$s$^{-1}$ for tubulin in sea urchin cytoplasm [142]. As effective growth step size $h$, I use $h = 0.6$nm for microtubules and $h = 2.7$nm for actin filaments, as has been done in [50].

In Table 3.1, the measured effective diffusion constant $D_{eff-m}$ is significantly greater than the expected one on the basis of reaction-limited dynamics, $D_{eff-R}$. A proposed
explanation for this discrepancy has been that at the filament tip, not only single building blocks (i.e. actin monomers or tubulin dimers) are incorporated but also oligomers, i.e. larger pieces in which several building blocks have already formed bonds. This explanation has been suggested for actin filaments in [50] and for microtubules in [84]. However, subsequent experiments challenge this explanation for both, actin filaments [87] and microtubules [143].

The model presented here explains large fluctuations of the filament length without considering oligomers. It explains the fluctuations as an emergent phenomenon that is a result of the superposition of reaction and diffusion processes.

In order to accommodate the large observed fluctuations, the effective reaction radius in our model is between 0.1 nm and 0.01 nm. This result can be compared with the theoretical work by Berg and von Hippel [10]. They consider two spheres whose sum of their radii is $\rho$. Each sphere moves diffusively and has a circular reaction interface on their surface with opening angle $\theta$. Then their effective reaction-radius is $\rho \sin(\theta/2)$ (Eq. (5) in [10]). If the radius of the interface is small compared to $\rho$, then the effective reaction radius $R$ is equal to the radius of the interface. The interface size was estimated in [105] to be about 0.2 nm for a wide range of proteins, including actin monomers and tubulin dimers. The estimates in Table 3.1 (last column) are smaller, but only by about a factor 10, which is good considering the numerous simplifications of the model and the fact that the effective diffusion constant was only calculated to its first loop correction $D_{\text{eff},2}$, Eq. (3.24). Higher order corrections might capture the emergent fluctuations better and result in more realistic effective reaction radii.

### 3.4 Depletion

As the filament grows, particles are depleted in the bulk and incorporated into the filament tip. In the moving frame of the filament tip, this depletion zone reaches a stationary shape in the steady state. In the field theory the particle density is calculated by initialising the system with a filament tip $\psi_0^1(0)$ and measuring the particle density $\varphi(x, t)$ at a later point in time $t > 0$:

$$\langle \varphi(x, t)\tilde{\psi}_0(0) \rangle_0 \approx \text{.}$$  \hfill (3.25)
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Figure 3.4: Density of particles in the moving frame in the section $\tilde{x} = 0$. The particle density is depicted compared to the bulk density $\zeta$ for three different bulk densities $\zeta$. All other parameters are taken from Table 3.2, with $\lambda = k_{\text{on}}$ and $\tau = k_{\text{off}}$. The depletion zones change from a spherically symmetric shape to an asymmetric oval shape. However, the oval shape only appears for unrealistically large densities.
Table 3.2: Parameters and their typical values for microtubule self-assembly. These are not taken from any specific experiments but are approximate values of the data found in [54]. The effective tubulin dimer size takes into account that microtubules consists of 13 protofilaments, while we consider only a single polymer. These parameter values are used for the plots in Figs. 3.4, 3.5, 3.6 and 3.7. For actin filaments, the effective release rate $k_{\text{off}}$ is about a factor 5 to 10 smaller, and typical densities are about a factor 10 to 15 smaller, see Table 3.1 for comparison.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>diffusion constant $D$</td>
<td>$10 \mu m^2 s^{-1}$</td>
</tr>
<tr>
<td>tubulin dimer density $\zeta_{\text{data}}$</td>
<td>$5 \mu M$</td>
</tr>
<tr>
<td>on-rate $k_{\text{on}}$</td>
<td>$5 \mu M^{-1}s^{-1}$</td>
</tr>
<tr>
<td>off-rate $k_{\text{off}}$</td>
<td>$15s^{-1}$</td>
</tr>
<tr>
<td>size of tubulin dimer $h_{\text{real}}$</td>
<td>$8nm$</td>
</tr>
<tr>
<td>effective tubulin dimer size $h$</td>
<td>$\frac{8nm}{13}$</td>
</tr>
</tbody>
</table>

Only the zeroth order stochastic process is represented in Eq. (3.25). It is a mean field description of the filament tip locally depleting ($-\lambda \zeta$) or fueling ($\tau$) the particle bulk. Diagrams have to be read from right to left.

The particle density and its depletion can be calculated as the following observable

$$\langle \varphi(x,t)\psi^\dagger_0(0) \rangle_{0,s} = \zeta + \frac{\tau - \lambda \zeta}{4\pi D|\tilde{x}|} e^{-\frac{h(\lambda \zeta - \tau)}{2|\tilde{x}|}(|\tilde{x}| + \tilde{z})}, \quad (3.26)$$

where the coordinate of the moving frame is $\tilde{x}$ with $\tilde{x}_x = x_x$, $\tilde{x}_y = x_y$ and $\tilde{x}_z = x_z + h(\lambda \zeta - \tau)t$. This result recovers the transport picture as it is described by Odde (1997) [108], however it also directly relates its constituent elements to the chemical picture.

Fig. 3.4 depicts the particle depletion of example parameters (Table 3.2) set alongside two more examples of significantly higher particle densities. Clearly, oval depletion zones shapes are reached only as the particle density is of the order of a million times higher than in typical experimental settings.

The expected number of particles $n_V$ in a volume $V \subset \mathbb{R}^3$ is hence

$$\langle n_V \rangle_{0,s} = \int_V \langle \varphi(\tilde{x},t)\psi^\dagger_0(0) \rangle_{0,s} d\tilde{x}. \quad (3.27)$$
Far away from the filament tip, the number of particles in the volume $V$ is $|V| \zeta$, where $|V|$ is the volume size of $V$. If $\lambda \zeta - \tau < 0$, then the particle number can also be calculated for arbitrary volumes that include the filament tip. However, if $\lambda \zeta - \tau > 0$, the solution (3.26) predicts a negative particle density and therefore unphysical results.

If $V$ is a volume in the shape of a ball centered at the filament tip, we can numerically calculate its minimal radius $\rho_0$ such that the particle number is non-negative, using Eq. (3.27). For $h^2|\lambda \zeta - \tau|/D \ll 1$, we can analytically approximate the minimal radius $\rho_0$ to

$$\rho_0 \approx \frac{3|\lambda \zeta - \tau|}{8\pi \zeta D}.$$  

For the example particle density $\zeta_{\text{data}}$, the minimal radius equals approximately 0.01nm. For smaller volumes within this minimal radius, the approximation breaks down and we interpret the expected particle number as being equal to zero.

A more detailed derivation of these results can be found in the appendix, Sec. C.5.

### 3.4.1 Variance of Steady State Particle Depletion

Although the expected particle number drops to zero in the vicinity of the filament tip, there are significant fluctuations of the particle density in the steady state. In order to estimate these fluctuations, the variance of the number of particles is calculated in the following. First, the spatial correlations of the particle density are calculated:

$$\langle \varphi(x_1, t)\varphi(x_2, t)\tilde{\psi}_0(0) \rangle_0 = \cdots.$$ 

After initialisation of a filament tip (curly blue line), the particle density (straight red line) is measured twice at the same time but possibly at different positions. Only the zeroth order stochastic processes is represented in form of Feynman diagrams. The zeroth order process is a mean field description of the filament tip locally depleting ($-\lambda \zeta$) or fueling ($\tau$) the particle concentration. Diagrams are to be read from right to left.

Next, the covariance of the particle density in a system with a filament tip is calculated to zeroth order
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\[
\text{cov}_{0,s}(\varphi(\tilde{x}, t)\varphi(\tilde{y}, t) | \psi_0^\dagger(0)) = \frac{(\tau - \lambda \zeta)^2 \left( e^{-\frac{\lambda \zeta - \tau}{2D}(|\tilde{x}| + |\tilde{z}|)} + e^{-\frac{\lambda \zeta - \tau}{2D}(|\tilde{y}| + |\tilde{z}|)} \right)}{2(4\pi D |\tilde{x}|)(4\pi D |\tilde{y}|)} \]

\text{Reaction-diffusion part:} \quad \text{cov}_{0,s,\text{RD}(...)}

\text{Poissonian part:} \quad \text{cov}_{0,s,\text{Poi}(...)}

\]

where only the stochastic process represented by the Feynman diagram shown in Eq. 3.29 was taken into account.

The covariance of the particle density splits into two parts. The first one is due to the dynamics of the reaction-diffusion processes in the system, while the second is due to the Poissonian spatial distribution of the particles. The covariance of the number of particles \( n_{V_1} \) and \( n_{V_2} \) in volumes \( V_1 \) and \( V_2 \) is given by the integral

\[
\text{cov}_{0,s}(n_{V_1}, n_{V_2}) = \int_{V_1 \times V_2} \text{cov}_{0,s}(\varphi(\tilde{x}, t)\varphi(\tilde{y}, t) | \psi_0^\dagger(0)) d\tilde{x} d\tilde{y},
\]

where the integrand is stated in Eq. (3.30). This is a conditioned covariance. Its condition is the initialization of the system with a filament tip at position \( j_0 = 0 \) at time \( t_0 = 0 \). The Poissonian part plays a role only if the volumes \( V_1 \) and \( V_2 \) have a non-empty intersection, as distinct Poissonian-distributed particles are independent.

In order to calculate the variance \( \text{Var}_0(n_V) \) of the number of particles \( n_V \) in a volume \( V \), we set volumes \( V_1 \) and \( V_2 \) equal to \( V \).

\[
\text{Var}_0(n_V) = \text{Var}_{0,\text{RD}}(n_V) + \text{Var}_{0,\text{Poi}}(n_V),
\]

\[
\text{Var}_{0,\text{RD}}(n_V) = \int_V \text{cov}_{0,s,\text{RD}}(\varphi(\tilde{x}, t)\varphi(\tilde{x}, t) | \psi_0^\dagger(0)) d\tilde{x},
\]

\[
\text{Var}_{0,\text{Poi}}(n_V) = \int_V \text{cov}_{0,s,\text{Poi}}(\varphi(\tilde{x}, t)\varphi(\tilde{x}, t) | \psi_0^\dagger(0)) d\tilde{x}.
\]

In that case, there are two regions which are dominated by different fluctuations. Far away from the depletion zone, the variance is dominated by the Poissonian part.
Var_{0,\text{Poi}}(n_V), while the reaction-diffusion part Var_{0,\text{RD}}(n_V) vanishes. If \( V \) is an open finite ball around \( \tilde{x} \), we find:

\[
\lim_{|\tilde{x}| \to \infty} \text{Var}_{0,\text{Poi}}(n_V) = |V| \zeta = \lim_{|\tilde{x}| \to \infty} \langle n_V \rangle_0 \tag{3.35}
\]
\[
\lim_{|\tilde{x}| \to \infty} \text{Var}_{0,\text{RD}}(n_V) = 0 \tag{3.36}
\]

In this limit, the expected number of particles and its variance are equal as expected for purely Poissonian fluctuations.

However, the variance of the particle density in the neighbourhood of the filament tip is also important because large fluctuations around the tip can lead to large fluctuations of the growth speed. We calculate the variance for the ball of minimal radius \( \rho_0 \), Eq. (3.28), centered at the filament tip in the approximation \( \hbar^2 |\lambda \zeta - \tau| / D \ll 1 \) and find

\[
\text{Var}_0(n_{V_{\rho_0}}) \approx \frac{|\lambda \zeta - \tau|^2}{4D^2} \rho_0^4. \tag{3.37}
\]

As the expected particle number in \( V_{\rho_0} \) is zero, this result indicates the non-Poissonian character of the fluctuations.

Comparing the standard deviation \( \sigma_0(n_{V_{\rho_0}}) \) with the expected particle number at the bulk \( \zeta |V_{\rho_0}| \), we find

\[
\frac{\sigma_0(n_{V_{\rho_0}})}{\zeta |V_{\rho_0}|} \approx 1. \tag{3.38}
\]

Hence, we conclude that even in the particle depleted-volume in the neighbourhood of the filament tip, the fluctuations of the particle density are significant. In particular, even if the depletion zone of the filament tip increases with particle density and thus growth speed, particle density fluctuations will allow the filament tip to grow faster for a short period of time than the mean-field limit, such as presented in [108].

Details of the calculation can be found in the appendix, Sec. C.6.
3.5 Relaxation towards Steady State

Many models [65, 103, 24, 26, 164, 5, 108] assume that, given a fixed particle density, filaments are growing or shrinking in a steady state fashion. This means that filament growth speed, shrinking speed, and particle depletion in the moving frame of the filament tip are time-independent. However, putting a filament seed into a bath of particles, mechanically changing the filament position, or changing the particle density changes the steady state of the system. I call the convergence of the system towards its steady state relaxation. I want to estimate the typical time scales of such relaxations.

3.5.1 Relaxation of the filament Growth Speed

If I initialize the system with one filament tip at the origin \( j_0 = 0 \) at time \( t_0 = 0 \), and calculate the expected filament tip position, we find that the calculation splits naturally into two parts. One part is linear in time and determines the steady state growth, the other part is time-dependent and tends towards zero for large times. This second part is the relaxation I want to characterise in the following. It is given by

\[
\langle v \rangle_{2,r} := \langle v \rangle_2 - \langle v \rangle_{2,s} = \frac{h}{t} \left( \lambda (\tau - \lambda \zeta) \left( \frac{\sqrt{\pi D}e^{\frac{h^2(\lambda \zeta - \tau)^2}{4D}}}{4(\pi D)^{3/2}} + \frac{1 + \frac{h^2(\lambda \zeta - \tau)^2}{2D}}{4\pi Dh|\lambda \zeta - \tau|} \text{erfc} \left( \frac{\sqrt{\frac{h^2(\lambda \zeta - \tau)^2}{4D}}}{4\pi D} \right) - 1 \right) \right)
\]

(3.39)

for large times \( t \sim \left\{ \begin{array}{ll} \frac{\lambda}{4\pi D} \text{sign}(\lambda \zeta - \tau) & \text{Relaxation 1} \\
\frac{\lambda (\lambda \zeta - \tau)h}{4(\pi D)^{3/2}\sqrt{t}} & \text{Relaxation 2.} \end{array} \right. \)

The relaxation of the filament growth speed occurs only in interaction with the relaxing particle bulk. The feedback from the particle bulk is taken into account by loop corrections. Therefore, the relaxation behaviour appears only beyond the mean-field approximation.
The relevant asymptotic behaviour of the relaxation depends on the parameters and is given Eq. (3.39). Although ultimately, the Relaxation 1 term will dominate, we have to estimate at what point in time this term becomes dominant and how it compares at that point to the amplitude of the steady state solution.

In Fig. 3.5 the filament growth length is shown as a function of time $t$. Independent of the particle density, the relaxation part drops to 1% of the steady state part within approximately 10μs. Hence, we conclude that the relaxation is not important for measuring the filament growth speed.

A detailed derivation of this result can be found in the appendix, Sec. C.7.

In experiments with filaments, it does not seem feasible to measure a relaxation time of the growth speed of 10μs. Hence, this result would not be verifiable. However, it
also hints at a drawback of the used model. The model uses a microtubule tip of size zero, i.e. the tip does not have a diameter. Hence, the depletion area around the tip is unrealistically small and only takes a short time to reach the steady state. In reality, a microtubule consists of 13 protofilaments which are arranged in a cylinder of about 24 nm diameter. Because of the size of the tip, the depletion area around the tip would also be larger, its relaxation to the steady state would take longer, and therefore the relaxation of the growth speed would also take longer. A better model will have to include more protofilaments within one microtubule or a different implementation of the tip size in order to accurately predict the relaxation of the growth speed.

3.5.2 Relaxation of the particle density

Our model is set up such that the system is initially filled with a uniform particle density $\zeta$. In order to initialize dynamics in the system, we can put a filament tip into the bulk and calculate the relaxation of the particle bulk around the filament tip towards a steady state distribution. The relaxation part of the particle density is given by

$$
\langle \varphi(\tilde{x}, t) \psi_0^\dagger(0) \rangle_{0,s} = \langle \varphi(\tilde{x}, t) \psi_0^\dagger(0) \rangle_0 - \langle \varphi(\tilde{x}, t) \psi_0^\dagger(0) \rangle_{0,s}
$$

$$
= \exp\left(-\frac{h(\lambda \zeta - \tau) \tilde{x}_z}{(2D)}\right) \int_0^\infty \frac{(\lambda \zeta - \tau)e^{-\frac{\lambda^2}{4D't'}} - \frac{h^2(\lambda \zeta - \tau)^2 t'}{4D't'^2}}{(4\pi D't')^{\frac{3}{2}}} dt'
$$

$$
\sim \begin{cases} 
\frac{1}{4\pi D't'} \text{sign}(\tau - \lambda \zeta) & \text{Relxation 1} \\
\frac{\tau - \lambda \zeta}{(4\pi D)^{3/2} \sqrt{t}} & \text{Relxation 2}.
\end{cases}
$$

The relaxation of the particle density already occurs at mean-field level because the initialised filament tip directly impacts the particle bulk. A more detailed derivation of this result can be found in the appendix, Sec. C.8.
### 3.6 Speed Correlations

As the filament grows, it interacts with the particle bulk and the tip will move through regions of higher and lower particle density. Such inhomogeneities are caused by fluctuations due to the diffusion of Poisson distributed particles and as a feedback to the incorporation and release of particles (see Sec. 3.4.1). These interactions lead to temporal correlations of the filament growth speed. As a measure for these correlations we define the speed correlation coefficient $C$ which depends on the time difference $\Delta t$ at which the speed of the filament growth is measured:

$$C(t, \Delta t) = \frac{\langle v(t + \Delta t)v(t) \rangle_0}{\langle v(\Delta t) \rangle_0 \langle v(t) \rangle_0} - 1. \quad (3.41)$$

This correlation coefficient drops to zero when the growth speed $v(t + \Delta t)$ at time $t + \Delta t$ is uncorrelated to the speed $v(t)$ at time $t$.

Part of this correlation coefficient is the temporal correlation function $\langle v(t + \Delta t)v(t) \rangle_0$ which requires to measure the position of the filament tip twice:

$$\langle \psi_j(t + \Delta t)\tilde{\psi}_j(t)\psi_j(t)\tilde{\psi}_0(0) \rangle_0 = \text{Feynman diagram}. \quad (3.42)$$

After initialisation of a filament tip (curly blue line), the particle (straight red line) interacts with the filament tip. The same filament tip is measured twice, but at different times. The interaction leads to local particle depletion ($-\lambda\zeta$) or fueling ($\tau$) by the filament tip. Diagrams are to be read from right to left.

In the large time limit, when the growth is in a steady state, the coefficient becomes independent of time $t$. This limit, denoted by $C_s(\Delta t) = \lim_{t \to \infty} C(t, \Delta t)$ is

$$C_s(\Delta t) = \lambda \left( e^{-\frac{\hbar^2(\lambda\zeta - \tau)^2}{4\pi D}} \frac{\Delta t}{\sqrt{\Delta t}} - \frac{h|\lambda\zeta - \tau|}{8\pi D^2} + \frac{1}{\Delta t} + \frac{\hbar^2(\lambda\zeta - \tau)^2}{2\Delta t} \text{erf}\left(\sqrt{\frac{\hbar^2(\lambda\zeta - \tau)^2}{4D}}\right) \right), \quad (3.43)$$

where the stochastic process shown as the Feynman diagram in Fig. 3.42 had to be
For $\Delta t \to 0$ the coefficient diverges to infinity because the average speed goes linearly to zero while the growth due to interactions with the particle bulk only vanishes with the square root of $\Delta t$. Hence, it diverges as $\Delta t^{-1/2}$. As expected, for long time differences $\Delta t$ the growth speeds become independent and the correlation coefficient decays to zero. This decay is divided into two regimes. For $\Delta t < 4D/(h^2(\lambda \zeta - \tau)^2)$, the decay follows $\Delta t^{-1/2}$. For larger $\Delta t > 4D/(h^2(\lambda \zeta - \tau)^2)$, the decay is exponential.

In experiments, the time and space resolution are limited, which can be captured by a convolution with a time window. As $C_s(\Delta t)$ is locally integrable, the resulting function is a smooth function without a divergence at $\Delta t = 0$. It is bell-shaped decaying $\Delta t^{-1/2}$ in the first regime, and an exponential decay in the second regime. The stationary
Figure 3.7: A convolution of the correlation function $C_s(\Delta t)$ with a time window of 1.5s is depicted for three different particle densities $\zeta$. All other parameter values were are taken from Table 3.2. The convolution imitates the effect of a low temporal resolution as would be expected in experiments.

correlation coefficient $C_s(\Delta t)$ and a convolution with a time window of a characteristic time are depicted in Fig. 3.6 and Fig. 3.7.

Details of the derivation can be found in the appendix, Sec. C.9.

3.7 Conclusion

A field-theoretic model for the self-assembly of actin filaments and microtubules in a diffusive environment was derived and analysed. The focus of the approach was to capture beyond-mean field behaviour of the reaction-diffusion system.

While the reaction-limited mean-field behaviour, Eq (3.2) and Eq. (3.3), and the diffusion-limited mean-field behaviour, Eq. (3.4), are unable to capture important aspects of the
self-assembly dynamics, in particular its fluctuations, our model is able to provide an explanation for their emergence out of the superposition of the two stochastic processes, see Sec. 3.3.3.

Capturing analytically the stochasticity of reaction processes whose supply of reactants is undermined by diffusion comes at the prize of other simplifications. They include the hydrolysis of the tip’s GTP tubulin to GDP tubulin for microtubules [52] and the ATP actin hydrolyzing to ADP actin in the tip of actin filaments [87]. Furthermore, the geometric structure was simplified too: the 13 microtubule protofilaments and the 2 strands of actin filaments were simplified to a single polymer line. Nevertheless, the quantitative comparison in Table 3.1 shows reasonable results.

In order to verify the approach, a complementary experimental comparison of growth speed correlations was suggested in Sec. 3.6.

3.7.1 Outlook: Hydrolysis of the Cap – Dynamic Instability of Microtubules

In microtubules and in actin filaments, the GTP / ATP of tubulin / actin hydrolyze to GDP / ADP [123]. While actin filaments remain stable [50], for microtubules, this is assumed to be the main cause of an instability due to which large parts of the microtubule fall apart [164]. During the unstable phase, microtubules exhibit great release rates that are typically much larger than the assembly rates during the stable phase [109]. However, many questions about its stochastic nature remain open: what is the first-passage time for a microtubule to switch to its unstable state, in which it rapidly disassembles and what is the mean disassembly distance before it is rescued, i.e. before it switches back to its stable state?

Despite its common observation, the statistics of the dynamic instability are poorly understood and rarely precisely modelled. Significant simulation results were obtained in [161], an important analytic attempt was made in [175] using Doi’s approach of modelling the master equation in a second quantized language [37].

Future research will include an extension of the Doi-Peliti field theory model, which allows for the hydrolysis dynamics in the microtubule cap by introducing a second kind of field for the tip, one represents the stable tip, the other one the unstable tip.
3.7.2 Outlook: Stop-and-Go Dynamics of Transport along Microtubules

Microtubules and actin filaments form a network in cells which is also used for transport [61]. Motorproteins move along the filaments and transport organelles and other large-scale components within the cell [68]. Typically, these motorproteins have a preferred direction of travel, rarely change the protofilament they are walking along, and can get stuck in a traffic-jam-like condensation process. The process resembles an asymmetric exclusion process [147, 2, 28, 73] on 13 lanes with different particles: those which can go in only one direction (2 types) and those which can go in both (1 type). The study of this asymmetric exclusion process would be of interest both with regards to non-equilibrium statistical mechanics as well as cell biology, and is left for future research.
In the meantime the mathematicians, guided by that instinct which teaches them to store up for others the irrepressible secretions of their own minds, had developed with the utmost generality the dynamical theory of material systems.

James Clerk-Maxwell \[27\]

## 4

**Wetting on Structured Surfaces**

**Abstract**

In this chapter, a model of equilibrium wetting phenomena on structured surfaces is presented. After introducing the surface tension and the contact angle of liquids on solid surfaces, Sec 4.1, I present several phase transitions of liquid layers on flat surfaces, wedges and apices, Secs. 4.3-4.6. The original work related to my research is presented in Sec. 4.5 and Sec. 4.6. The project was in collaboration with A.O. Parry and C. Rascón and the results, including Figs. 4.6 and 4.9 to 4.16 were published in *Soft Matter* in 2018 \[133\]. I contributed to all mean-field calculations. The article \[133\] also involved calculations of the interfacial fluctuation effects, which were performed solely by my collaborators and are therefore not presented here. At the end of the chapter, I present future research goals in Sec. 4.7.1.
4.1 INTRODUCTION

Wetting phenomena surround us in our everyday life. They become visible in condensation and drying, and can be felt as humidity. That is probably why theoretic research on this topic goes back more than 200 years to Thomas Young and Pierre-Simon LaPlace [173, 91]. Wetting phenomena still play an important rôle in science today and are intensively experimentally studied [55, 158], in particular in connection with growing crystals from fluids [6, 13]. The theoretical work in this area also remains very active, and is continuously extended in new directions [122, 82, 74].

At the outset of the study of wetting is the phenomenon that liquids form droplets on solid surfaces and rise in capillaries against gravity, which cannot be explained by hydraulics. Already at the time of Isaac Newton, it was ruled out by Francis Hauksbee that gravitational attraction between the capillary walls and the liquid are responsible for the phenomenon by observing its independence on the thickness of the walls [64].

The important observable of wetting was the contact angle $\theta$, i.e. the angle which is formed between the liquid-gas boundary and the liquid-solid boundary, shown in Fig. 4.1. It varies for different materials and with temperature [173, 139]. For example, the contact angle of mercury on teflon increases between temperatures of $25^\circ C$ and $150^\circ C$ from $\theta = 157^\circ$ to $\theta = 178^\circ$ [41]. At about $20^\circ C$, water has a contact angle of $9^\circ$ on biotite but a contact angle of $40^\circ$ on calcite [43].

The contact angle and the surface tension are closely related. For the derivation of this relation, I follow the book by Rowlinson and Widom [139].

Let us assume there are two volume elements $dV_1$ and $dV_2$ of possibly different materials with particle number densities $\rho_1$ and $\rho_2$. Between the molecules of the two materials acts an attractive force $F(r)$ with finite and short range $d_{12}$. If the molecules are closer than distance $r < d_{12}$, the force is attractive. Beyond this distance, the force is zero. Hence, the attractive force between the volume elements is

$$F_{dV_1,dV_2} = F(r)\rho_1dV_1\rho_2dV_2,$$

(4.1)

where $r$ is the distance between $dV_1$ and $dV_2$.

The volume elements $dV_1$ and $dV_2$ are part of bigger volumes $V_1$ and $V_2$ whose attrac-
Figure 4.1: Macroscopic picture (top) and mesoscopic picture (bottom) of a liquid droplet on a solid surface, surrounded by gas. The contact angle $\theta$ is formed between the macroscopic liquid-gas and solid-liquid boundaries. In the mesoscopic picture, a liquid layer coats the entire solid surface.

tive force to each other can be calculated by integrating $F_{dV_1,dV_2}$ over their volumes. However, the force has a finite and short range. For large volumes in contact, only their contact surface will effectively enter into the overall attractive force. Hence, an attractive force per area is a more useful object.

Therefore, the volume element $dV_1$ is split into its area element $dA_1$ along the surface and its normal element $dN_1$. Thus, the attractive force $f$ per unit area of volume $V_1$ to the entire volume $V_2$ is

$$f_{V_1,V_2} = \int\int F(r)dN_1dV_2.$$  \hspace{1cm} (4.2)

The work $H_{12}$ per unit area that it takes to separate the two volumes is hence the integral over $f_{dV_1,dV_2}$ from the volume elements’ current distance $r$ to the edge of the force’s range $d_{12}$:

$$H_{12} = \int\int_{r}^{d_{12}} F(r')dr'dN_1dV_2$$  \hspace{1cm} (4.3)
Let’s assume the two volumes are in contact. If the two materials are actually both the same liquid, then separating them creates two new liquid-gas surfaces, costing work $H_{ll}$. Thus, $H_{ll}$ can be interpreted as a tension that tries to keep the liquid surface together. It must be equal to the tensions of the two newly created surfaces, i.e. $2\sigma_{lg} = H_{ll}$.

Similarly, if the materials are liquid and solid, then separating the solid-liquid interface produces a solid-gas interface with surface tension $\sigma_{sg}$ and a liquid-gas interface, hence

$$H_{sl} = \sigma_{lg} + \sigma_{sg} - \sigma_{sl}. \quad (4.4)$$

Surface tensions are naturally associated with the direction of the normal vector of the surface. Any equilibrium configuration must balance all surface tensions. Considering Fig. 4.1, the shape of the droplet must balance the tensions of the three interfaces such that the gas is not intruding the interface between the solid and the liquid. This is achieved by an angle $\theta$ between the interfaces and captured in Young’s equation [173]

$$0 = \sigma_{lg} \cos \theta + \sigma_{sl} - \sigma_{sg} \quad (4.5)$$

Using surface tensions to explain contact angles and capillary phenomena also comes with the difficulty of trying to understand what a solid-gas surface tension actually means. Separating such an interface would normally imply that pressure and temperature have to be taken into account. Nevertheless, Young’s equation has provided a satisfying explanation for a long time and is still commonly found in textbooks.

In order to understand capillary and wetting phenomena better, more detailed models have to be considered. In general, the models can be classified into macroscopic, mesoscopic and microscopic models. Young’s equation is a macroscopic model. The involved objects can be seen with the naked eye. Microscopic models take into account the varying densities of particles of the materials involved and their interactions. Such fluctuations are not visible and it takes a lot of effort, usually by using simulations, to connect them to macroscopic phenomena [95, 172]. Mesoscopic descriptions lie on scales in between. They do not take microscopic fluctuations into account, but treat macroscopic phenomena more accurately than macroscopic models.

Such a mesoscopic model is the subject of the following sections. It will be used to understand some of the rich phenomenology of wetting on structured surfaces.
4.2 Wetting Transitions on General Structured Surfaces

The study of wetting phenomena is concerned with the formation of liquid layers of a fluid on solid surfaces. They exhibit a rich phenomenology \[11, 141\] and are studied using models with varying degree of detail \[136, 115, 114\].

Central to the study of wetting are phase transitions between different heights or shapes of the liquid layer. The wetting transition is the transition \textit{on} (not across) the liquid-gas coexistence line \(p_{\text{sat}}(T)\), see Fig. 4.2, where the contact angle \(\theta\) vanishes. This phenomenon has been extensively studied \[149, 12\]. For the remainder of this chapter, I assume that this is a first-order phase transition. This means that the contact angle \(\theta\) changes discontinuously at a wetting temperature \(T_W\) along \(p_{\text{sat}}(T)\). Above the temperature \(T_W\), macroscopic amounts of liquid are adsorbed on the surface. Below \(T_W\), only a mesoscopic liquid layer extends on the solid.

Furthermore, the phenomenon of pre-wetting can appear close to the coexistence line \(p_{\text{sat}}(T)\) in the gas phase, because the wetting transition is of first-order \[136, 172\]. Pre-wetting is the transition between two mesoscopic liquid heights, i.e. a thin and a thick layer. Its transition line originates at the wetting transition point and extends into the gas phase where it ends at its critical point, see Fig. 4.3.

These phase transitions play an important role in creating small structures on integrated...
Figure 4.3: Phase diagram of a fluid exposed to a solid surface. The fluid’s liquid-gas coexistence line $p_{\text{sat}}(T)$ is aligned with the $y$-axis. The $x$-axis shows $\Delta p = p_{\text{sat}}(T) - p$. The pre-wetting transition line extends from the wetting transition point $(p_{\text{sat}}(T_W), T_W)$ into the gas phase, along the (solid) line $(\Delta p, T_{PW}(\Delta p))$. Above the pre-wetting line, a thick liquid layer forms on the solid surface, below the pre-wetting line, a thin liquid layer forms. Both phases merge at a critical point. Dashed lines: spinodals of the pre-wetting transition. Between the upper spinodal and the pre-wetting transition line, the thin configuration exists as a meta-stable state. Analogously, between the lower spinodal and the pre-wetting transition line, the thick configuration exists as a meta-stable state.

circuits, sensors and displays. During the manufacturing process, gaseous and liquid layers condensate and freeze onto structured surfaces. This procedure, called epitaxy, creates solids of different materials with the desired structure and electrical properties. Later on, parts of the structure are removed using acids during the etching phase. If the etching is anisotropic, the surface structure is used to remove materials with specified orientations. Observing such procedures experimentally during a wet or gaseous phase is very difficult. Often, the results can only be observed once the involved materials have been removed or have become solid because the measurements are done using electron microscopes [171, 159]. Another method consists of measuring the mass of the liquid film by analysing the vibrations of the solid substrate and liquid film confirming the predicted complete wetting phase transition [16, 17]. Alternative approaches use large polymers [137] and colloid-polymer mixtures [1] to quantify fluctuations of the liquid layers. However, direct experimental verification of pre-wetting transitions on structured surfaces are still not available and are currently being researched.

What are the considered surfaces? In the context of wetting phenomena, structured surfaces are simplified models of solid surfaces which are defined by their shape and interaction with a liquid forming a layer on it. Their microscopic characteristics are
assumed to be irrelevant. Temperature and pressure changes are considered for the liquid, gas, and their effective interaction with the solid surface, however, they are deemed unimportant for the solid surface’s shape or position. Henceforth, structured surfaces are determined by their profile, given as a function, and an effective potential density $W$ of the interaction with the liquid height.

Let $z(x, y)$ be the function describing the profile of the structured surface. It marks the boundary between the solid which fills the space $\{z\}$ and the fluid filling the space $\{z\}$. Let $\ell(x, y)$ be the boundary between the liquid on the solid and the gas above the liquid, and let $\eta = \ell - z$ be the vertical height of the liquid layer, see Fig. 4.6.

In this setup, an effective interaction potential density $W(\eta(x, y))$ describes the local energy density landscape of the liquid height [34, 136, 113]:

$$W(\eta) = \frac{A}{\eta^2} - \frac{B}{\eta^3} + \frac{D}{\eta^4} + \Delta p \eta,$$

(4.6)

with the Hamaker constants $A(T) > 0$, $B > 0$ and $D > 0$ where the latter are assumed to be independent of temperature and pressure [62]. The pressure difference to the pressure $p_{\text{sat}}$ at liquid-gas coexistence is denoted by $\Delta p$ and is positive in the gas phase. Although $W$ is a potential density, I will simply refer to it as potential in the following. For this analysis, the Hamaker constant $A$ is assumed to be proportional to the temperature distance from the wetting transition $A(T) - A(T_W) \propto T - T_W$, at which the contact angle vanishes [131].

The potential $W$ describes long-range interactions inducing a first-order wetting transition, as will be discussed in Sec. 4.3. It could be replaced by a short-range potential where the terms $1/\eta^k$ are replaced by $e^{-k\eta}$ [15]. A potential for a continuous wetting transition would equal $W_c = -A/\eta^2 + B/\eta^3 + \Delta p \eta$ [113]. However, I am not considering such cases in the following.

The minima of $W$ are at energetically favourable liquid heights. The effective free energy of the liquid is

$$F[\ell] = \int \left( \frac{\sigma}{2} (\nabla \ell)^2 + W(\ell - z) \right) \, dx \, dy,$$

(4.7)

with the surface tension $\sigma$ and the gradient $\nabla \ell$ of the liquid-gas boundary $\ell$ [113].
On a flat surface with constant profile function $z_F(x, y) = \text{const.}$, a liquid height can attain the local energy minimum everywhere and the complete phase diagram is given in Fig. 4.3. However, on a more complexly structured surface, the liquid height will balance local energy costs and achieve a global energy minimum. It will balance minimising the bending of the liquid layer (enforced by its surface tension) and keeping its height as close as possible to the minimum of $W$.

Minimising the free energy Eq. (4.7) with respect to $\eta$ leads to the differential equation

$$\sigma(\eta_{xx} + \eta_{yy} + z_{xx} + z_{yy}) = W'(\eta), \quad (4.8)$$

where the indices represent derivatives with respect to $x$ or $y$, e.g. $\eta_{xx}$ is the second derivative of $\eta$ w.r.t. $x$ and where $W'$ denotes the first derivative of the potential $W$ with respect to the liquid height $\eta$. Eq. (4.8) is a second order, non-linear partial differential equation which is difficult to solve in general. However, some advances were made in [132]. Its derivation, using variational calculus, can be found in the appendix, see Sec. D.1. In Secs. 4.3 to 4.6, simple examples are presented that can be solved almost completely.

The simplifications used in these sections build on transforming the partial differential equation Eq. (4.8) into an ordinary differential equation by choosing structured surfaces which are translation invariant in the $y$-direction. This assumption will make the liquid height $\eta$ also $y$-invariant. A further simplification is achieved by only considering piecewise linear structured surfaces whose second derivatives are zero. With these simplifications, Eq. (4.8) becomes

$$\sigma \eta_{xx} = W'(\eta), \quad (4.9)$$

which is an ordinary, non-linear differential (Euler-Lagrange) equation. Superficially, Eq. (4.8) is analogous to Newton’s second law, force equals mass times acceleration. Here, $W'$ acts like a force that bends the liquid-gas boundary proportionally to its stiffness, the surface tension $\sigma$, and the profiles coordinate $x$ plays the rôle of time.

The Euler-Lagrange equation Eq. (4.8) remains valid for any $y$-translation-invariant structured surface whose profile consists of segments of straight lines. It is wrong for bent surfaces, i.e. for profiles with $z_{xx} \neq 0$. It is also not valid for surfaces which are
not translation invariant in the $y$-direction.

Furthermore, Euler-Lagrange problems require fixed boundary conditions, such that functional variations are constrained to vanish at the boundary. Here, the boundary is at $x \to \pm \infty$ and its associated condition is that the liquid height converges to the height $\eta_\pi$ where the interaction potential $W$ reaches its global minimum.

When multiplied with $\eta_x$ and integrated over $x$, it is transformed into

$$\frac{\sigma}{2} \eta_x^2 = W(\eta) + C,$$

where $C$ is an integration constant. Eq. (4.10) can be transformed to

$$\eta_x = \pm \sqrt{\frac{2\Delta W(\eta)}{\sigma}},$$

with $\Delta W(\eta) = W(\eta) + C$. Eq. (4.11) is the main equation for finding wetting phase transitions on structured surfaces. It is discussed and interpreted for the plane, wedge, and apex in Secs. 4.3, 4.4, 4.5 and 4.6. In general, the differential equation Eq. (4.11) cannot be solved analytically. Nevertheless, phase transitions can be identified using a graphical analysis, which is similar to Maxwell’s equal area construction [27], and which was picked up by Cahn in the context of wetting [20]. The main steps of this graphical construction are explained in the following.

Depending on the chosen structured surface and its symmetry, additional conditions will apply to $\eta_x$. These symmetries narrow down the possible values of $\eta_x$ at points $x_a$, $x_b$, $\cdots$ and, via Eq. (4.11), link them to a few possible values of $\eta$, say $\eta_{1a}$, $\eta_{2a}$, $\cdots$, $\eta_{1b}$, $\eta_{2b}$, $\cdots$. For the plane, all points are symmetry points and any could be chosen. For the apex and wedge, the corner point, say $x = 0$, is the unique symmetry point.

Let’s assume there is only one such point $x_a = 0$. Once the height at $x_a$ is fixed, the rest of the liquid height function $\eta(x)$ is determined by the differential equation Eq. (4.11), i.e. $\eta_1$, $\eta_2$, $\cdots$ act as possible boundary conditions to the differential equation. Thus, I find several eligible liquid profiles. But which one is the correct one? From a physics perspective, the profiles with the lowest free energy will be preferred and assumed by the system.
The free energy $F(x_a, x_b)$ of a specific profile segment from $x = x_a$ to $x_b$ is calculated based on Eq. (4.7) as follows:

$$F(x_a, x_b) = \int_{x_a}^{x_b} \sigma x (x)^2 + W(\eta(x)) \, dx$$

(4.12)

$$= \int_{x_a}^{x_b} \frac{\sigma}{2} \left( \eta_x(x)^2 + 2\eta_x(x) z_\eta W_x(x) + z_\eta W(x)^2 \right) + W(\eta(x)) \, dx,$$

(4.13)

where $\alpha$ is the slope of the structured surface between $x_a$ and $x_b$. For the plane, $\alpha = 0$, but for the wedge and apex the slope is non-zero and the segments are $(-\infty, 0)$ and $(0, \infty)$.

The goal is to find the minimal energy configuration for the liquid height $\eta$. Therefore, any part of the integral that does not depend on $\eta$ can be ignored. Here, the term $z_\eta W(x)^2$ is ignored in further calculations.

Eq. (4.11) can be used to simplify the integral and by replacing variable $x$ by variable $\eta$ with $\eta_x dx = d\eta$. For profile $k$ with $\eta(x_a) = \eta_{ka}$ and $\eta(x_b) = \eta_{jb}$, the free energy is equal to:

$$F_k(x_a, x_b) = \sigma \int_{\eta_{ka}}^{\eta_{jb}} \left( \sqrt{\frac{2\Delta W(\eta)}{\sigma}} - \alpha \right) \, d\eta.$$  

(4.14)

The constant $\alpha$ cannot be omitted because the integral’s boundaries depend on $\eta$. Eq. (4.14) shows the free energy of the profile segment from $x = x_a$ to $x_b$. For other segments, an analogous calculation can be made and their free energies can be summed up to obtain the free energy of the entire profile from $x = -\infty$ to $x = +\infty$. At infinity, the liquid will behave like on a plane and hence, it will assume the liquid height $\eta_\pi$ where the potential $W$ is minimal. Once the free energy of a liquid profile is obtained, it can be compared to the energies of other possible liquid profiles.
4.3 Wetting and Pre-wetting Transition of the plane

In order to understand the rich phenomenology of wetting and pre-wetting on structured surfaces, I first introduce these transitions for the plane. Eq. (4.11) can be used to find the liquid profile. As the plane is translation-invariant, the liquid layer profile should show the same symmetry and also be translation-invariant. This has three implications:

- because of translation-invariance, \( \eta_x = 0 \),
- \( \forall x : \eta(x) = \eta_x := \text{argmin} (\Delta W(\eta)) \), because in thermal equilibrium, the energetically minimal configuration is assumed,
- the integration constant \( C \) must achieve that \( \sqrt{\frac{2\Delta W(\eta_x)}{\sigma}} = 0 \).

What are the possible cases for the liquid height \( \eta = \eta_x \)? For \( \Delta p = 0 \) at \( T = T_W \), \( \eta_x \) is either a finite height or it is at \( \eta = +\infty \). The transition can be seen in plots of \( \eta_x \) over \( \eta \) as the transition of the global minimum from a finite \( \eta \) to \( \eta = +\infty \), shown in Fig. 4.4. In the dry phase \( T < T_W \), only a mesoscopic liquid layer of height \( \eta_x < \infty \) forms. However, at \( T = T_W \), a discontinuous transition occurs: a finite and an infinite liquid layer height are equally likely. In the wet phase \( T > T_W \), the global minimum of \( \sqrt{2\Delta W(\eta)/\sigma} \) is at \( \eta = \infty \) and a macroscopic liquid layer forms on the solid. This is the wetting transition on the plane.

The pre-wetting transition occurs in the gas phase, i.e. for \( \Delta p > 0 \). The influence of the changed pressure according to Eq. (4.6) is shown in Fig. 4.5. Here, the global minimum of \( \eta_x \) is always at a finite liquid height \( \eta_x < \infty \). However, there is a discontinuous transition where the global minimum changes from one local minimum to the other. This is the pre-wetting transition, where the mesoscopic liquid height changes from a thin to a thick phase. The phase space points where both local minima are also global minima form the transition line \( T = T_{PW}(\Delta p) \), shown in Fig. 4.3.

In the thick phase at constant temperature, the height of the thick layer diverges as \( \Delta p \to 0 \), connecting the thick phase of the pre-wetting transition to the wet phase of the wetting transition. Hence, the pre-wetting transition line extends from the wetting transition point into the gas phase. The pre-wetting transition line ends in a critical point where the two global minima merge into one and the thin and thick phase become indistinguishable.
Figure 4.4: Sketch of the three different scenarios for Eq. (4.11) for the wetting on a plane. $\eta_\pi$ marks the global minimum of the function Eq. (4.11). a) Dry phase $T < T_W$, the liquid layer assumes height $\eta_x$ and $C > 0$. b) Wetting transition point $T = T_W$. Two liquid heights are energetically equal, finite height and infinite height. $C = 0$. c) Wet phase $T > T_W$. An infinite liquid layer is energetically preferable. $C = 0$.

Furthermore in the $(T, \Delta p)$ phase space, the two minima of $\eta_x = \sqrt{2\Delta W(\eta)/\sigma}$ only exist in an area which is bound by three lines: $\Delta p = 0$ and two lines, called spinodals, shown in Fig. 4.3 as dashed lines. Here, one phase is the equilibrium state, while the other exists as a meta-stable state. Outside of this area, only one local minimum exists. Similar arguments and discussions of curves will be used to understand the possible phase transitions of the wedge and apex in the following sections.

4.4 FILLING TRANSITION OF THE WEDGE

In this section, the influence of a simple structure of a surface on the wetting transition (i.e. $\Delta p = 0$) is explored using the example of the wedge, shown in Fig. 4.6. The liquid height at the wedge point is denoted by $\eta_w$. The wedge and its filling and pre-filling transition have been studied previously in [136], their fluctuations in [113, 112, 130], and using density functional theory in [94, 95]. It also has been studied with a different
Figure 4.5: Sketch of the three different scenarios of Eq. (4.11) for pre-wetting on a plane. ηπ marks the global minimum of the function Eq. (4.11). a) Thin phase $T < T_{PW}(\Delta p)$, the liquid layer assumes a thin height. b) Pre-wetting transition point $T = T_{PW}(\Delta p)$. Two liquid heights are energetically equal, thin and thick. c) In the thick phase $T > T_{PW}(\Delta p)$. A thick liquid layer is energetically preferable.

orientation as a corner in [116]. The profile of the wedge is given by

$$z_W(x, y) = z_W(x) = \alpha |x|,$$

(4.15)

with $\alpha > 0$.

As the surface profile is symmetric around $x = 0$, it is expected that the profile of the liquid layer shows the same symmetry. Furthermore, I assume that the liquid layer profile $\ell(x)$ is continuously differentiable. Hence, $\ell_x(0) = 0$, which implies the following conditions on the liquid height $\eta = \ell - z_W$:

$$\lim_{x \to 0^-} \eta_x = \alpha$$

(4.16)

$$\lim_{x \to 0^+} \eta_x = -\alpha$$

(4.17)

Following Eq. (4.11) and its plots in Fig. 4.7, I can see where $\alpha = \eta_x$ can occur.
Figure 4.6: Setup of the wedge with slope ±\( \alpha \). Due to the symmetry of the solid surface, the liquid layer is symmetric too. The liquid profile is assumed to be continuously differentiable at the wedge \( x = 0 \), where its height equals \( \eta_w \). Far away from the wedge, the liquid layer assumes the energetically minimising height \( \eta_\pi \). Figure adapted from [133].

Figure 4.7: Sketch of \( \eta_x = \sqrt{2\Delta W/\sigma} \) and \( \eta_x = \alpha \) for the wedge filling transition. a) empty phase, b) filled phase. The free energy of the possible solutions can be compared by considering the coloured areas: Above the line \( \eta_x = \alpha \), areas count positive for the free energy, below the line, areas count negative for the free energy. \( \eta_1 \) is unphysical as a solution. The negative blue area represents the free energy of the liquid profile with liquid height \( \eta_2 \) at \( x = 0 \), given that away from the wedge, the liquid height tends to \( \eta_\pi \). The orange minus the blue area represents the free energy of the liquid profile with liquid height \( \eta_3 \) at \( x = 0 \), given that away from the wedge, the liquid height tends to \( \eta_\pi \). However, the free energy of a completely filled wedge is even lower, represented by the yellow area. Hence, for the shown wedge slope \( \alpha \) in b), the system is in the filled phase of the filling transition. The empty phase appears where \( \alpha \) is small enough so that the third solution \( \eta_3 \) does not exist, see a).
I start by assuming that the system is in the dry phase, see Fig. 4.4 a).

**Case** $\alpha < C$: For $x \leq 0$, I have to consider the condition in Eq. (4.16). There are two liquid heights $\eta$ such that $\eta_x = \alpha$: one smaller than $\eta_\pi$, $\eta_1$, and one larger than $\eta_\pi$, $\eta_2$. How can I decide which one is the solution? As I am assuming that $\ell$ and $\ell_x$ are continuous, $\eta$ must also be continuous. Hence, I can read off the liquid height and its slope directly from the graph. Starting at $x = 0$, $\eta$ will assume one of the two possible heights $\eta_1/2$, i.e. in configuration space, the system is at $(\eta_1/2, \eta_x = \alpha)$. Then, as $x$ goes to $-\infty$, in configuration space the system $(\eta, \eta_x)$ moves along the graph to $(\eta_\pi, 0)$, the global minimum of $\sqrt{2\Delta W(\eta)/\sigma}$.

But I can also imagine the opposite direction: starting at $x = -\infty$, going to $x = 0$, the system starts in configuration $(\eta_\pi, 0)$ and moves along the graph to configuration $(\eta_1/2, \eta_x = \alpha)$. As $\eta_1 < \eta_\pi$ but $\eta_x$ is positive, I conclude that the solution $\eta_1$ is unphysical and the correct solution must be $\eta_2$.

For $x \geq 0$, the same arguments apply but with changed signs. I have to consider $\eta_x = -\sqrt{2\Delta W(\eta)/\sigma}$ and the condition in Eq. (4.17). At $x = 0$, the system is at $(\eta_2, \eta_x = -\alpha)$. For $x \to \infty$, the system’s configuration moves along the graph to configuration $(\eta_\pi, 0)$.

**Case** $\alpha \geq C$: Here a third solution for $\eta_x = \alpha$, $\eta_3$, appears, and if $\alpha$ large enough, the two greater solutions merge and disappear at and above the local maximum of $\sqrt{2\Delta W(\eta)/\sigma}$. The smallest solution for $\eta_x = \alpha$, $\eta_1$ was already ruled out above because it is unphysical. But which of the two greater solutions, $\eta_2$ and $\eta_3$ is the right one? To answer this question, the free energies have to be compared, see Eq. (4.14). For the two possible liquid heights at $x = 0$, $\eta_2$ and $\eta_3$, the free energies $F_2$ and $F_3$ are calculated, respectively. They can be compared by looking at the graph of Fig. 4.7. In this plot, coloured areas below the $\eta_x = \alpha$ line represent negative contributions to the free energy, above they represent positive free energy. The result is that $\eta_2$ (the smaller liquid height) is favoured over $\eta_3$. However, there is a third option. What if the liquid profile would have an even larger liquid height, replacing $\eta_\pi$ by $\eta > \eta_3$ and completely filling the wedge? Such a configuration (represented by the yellow area in the plot) would have a smaller free energy and therefore would be preferred over the other (finite) liquid heights. This is the hallmark of the filled phase.
Figure 4.8: Sketch of the solutions for the pre-filling transition on a wedge. $\eta_r$ marks the global minimum of the function Eq. (4.11). The spinodals are defined as the points in $(\Delta p, T)$-space, where the second local minimum touches the $\eta_x = \alpha$ line (dashed horizontal line). a) If the blue area is larger than the orange area, then the liquid height will be $\eta_1$ at $x = 0$. b) If the orange area is larger than the blue, the liquid height will be $\eta_3$ at $x = 0$, see Eq. (4.18). The line in $(\Delta p, T)$-space along which the blue and orange areas are equal is the pre-filling transition line.

The exact slope where $\alpha = \lim_{\eta \to \infty} \frac{\sqrt{2\Delta W(\eta)}/\sigma}{\eta_x(0)}$ is the transition point between the empty and the filled phase of the wedge. Conversely, for each slope $\alpha$, there exists a temperature $T_F(\alpha)$ where the filling phase transition occurs.

4.5 WEDGE PRE-FILLING TRANSITIONS

In this section, a phase transition of the liquid layer is explored which only can appear on a structured surface and not on a plane. The prototype of this transition can be seen on the wedge, which is used in this section as an example. The basic parameters for the wedge and its liquid layer are depicted in Fig. 4.6.

As the wedge profile is symmetric around $x = 0$, the liquid layer will also be symmetric w.r.t. $x = 0$. In addition, the liquid-gas transition line is a smooth function because of the surface tension. Therefore, on the symmetry axis, its slope should vanish, $\ell_x(0) = 0$. Translated to the liquid height $\eta$, its slope has the discontinuities at $x = 0$ expressed in Eqs. (4.16) and (4.17).

For the wedge, considering Fig. 4.8, there are two or four solutions for $\eta_x = \alpha$. In case there are only two, one of the two possible solutions is a liquid height $\eta_w < \eta_\pi$ which was found to be unphysical in Sec. 4.4. Hence, in this case, the greater solution of $\eta_x = \alpha$
is the right one. If there are four solutions possible, how can I choose the correct one? The energetically preferred solution is the one with the lowest free energy. The three possible, physical solutions for $\eta_w = \eta(0)$ are denoted by $\eta_1$, $\eta_2$, and $\eta_3$, see Fig. 4.8. In Eqs. (4.12) to (4.14), it was explained how the free energies of the different solutions can be calculated and compared. Building on Eq. (4.14), the difference in free energy is computed by

$$F_1 - F_2 = 2\sigma \int_{\eta_2}^{\eta_1} \left( \sqrt{\frac{2\Delta W(\eta)}{\sigma}} - \alpha \right) \, d\eta,$$

and analogous expressions hold for $F_1 - F_3$ and $F_2 - F_3$. Therefore, the differences in free energy correspond to the coloured areas in Fig. 4.8.

Thus, it can be read off the plots in Fig. 4.8, which of the free energies $F_1$, $F_2$ or $F_3$ is the smallest, by comparing the areas above and below the line $\eta_x = \alpha$. It follows that $\eta_2$ is never the preferred solution. Which of $F_1$ and $F_3$ is smaller depends on the exact position in phase space ($\Delta p, T$). The points $(\Delta p, T_{PF}(\Delta p))$, where $F_1 = F_3$ is the transition line for the pre-filling phase transition.

Why is it called pre-filling? In the gas phase, the wedge cannot undergo the filling transition described in Sec. 4.4. However, in the pre-filled phase, a partial thick layer forms around the wedge point $x = 0$. The closer the system is to the filling phase, the higher and longer the thick shoulder extends along the walls. In the limit $\Delta p \to 0$, the layer thick layer’s height and the length $h$ diverge to $\infty$. Example profiles of this extension of the thick layer for fixed $\Delta p$ are shown in Fig. 4.9. The transition from the pre-filled wedge to the thick phase is continuous, while the transition from the thin phase to the pre-filled wedge is a first-order transition. The pre-filling line extends from the filling transition point $(\Delta p = 0, T_{PF}(\alpha))$ to its own critical point which lies on the spinodal of the pre-wetting transition.

The pre-filling transition lines can be traced for a variety of wedge slopes $\alpha$. There are two cases. If $\alpha > \alpha^*$, the pre-filling transition line is a continuous line from the filling transition point to the pre-wetting spinodal. However, if $\alpha < \alpha^*$, the pre-filling line intersects the pre-wetting line, shown in Fig. 4.10. The critical slope $\alpha^*$ is to be determined.
Whether the pre-filling line intersects the pre-wetting line or not depends on the slope of the wedge $\alpha$. The temperatures of the two intersection points $T_1^*$ and $T_2^*$ along the pre-wetting line can be determined numerically for each value of $\alpha$ and plotted as a graph of a function $\tilde{\alpha}(T)$, shown in Fig. 4.11. At the critical slope $\alpha^*$, both temperatures merge to one, and for slopes steeper than $\alpha^*$, the pre-filling line does not intersect the pre-wetting line.

The value of $\alpha^*$ can be determined numerically in terms of the parameters $B$ and $D$ of the potential $W$ as

$$\alpha^* \approx 0.10873 \sqrt{\frac{B^3}{16D^4\sigma}},$$  \hspace{1cm} (4.19)$$

see Eq. (4.6).
Figure 4.10: Phase diagram of the pre-filling transition. a) Several pre-filling transition lines with varying values of the wedge slope $\alpha$. Blue lines: if $\alpha > \alpha^*$, the pre-filling line is continuous from the filling transition point to the pre-wetting spinodal. Red lines: if $\alpha < \alpha^*$, the pre-filling line intersects the pre-wetting line. b) Schematic of the different phases: below the pre-filling line, the liquid layer is thin everywhere, between pre-filling and pre-wetting line, the layer is thin at $x = \pm\infty$ but thick at the wedge $x = 0$, above the pre-wetting line, the liquid layer is thick everywhere. The pre-filling transition also has spinodals (dashed blue and red lines), between which the other phase exists as a meta-stable configuration. c) The discontinued pre-filling line has two parts and splits the pre-wetting line into three segments PW1, PWM and PW2, of which two are continuous transitions, while the middle segment is a first order transition. Figure from [133].

4.6 Apex unbending

The focus of this section is on the implications of the pre-wetting transition for the apex.

While the liquid layers on an apex have been studied previously on the liquid-gas coexistence line [111], they have not been studied in the pre-wetting region until our publication [133]. The shape of the apex is determined by a profile function $z_A$ which
The two temperatures $T_1^*$ and $T_2^*$ of the intersection of the pre-filling line with the pre-wetting line depending on the wedge slope $\alpha = \tilde{\alpha}(T)$. For each choice of $\alpha$ (the example shown is for $\alpha = 0.9 \cdot \alpha^*$), there are two intersection points, except for the critical slope $\alpha^*$, where they merge into one point. In the limit of vanishing slope $\alpha = 0$, the two intersection points converge to the wetting transition point and the end of the pre-wetting line because the wedge transforms into a plane, which does not exhibit a pre-filling transition. Figure from [133].

is independent of the $y$-coordinate. The profile function of the apex is

$$z_A(x, y) = z_A(x) = -\alpha|x|.$$  \hspace{1cm} (4.20)

The parameter $\alpha > 0$ describes how steep the apex is. The solid fills the space underneath $\{< z_A\}$ the surface profile, whereas the space above $\{> z_A\}$ is filled with the fluid. A liquid film will form on the surface and its boundary to the gas is described by the function $\ell(x, y) = \ell(x)$. The situation for the apex is shown in Fig. 4.12. The liquid height at the apex point is denoted by $\eta_a$.

Compared to the pre-filling transition on the wedge, what changes for the apex? The conditions for the slope of the liquid height are different because the slope of the underlying solid surface is different:

$$\lim_{x \to 0^-} \eta_x = -\alpha$$  \hspace{1cm} (4.21) 

$$\lim_{x \to 0^+} \eta_x = \alpha.$$  \hspace{1cm} (4.22)

However, as in the case of the wedge, there are two or four solutions for $\eta_x = \alpha$ and $\eta_x = \sqrt{2\Delta W(\eta)/\sigma}$, see Fig. 4.13. Which ones are the correct ones? While for the wedge, the smallest of the possible heights was found to be unphysical, for the apex,
Figure 4.12: Wetting of an apex with slope \(\pm \alpha\). Far away from the apex, the liquid height is given by the global minimum of \(\sqrt{2\Delta W(\eta)/\sigma}\), \(\eta_x\). At the apex, the liquid height is \(\eta_a\) and can have two different, physically plausible solutions. Figure adapted from [133].

it is the largest of the possible heights which is unphysical. The remaining (possibly three) solutions are denoted by \(\eta_1\), \(\eta_2\) and \(\eta_3\), see Fig. 4.13.

As for the wedge pre-filling transition, the energetically preferred configuration for the apex can be found by considering the free energy. Following Eq. (4.12) to Eq. (4.14) and Eq. (4.18), the difference in free energy for the possible solutions with apex heights \(\eta_1\), \(\eta_2\) and \(\eta_3\) can be calculated as

\[
F_1 - F_2 = 2\sigma \int_{\eta_1}^{\eta_2} \left( \sqrt{\frac{2\Delta W(\eta)}{\sigma}} - \alpha \right) d\eta,
\]

(4.23)

where the integral boundaries are switched compared to pre-filling case on the wedge because the possible heights \(\eta_1\), \(\eta_2\) are smaller than \(\eta_x\). For \(F_1 - F_3\) and \(F_2 - F_3\), analogous expressions hold. The relation between \(F_1\), \(F_2\) and \(F_3\) can be therefore read off the plot in Fig. 4.13 by comparing the areas between \(\eta_x = \alpha\) and \(\eta_x = \sqrt{2\Delta W(\eta)/\sigma}\). Thus, \(\eta_2\) is never the preferred configuration at \(x = 0\), but between \(\eta_1\) and \(\eta_3\), the decision depends on the location in phase space. The line along which \(F_1 = F_3\) is the unbending phase transition line, shown in Fig. 4.14.

For temperatures above the unbending line, the apex has a thick liquid layer. At the
Figure 4.13: Sketch of the solutions for the unbending transition on an apex. $\eta$ marks the global minimum of the function Eq. (4.11). The spinodals are defined as the points in $(\Delta p, T)$-space, where the second local minimum touches the $\eta_\pi = \alpha$ line (dashed horizontal line). a) If the blue area is larger than the orange area, then the liquid height will be $\eta_1$ at $x = 0$. b) If the orange area is larger than the blue, the liquid height will be $\eta_3$ at $x = 0$, see Eq. (4.14). The line in $(\Delta p, T)$-space along which the blue and orange areas are equal is the unbending transition line.

Figure 4.14: Phase diagram of the unbending transition. Black lines: pre-wetting line (solid) and its spinodals (dashed). Blue and red lines: unbending transition lines (solid) and their spinodals (dashed). The unbending only exists if $\alpha < \alpha^{\dagger \dagger}$. b) For $\alpha^{\dagger} < \alpha < \alpha^{\dagger \dagger}$, the unbending line starts at the liquid-gas transition line and ends at the pre-wetting spinodal. c) For $\alpha < \alpha^{\dagger}$, the unbending line starts at the pre-wetting line (at temperature $T_\pi^+$) and also ends at the pre-wetting spinodal. Figure from [133].
unbending transition, the liquid height at \( x = 0 \) decreases discontinuously. This is a first order phase transition. For lower temperatures, a shoulder of thin liquid height extends along the apex walls, and as the pre-wetting line is approached, the length \( h \) of the thin layer diverges. At the pre-wetting line, the entire liquid layer is thin. This is a continuous phase transition. Several example profiles are shown in Fig. 4.15.

If \( \alpha \) is small enough, the unbending line intersects the pre-wetting line once at a temperature \( T^\ast_3 \). The relation between \( \alpha \) and \( T^\ast_3 \) can be determined numerically and plotted as a function \( \tilde{\alpha}(T) \), shown in Fig. 4.16.

If \( \alpha \) is large enough, no unbending transition exists. The critical slope \( \alpha^\dagger \), above which unbending is lost, is defined as the largest height of all inflection points of \( \sqrt{2\Delta W(\eta)/\sigma} \) on the pre-wetting spinodal of the thick phase.

The values \( \alpha^\dagger \) and \( \alpha^{\dagger\dagger} \) can be determined numerically in terms of \( \alpha^\ast \) as \( \alpha^\dagger \approx 2.7127\alpha^\ast \) and \( \alpha^{\dagger\dagger} \approx 4.2242\alpha^\ast \).
4.7 Conclusion

In this chapter, several phase transitions of liquid layers on structured surfaces were studied. These phase transitions are:

- the first order wetting transition on the liquid-gas coexistence line,
- the pre-wetting transition in the gas phase,
- the first-order filling transition of a wedge,
- the first-order pre-filling transition near a wedge, and
- the first order unbending transition near an apex.

These phase transitions only exist because the wetting transition is assumed to be of first order. The pre-wetting transition is a first order transition on the plane. However on the wedge and apex, it can be a continuous phase transition because the new liquid height
(thick / thin) spreads along the walls. Its extend diverges as the system approaches the pre-wetting transition line.

The wetting phenomena on the wedge and on the apex exemplify the potential myriad of phase transitions on more complexly structured surfaces. In particular, the apex and wedge can be regarded as the building blocks of all structured surfaces which have piecewise linear profiles and are translation invariant in one direction. These structured surfaces will be investigated in future research.

However, an important question is whether the possible phenomena are simply a concatenation of the transitions found for the wedge and apex or whether there is qualitatively new behaviour. A potential candidate for such new behaviour, which does not obey the translation invariance in one direction, is described in the following outlook.

4.7.1 **Outlook: Secondary pre-wetting**

A ratchet is a structured surface that combines elements of the wedge and apex, see Fig. 4.17. The apex side will exhibit an unbending transition and the wedge side will show a pre-filling transition. This setup leads to a coexistence of a completely thick liquid layer extending from the wedge and a completely thin layer extending from the apex. The exact position in phase space of this coexistence line depends on the slopes and the distance $L$ between the wedge and apex points, shown in Fig. 4.17.

Such a transition can be predicted directly from the apex and wedge unbending and pre-filling transition. The phase diagram will show two transition lines. One will be on the thick phase side of the pre-wetting line, marking the unbending transition on the apex shoulder. The other one will be on the thin phase side of the pre-wetting line, marking the pre-filling transition on the wedge shoulder. Thus, for the ratchet, the pre-wetting area is divided into four phases. This phase space, although containing rich phenomena, is not qualitatively new in itself.

However, it can be used in a truly three-dimensional arrangement where two small ratchets connect to a large ratchet, shown schematically in Fig. 4.17. In the figure, the orientation of the structure is turned such that it looks like an arrangement of upright steps: two small steps and one large step. Let’s assume that the system is at the phase space point where the two small ratchets have thick liquid layers on both shoulders but
Figure 4.17: a) Sketch of liquid layer on ratchet at the coexistence of the thin layer on the apex shoulder and the thick layer on the wedge side. The apex and wedge points are a distance $L$ apart. Where this coexistence occurs depends on $L$ as well as the slopes of the wedge and apex parts. b) Sketch of the double ratchet shown in an upright orientation (solid lines). First small ratchet: front right to front left, Second small ratchet: front left to back left. Large ratchet: front right to back right. Along the dashed line, starting at the front right corner going clockwise: thick phase on bottom transitions to thick phase on intermediate step, which transitions to thick phase on top. However, if I go along the dashed line, starting at front right corner and go anti-clockwise, the thick phase on bottom transitions to a thin phase on the very top. Thus, there must be a line on the top half plane along which the thin and thick layers meet. In particular, there will be an angle at the edge associated with the transition.

In order to analyze this system, the previous assumption of $y$-translation invariance does not hold anymore and the partial differential equation Eq. (4.8) has to be considered instead. However, this is left to future research.

the large ratchet is exactly at the coexistence of the thin layer on top and the thick layer on the bottom. Then, the half plane on top must have an area with a thin layer and an area with a thick layer. Therefore, on the top half plane must be a transition between the thin and thick layer, which I call secondary pre-wetting. Its transition line will intersect the edge where it will form an angle which can be interpreted as a contact angle, analogously to the contact angle of droplets.

In order to analyze this system, the previous assumption of $y$-translation invariance does not hold anymore and the partial differential equation Eq. (4.8) has to be considered instead. However, this is left to future research.
Conclusion

Statistical mechanics is a wide ranging field of which three topics were presented in this thesis. Its link to mathematical stochastic processes was studied in the example of continuous-time branching processes (Chapter 2). Its usefulness in biophysics was illustrated by modelling filament self-assembly and discovering emergent stochastic behaviour that can be matched with experiments (Chapter 3). Its effectiveness was demonstrated in the field of material science by exploring a plethora of phase transitions of liquid layers on structured surfaces (Chapter 4).

Stochastic processes’ theory naturally connects to statistical mechanics because the essence of the latter is the probabilistic behaviour of physical objects. In the Ising model, each spin is identically distributed but not independent. In the branching process (Chapter 2), the particles’ probabilities to produce offspring are identically distributed and independent. In the context of filament growth, each building block of the polymer (actin monomers or tubulin dimers) are probabilistically behaving in the same way (Chapter 3). When considering wetting phenomena (Chapter 4), each liquid profile element is under the same energetic constraints that allowed predicting the expected liquid heights. The microscopic, probabilistic rules are given in these cases. However, it is the collective behaviour of all the random variables involved that is of interest. In particular, whether this collective behaviour is ‘more’ than the sum of the
individual dynamics. Hence, statistical mechanics is the theory of collective stochastic processes. Exploring the connections between the physical and mathematical viewpoints has proven to be greatly beneficial and I will continue to pursue research in this area.

Biophysics is the perfect playground for statistical mechanics. The essential processes of life are not unique. In each cell, each tissue, each individual, each species and each evolutionary strand, they repeat again and again. These processes are probabilistic: mutations in evolution, cooperation in populations, the development of cells in a tissue, the expression of genes in a cell, and the transport processes within a cell, to name a few. Filament growth (Chapter 3) is a prime example: it can be broken down into the microscopic stochastic processes of chemical reactions and diffusion. Individually, both processes are well understood; however, new behaviour emerges in their superposition and can be observed as anomalous fluctuations and correlations.

Equilibrium material science is a classical application of statistical mechanics, where it shows its strengths immediately. It allows the explanation and prediction of wetting phenomena (Chapter 4) with effective potentials and graphical arguments. Thus, a complex phase space was explored and several phase transitions discovered. Furthermore, the considered apex and wedge structures allow the prediction of phase transitions occurring on more complexly structured surfaces by combining apex and wedge elements.

In summary, statistical mechanics has proven to be a versatile toolbox whose range of applications continues to grow and deserves more exploratory research. Therefore, I will focus my future work on joining the physical and mathematical viewpoints and on other applications in finance, biology and material science.
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A.1 The identity operator in terms of coherent states

Following derivations in [22, 128], the identity operator, $I$, can be expressed using coherent states as:

$$I = \sum_{k=0}^{\infty} |k\rangle \langle k|$$  \hspace{1cm} (A.1)

$$= \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \delta_{k,\ell} |k\rangle \langle \ell|$$  \hspace{1cm} (A.2)

$$= \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \int \frac{e^{-\phi^\dagger \phi}}{\pi} \phi^\dagger \phi^k \frac{d\text{Re} \phi \ d\text{Im} \phi}{k!} |k\rangle \langle \ell|$$  \hspace{1cm} (A.3)

$$= \int \frac{e^{-\phi^\dagger \phi}}{\pi} |\phi\rangle \langle \phi^\dagger| d\text{Re} \phi \ d\text{Im} \phi,$$  \hspace{1cm} (A.4)
where the step from Eq. (A.2) to Eq. (A.3) is based on the following expression of the Kronecker-$\delta$:

$$
\int \frac{e^{-\phi^\dagger \phi}}{\pi} \frac{\phi^k}{k!} d\text{Re}\phi d\text{Im}\phi = \int_0^\infty \int \frac{e^{-\rho^2}}{\pi} \frac{\rho^{k+\ell+1} e^{i(k-\ell)\theta}}{k!} \, d\theta d\rho,
$$

(A.5)

where $\phi$ and its complex conjugate $\phi^\dagger$ were expressed in polar coordinates $(\rho, \theta)$ in the complex plane. The $\theta$-integral is zero if $k \neq \ell$. However, when $k = \ell$, the integral equals

$$
\int \frac{e^{-\phi^\dagger \phi}}{\pi} \frac{\phi^k}{k!} d\text{Re}\phi d\text{Im}\phi = \delta_{k,\ell} \int_0^{2\pi} \int_0^\infty \frac{e^{-\rho^2}}{\pi} \frac{\rho^{2k+1}}{k!} \, d\theta d\rho
$$

(A.6)

$$
= \delta_{k,\ell} \frac{2}{k!} \int_0^\infty e^{-x} x^k \, dx
$$

(A.7)

$$
= \delta_{k,\ell} \frac{1}{k!} \Gamma(k + 1)
$$

(A.8)

$$
= \delta_{k,\ell}
$$

(A.9)

### A.2 Functional Derivatives

Following [46, 117], I use as definition for the derivative of the functional $F[g]$ with argument $g \in S'$ and variation $h \in S'$

$$
\frac{\delta F}{\delta g}(h) = \lim_{\epsilon \to 0} \frac{F[g + \epsilon h] - F[g]}{\epsilon},
$$

(A.10)

where I assume that $F$ is regularized with a suitable test function from the Schwartz space $S$ ($S'$ is its dual space, the space of tempered distributions). The reason for choosing tempered distributions (instead of distributions in $\mathcal{D}'$) is that, its Fourier transforms are well defined.
A.3 Definition of Fourier Transform

The following conventions for Fourier transforms are used for functions in time only

\[ \phi(\omega) := \mathcal{F}[\phi(t)](\omega) = \int_{\mathbb{R}} \phi(t) e^{i\omega t} \, dt, \]
\[ \mathcal{F}^{-1}[\phi(\omega)](t) = \int_{\mathbb{R}} \phi(\omega) e^{-i\omega t} \, dt. \]  \hspace{1cm} (A.11)

For functions in time and continuous space \( \mathbb{R}^3 \), the conventions are

\[ \varphi(\omega, k) := \mathcal{F}[\varphi(t, x)](\omega, k) = \int_{\mathbb{R}^4} \varphi(t, x) e^{i\omega t - ikx} \, dx \, dt, \]
\[ \mathcal{F}^{-1}[\varphi(\omega, k)](t, x) = \int_{\mathbb{R}^4} \varphi(\omega, k) e^{-i\omega t + ikx} \, dx \, dk \, d\omega. \]  \hspace{1cm} (A.12)

For functions in time and discrete space \((h\mathbb{Z})^3\), the conventions are

\[ \psi(\omega, k) := \mathcal{F}[\psi_j(t)](\omega, k) = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}^3} \psi_j(t) e^{i\omega t - ikhj} \, dt, \]
\[ \mathcal{F}^{-1}[\psi(\omega, k)](\omega, k) = h^3 \int_{\mathbb{R}} \int_{[0, 2\pi]^3} \psi(\omega, k) e^{-i\omega t + ikhj} \, dx \, dk \, d\omega, \]  \hspace{1cm} (A.13)

with \( d\omega = d\omega/(2\pi) \) and \( d^3k = d^3k/(2\pi)^3 \). Also used are the shorthands \( \delta(\omega - \omega') = 2\pi \delta(\omega - \omega') \), \( \delta^3(k - k') = (2\pi)^3 \delta^3(k - k') \) and \( \delta^3_c(k - k') = \sum_{j \in \mathbb{Z}^3} \delta^3(k - k' + j2\pi/h) \), where \( \delta(\cdot) \) is the Dirac \( \delta \)-function in one dimension and \( \delta^3(\cdot) \) in three dimensions. Furthermore, \( \Theta(t) \) denotes the Heaviside function:

\[ \Theta(t) = \begin{cases} 0 & t < 0 \\ 1 & t \geq 0 \end{cases} \]  \hspace{1cm} (A.14)
B.1 Second Moment and 2-time covariance

In order to calculate the second moment of the particle number, the correlation function \( \langle \phi(t_2)\phi(t_1)\tilde{\phi}(0) \rangle \) has to be calculated. It is part of the 2-time covariance and, if \( t_1 = t_2 \), it is also part of the second moment. The following Feynman diagram represents this term

\[
\langle \phi(t_2)\phi(t_1)\tilde{\phi}(0) \rangle \hat{=} \begin{array}{c} \omega_2 \\ \omega_1 \end{array} \begin{array}{c} t_1 \\ t_2 \end{array} \begin{array}{c} q_2 \\ t_0 = 0 \end{array} \tag{B.1}
\]

In the following calculation (for \( r > 0 \)), the variables \( \omega_0, \omega_1, \) and \( \omega_2 \) have been assigned to the legs indicated in the following diagram

\[
\langle \phi(\omega_2)\phi(\omega_1)\tilde{\phi}(\omega_0) \rangle \hat{=} \begin{array}{c} \omega_1 \\ \omega_2 \end{array} \begin{array}{c} \omega_0 \end{array} \tag{B.2}
\]
The term is equal to

\[
\langle \phi(t_2) \phi(t_1) \tilde{\phi}(0) \rangle = \int_{\mathbb{R}^3} 2q_2 e^{-i\omega_1 t_1 - i\omega_2 t_2} \delta(\omega_1 + \omega_2 + \omega_0) \frac{d\omega_1 d\omega_2 d\omega_0}{(-i\omega_1 + r)(-i\omega_2 + r)(i\omega_0 + r)} \]  

(B.3)

\[
= \int_{\mathbb{R}^2} 2q_2 e^{-i\omega_1 t_1 - i\omega_2 t_2} \frac{d\omega_1 d\omega_2}{(-i\omega_1 + r)(-i\omega_2 + r)(i\omega_0 + r)} \]  

(B.4)

\[
= \Theta(t_2) 2q_2 e^{-rt_2} \int_{\mathbb{R}} e^{-i\omega_1 (t_1 - t_2)} - e^{-i\omega_1 t_1} \frac{d\omega_1}{(-i\omega_1 + r)(i\omega_1)} \]  

(B.5)

Formally, the pole at \( \omega_1 = 0 \) is irrelevant which can be made apparent by introducing the auxiliary variable \( t' \):

\[
\langle \phi(t_2) \phi(t_1) \tilde{\phi}(0) \rangle = \Theta(t_2) 2q_2 e^{-rt_2} \int_{\mathbb{R}} \frac{e^{-i\omega_1 (t_1 - t')} - e^{-i\omega_1 t_1}}{-i\omega_1 + r} \omega_1 \]  

(B.6)

\[
= \Theta(t_2) 2q_2 e^{-r(t_1 + t_2)} \int_{0}^{t_2} \Theta(t_1 - t') e^{rt'} dt'. \]  

(B.7)

While the \( t' \) integral goes up to \( t_2 \), the Heaviside function \( \Theta(t_1 - t') \) possibly cuts the integral at \( t_1 \) if \( t_1 < t_2 \). Hence, the upper boundary is replaced by \( \min\{t_1, t_2\} \):

\[
\langle \phi(t_2) \phi(t_1) \tilde{\phi}(0) \rangle = \Theta(t_1) \Theta(t_2) 2q_2 e^{-r(t_1 + t_2)} \int_{0}^{\min\{t_1, t_2\}} e^{rt'} dt' \]  

(B.8)

\[
= \Theta(t_1) \Theta(t_2) 2q_2 e^{-r(t_1 + t_2)} \left( e^{r \min\{t_1, t_2\}} - 1 \right) \]  

(B.9)

Hence, if \( t_1 = t_2 \), then

\[
\langle \phi(t_2) \phi(t_1) \tilde{\phi}(0) \rangle = \Theta(t) 2q_2 e^{-rt} \left( 1 - e^{-rt} \right) \]  

(B.10)

### B.2 Third moment and 3-time covariance

In order to calculate the third moment and the 3-time correlation function, the term \( \langle \phi(t_3) \phi(t_2) \phi(t_1) \tilde{\phi}(0) \rangle \) has to be calculated, which splits into two further terms, \( I_3(t_3, t_2, t_1) \)
and $g_3(t_3, t_2, t_1)$.

\[
\left\langle \phi(t_3)\phi(t_2)\phi(t_1)\right\rangle \triangleq \begin{array}{ccc}
\rightarrow & g_3 & \rightarrow \\
\downarrow & t_2 & \downarrow \\
t_3 & \downarrow & t_3 \\
\approx I_3 & \approx g_3 & \approx 0
\end{array} + 2
\]  (B.11)

While for $I_3$, the placement of $t_1$, $t_2$ and $t_3$ in the Feynman diagram is symmetric under the permutation, in $g_3$ the symmetry is different. There are three choices for which time is attached to the leg that first branches off and there are $2 \cdot 2$ choices for the order in the dyadic branches. I call $g_3'(t_3, t_2, t_1)$ the term in $g_3$ where $t_3$ is attached to the first leg to branch off (as shown in Eq. (B.11)). The term $I_3(t_3, t_2, t_1)$ can be calculated for $r > 0$:

\[
I_3(t_3, t_2, t_1) = \int_{\mathbb{R}^4} 6q_3e^{-i(\omega_1 t_1 + \omega_2 t_2 + \omega_3 t_3)}d\omega_1d\omega_2d\omega_3d\omega_0 (B.12)
\]

\[
= \int_{\mathbb{R}^3} \frac{6q_3e^{-i(\omega_1 t_1 + \omega_2 t_2 + \omega_3 t_3)}d\omega_1d\omega_2d\omega_3}{(i\omega_1 + r)(-i\omega_2 + r)(-i\omega_3 + r)(i\omega_0 + r)} (B.13)
\]

\[
= \Theta(t_3)6q_3e^{-rt_3} \int_{\mathbb{R}^2} \frac{e^{-i(\omega_1 t_1 + \omega_2 t_2)}(e^{i(\omega_1 + \omega_2)t_3} - 1)d\omega_1d\omega_2}{(-i\omega_1 + r)(-i\omega_2 + r)(i(\omega_1 + \omega_2))} (B.14)
\]

The pole at $\omega_1 + \omega_2 = 0$ is irrelevant, which can be shown by introducing a auxiliary variable $t'$:

\[
I_3(t_3, t_2, t_1) = \Theta(t_3)6q_3e^{-rt_3} \int_{\mathbb{R}^2} \int_{0}^{t_3} \frac{e^{-i(\omega_1 t_1 + \omega_2 t_2)}e^{i(\omega_1 + \omega_2)t'}dt'd\omega_1d\omega_2}{(-i\omega_1 + r)(-i\omega_2 + r)} (B.15)
\]

\[
= \Theta(t_3)6q_3e^{-rt_3} \int_{\mathbb{R}} \int_{0}^{t_3} \Theta(t_2 - t')e^{-r(t_2-t')}e^{-\omega_1(t_1-t')}dt'd\omega_1 (B.16)
\]

\[
= \Theta(t_3)6q_3e^{-rt_3} \int_{0}^{t_2} \Theta(t_2 - t')\Theta(t_1 - t')e^{-r(t_2-t')}e^{-r(t_1-t')}dt' (B.17)
\]
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While the $t'$ integral has as its upper boundary $t_3$, the Heaviside functions $\Theta(t_2 - t')$ and $\Theta(t_1 - t')$ reduce the upper boundary to $\min\{t_1, t_2, t_3\}$:

$$I_3(t_3, t_2, t_1) = \Theta(t_3) \Theta(t_2) \Theta(t_1) 6q_3 e^{-r(t_1 + t_2 + t_3)} \int_0^{\min\{t_3, t_2, t_1\}} e^{2rt'} dt'$$  \hspace{1cm} (B.18)

$$= \Theta(t_3) \Theta(t_2) \Theta(t_1) \frac{3q_3}{r} e^{-r(t_1 + t_2 + t_3)} \left(e^{2r \min\{t_3, t_2, t_1\}} - 1\right)$$  \hspace{1cm} (B.19)

So for the 3rd moment, when $t_1 = t_2 = t_3$, I find

$$I_3(t) = \Theta(t) \frac{3q_3}{r} e^{-rt} \left(1 - e^{-2rt}\right)$$  \hspace{1cm} (B.20)

The term $g_3'(t_3, t_2, t_1)$ can be calculated for $r > 0$ to be equal to

$$g_3'(t_3, t_2, t_1) = \int_{\mathbb{R}^3} \frac{4q_3^2 e^{-i(\omega_1 t_1 + \omega_2 t_2 + \omega_3 t_3)}}{(-i\omega_1 + r)(-i\omega_2 + r)(-i\omega_3 + r)} \delta(\omega_1 + \omega_2 - \omega') \delta(\omega' + \omega_3 + q) d\omega_1 d\omega_2 d\omega_3 d\omega'$$

$$= \int_{\mathbb{R}^3} \frac{4q_3^2 e^{-i(\omega_1 t_1 + \omega_2 t_2 + \omega_3 t_3)}}{(-i\omega_1 + r)(-i\omega_2 + r)(-i\omega_3 + r)(-i(\omega_1 + \omega_2) + r)} d\omega_1 d\omega_2 d\omega_3$$  \hspace{1cm} (B.21)

$$= \Theta(t_3) 4q_3^2 e^{-rt_3} \int_{\mathbb{R}^2} \frac{e^{-i(\omega_1 t_1 + \omega_2 t_2)} (e^{i(\omega_1 + \omega_2)t_3} - 1) d\omega_1 d\omega_2}{(-i\omega_1 + r)(-i\omega_2 + r)(-i(\omega_1 + \omega_2) + r)}.$$  \hspace{1cm} (B.22)

The pole at $\omega_1 + \omega_2$ is irrelevant, and can be reduced by introducing the auxiliary variable $t'$:

$$g_3'(t_3, t_2, t_1) = \Theta(t_3) 4q_3^2 e^{-rt_3} \int_{\mathbb{R}^2} \frac{e^{-i(\omega_1 t_1 + \omega_2 t_2)} e^{i(\omega_1 + \omega_2)t_3} d\omega_1 d\omega_2}{(-i\omega_1 + r)(-i\omega_2 + r)(-i(\omega_1 + \omega_2) + r)}$$  \hspace{1cm} (B.23)

$$= \Theta(t_3) 4q_3^2 e^{-r(t_2 + t_3)} \int_0^{\min\{t_2, t_3\}} \frac{e^{rt' - i\omega_1 t_1} (e^{i\omega_1 t_2} - e^{i\omega_1 t'}) d\omega_1 d\omega_2}{(-i\omega_1 + r)(i\omega_1)}.$$  \hspace{1cm} (B.24)
The pole at $\omega_1 = 0$ is irrelevant and can be reduced by introducing another auxiliary variable $t''$:

$$
\begin{align*}
g_3'(t_3, t_2, t_1) &= \Theta(t_2)\Theta(t_3)4q_2^2 e^{-r(t_2+t_3)} \int_{\min\{t_1,t_2,t_3\}}^{t_2} \int_{0}^{t} \int_{t'}^{t_2} e^{r(t'+t')e^{i\omega_1(t''-t_1)}} e^{i\omega_1(t'+t'')} \frac{dt'' dt'd\omega_1}{(-i\omega_1 + r)} \\
&= g_3'(t_1)\Theta(t_2)\Theta(t_3)4q_2^2 e^{-r(t_1+t_2+t_3)} \int_{0}^{t_2} \int_{t'}^{t_2} e^{r(t'+t')e^{i\omega_1(t''-t_1)}} \frac{dt'' dt'}{(-i\omega_1 + r)} \\
&= \Theta(t_1)\Theta(t_2)\Theta(t_3)4q_2^2 e^{-r(t_1+t_2+t_3)} \\
&\quad \left( e^{r \min\{t_1,t_2,t_3\}} - 1 \right) e^{r \min\{t_1,t_2\}} + e^{r \min\{t_2,t_3\}} + e^{r \min\{t_1,t_3\}} \right) \\
&\quad + \frac{3}{2} \left( e^{2r \min\{t_1,t_2,t_3\}} - 1 \right)
\end{align*}
$$

(B.26)

(B.27)

(B.28)

However, $g_3$ contains three terms like $g_3'$, with the difference that $t_3$ is replaced by $t_1$ or $t_2$. Hence,

$$
\begin{align*}
g_3(t_3, t_2, t_1) &= \Theta(t_1)\Theta(t_2)\Theta(t_3)4q_2^2 e^{-r(t_1+t_2+t_3)} \\
&\quad \left( e^{r \min\{t_1,t_2,t_3\}} - 1 \right) e^{r \min\{t_1,t_2\}} + e^{r \min\{t_2,t_3\}} + e^{r \min\{t_1,t_3\}} \right) \\
&\quad + \frac{3}{2} \left( e^{2r \min\{t_1,t_2,t_3\}} - 1 \right)
\end{align*}
$$

(B.29)

Thus, for the third moment $t_3 = t_2 = t_1 = t$, $g_3(t)$ is equal to

$$
g_3(t) = \Theta(t)3! e^{-rt} \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^2
$$

(B.30)

In summary, $\langle \phi^3(t) \tilde{\phi}(0) \rangle$ is equal

$$
\langle \phi^3(t) \tilde{\phi}(0) \rangle = \Theta(t)\frac{3q_3}{r} e^{-rt} \left( 1 - e^{-2rt} \right) + \Theta(t)3! e^{-rt} \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^2
$$

(B.31)
B.3 \( n \)th moment Approximation

The convolution relation is

\[
\begin{align*}
g_n(t) &= \sum_{k=1}^{n-1} \binom{n}{k} q_2 \int_0^t e^{-r(t-t')} g_k(t') g_{n-k}(t') dt' \\
&= \sum_{k=1}^{n-1} \binom{n}{k} q_2 \int_0^t e^{-r(t+t')} k!(n-k)! \left( \frac{q_2}{r} \left( 1 - e^{-rt'} \right) \right)^{n-2} dt'.
\end{align*}
\] (B.32)

(B.33)

The factors \( k!(n-k)! \) cancel with the binomial coefficient such that the \( n-1 \) summands are independent of \( k \).

\[
\begin{align*}
g_n(t) &= n! e^{-rt} q_2 \int_0^t (n-1) e^{-rt'} \left( \frac{q_2}{r} \left( 1 - e^{-rt'} \right) \right)^{n-2} dt' \\
&= n! e^{-rt} \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^{n-1}.
\end{align*}
\] (B.34)

(B.35)

Hence, the proof by induction is complete.
In order to derive the probability $P(N(t) = \ell|N(0) = 1)$, I calculate the probability $P(N(t) \leq \ell|N(0) = 1)$ first.

\[
P(N(t) \leq \ell|N(0) = 1) = \sum_{k=0}^{\ell} P(N(t) = k|N(0) = 1) \tag{B.36}
\]

\[
= \sum_{k=0}^{\ell} \frac{d^k}{dz^k} \left. M_N(z) \right|_{z=0} \tag{B.37}
\]

\[
= \sum_{k=0}^{\ell} \frac{d^k}{dz^k} \sum_{m=0}^{\infty} \frac{(z-1)^m}{m!} \tag{B.38}
\]

\[
= \sum_{k=0}^{\ell} \sum_{m=k}^{\infty} \frac{m!}{m!k!(m-k)!} \langle \phi^m(t)\phi^1(0) \rangle \tag{B.39}
\]

\[
= 1 + \sum_{m=1}^{\ell} \sum_{k=0}^{\ell} \sum_{m=k}^{\infty} \frac{(-1)^{m-k}}{k!(m-k)!} m!e^{-rt} \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^{m-1} \tag{B.40}
\]

\[
= 1 + \sum_{m=0}^{\infty} (-1)^m e^{-rt} \left( \frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^{m-1} \sum_{k=0}^{\ell} \binom{m}{k} (-1)^k \tag{B.41}
\]

\[
= 1 - e^{-rt} \sum_{m=\ell+1}^{\infty} \left( -\frac{q_2}{r} \left( 1 - e^{-rt} \right) \right)^{m-1} (-1)^\ell \binom{m-1}{\ell} \tag{B.42}
\]

where in line (B.41), I used the convention that the binomial coefficient is zero if the upper number is strictly smaller than the lower number (i.e. choosing more items than there are available is not possible). The sum over $k$ was obtained using Mathematica. The equality in line (B.40) is only true in the case of the binary offspring distribution. For other offspring distributions, this has corrections of the order of $O(r^{-m+2})$. In the following, I continue assuming that the offspring distribution is the binary one and keep using equality signs. The sum over $m$ can also be computed using Mathematica,
it gives:

\[
P(N(t) \leq \ell | N(0) = 1) =
\]

\[
= 1 - e^{-rt} (-1)^\ell \left(-\frac{q_2}{r} (1 - e^{-rt})\right)^\ell \left(1 + \frac{q_2}{r} (1 - e^{-rt})\right)^{-(\ell+1)} \tag{B.43}
\]

\[
= 1 - \frac{e^{-rt} \left(\frac{q_2}{r} (1 - e^{-rt})\right)^\ell}{\left(1 + \frac{q_2}{r} (1 - e^{-rt})\right)^{\ell+1}} \tag{B.44}
\]

which satisfies its master equation for binary branching and from which follows also:

\[
P(N(t) > \ell | N(0) = 1) =
\]

\[
e^{-rt} \left(\frac{q_2}{r} (1 - e^{-rt})\right)^\ell \left(1 + \frac{q_2}{r} (1 - e^{-rt})\right)^{\ell+1}. \tag{B.45}
\]

For \( \ell = 0 \), \( P(N(t) > 0 | N(0) = 1) \) is the survival probability.

The probability \( P(N(t) = \ell | N(0) = 1) \) is found by subtracting \( P(N(t) \leq \ell - 1 | N(0) = 1) \) from \( P(N(t) = \ell | N(0) = 1) \).

### B.5 Avalanche Shape

In order to calculate the avalanche shape, two terms have to be calculated, \( I_A(k) \) and \( I_B(k) \). First, I show the calculation of \( I_A(k) \). I introduce the auxiliary variable \( u \) as

\[
u = \frac{e^{-r(T-t)} - e^{-rT}}{1 - e^{-r(T-t)}}. \tag{2.74}
\]

I will also encounter \( 1 + u \), which is

\[
1 + u = \frac{1 - e^{-rT}}{1 - e^{-r(T-t)}} \tag{B.46}
\]
B.5.1 Derivation of $I_A(k)$

$$I_A(k) = \sum_{\ell=1}^k \sum_{j_1\cdots j_\ell} \left( \frac{k}{j_1\cdots j_\ell} \right) (j_1; \cdots; j_\ell)$$

(2.71)

$$= \sum_{\ell=1}^k \sum_{j_1\cdots j_\ell} \frac{1}{\ell!} g_{j_1}(T-t) \cdots g_{j_\ell}(T-t) g_{\ell+1}(t),$$

(2.72)

where $j_1 + \cdots + j_\ell = k$ and where the factor $1/\ell!$ appears because there are $\ell!$ ways of reordering the $j_1, \ldots, j_\ell$. The last equality is exact for binary offspring distributions. It is an approximation for other offspring distributions which becomes exact in the criticality limit $r \to 0^+$. Next, the definition of $g_n(\cdot)$ is used:

$$I_A(k) = \frac{k}{(\ell + 1)!} e^{-\ell r(T-t)} \left( \frac{q_2}{r} \left( 1 - e^{-r(T-t)} \right) \right)^{j_1 + \cdots + j_\ell} (2.74)$$

(2.74)

Next, I use that the number of compositions of $k$ into $\ell$ parts is equal to the binomial coefficient of $\ell - 1$ out of $k - 1$, and I use the definition of $u$, Eq. (2.74):

$$I_A(k) = k! e^{-\ell r} \left( \frac{q_2}{r} \right)^k (1 - e^{-r(T-t)})^k \sum_{\ell=1}^{k-1} \left( k - 1 \over \ell - 1 \right) (\ell + 1) u^\ell$$

(2.49)

$$= k! e^{-\ell r} \left( \frac{q_2}{r} \right)^k (1 - e^{-r(T-t)})^k \sum_{\ell'=0}^{k-1} \left( k - 1 \over \ell' \right) (\ell' + 2) u^{\ell'+1},$$

(2.50)
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where the index \( \ell = \ell' + 1 \) was shifted in the last line. Next, I recognise polynomials in \( u \) and use the following identity:

\[
\sum_{\ell' = 0}^{k-1} \binom{k-1}{\ell'} u^{\ell'+1} = u^2 \frac{\partial}{\partial u} \sum_{\ell' = 0}^{k-1} \binom{k-1}{\ell'} u^{\ell'} = u^2 \frac{\partial}{\partial u} (1 + u)^{k-1}
\]  

(B.51)

to obtain

\[
I_A(k) = k! e^{-rt} \left( \frac{q_2}{r} \right)^k \left( 1 - e^{-r(T-t)} \right)^k u \left( 2 + u \frac{\partial}{\partial u} \right) (1 + u)^{k-1}
\]

(B.52)

\[
= k! e^{-rt} \left( \frac{q_2}{r} \right)^k \frac{(1 - e^{-rT})^k}{(1 + u)^k} u (2(1 + u)^{k-1} + u(k-1)(1 + u)^{k-2})
\]

(B.53)

\[
= k! e^{-rt} \left( \frac{q_2}{r} \right)^k (1 - e^{-rT})^k \left( \frac{u^2(k-1)}{(1 + u)^2} + \frac{2u}{1 + u} \right)
\]

(2.73)

where, I used the identity for \( 1 + u \), Eq. (B.46). Eq. (2.73) is the result for \( I_A(k) \).

### B.5.2 Derivation of \( I_B(k) \)

The calculation of \( I_B(k) \) follows a very similar path to the one for \( I_A(k) \):

\[
I_B(k) \hat{=} \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_{\ell}} \binom{k}{j_1 \ldots j_{\ell}} \left( \begin{array}{c}
\ell - 1 \\
\ell - 1 \\
\ell - 1
\end{array} \right) g_{j_1}(T-t) \cdots g_{j_{\ell}}(T-t) g_{\ell}(t)
\]

(2.75)

\[
= \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_{\ell}} \binom{k}{j_1 \ldots j_{\ell}} \frac{1}{(\ell - 1)!} g_{j_1}(T-t) \cdots g_{j_{\ell}}(T-t) g_{\ell}(t),
\]

(2.76)
where the factor $1/(\ell - 1)!$ accounts for the number of permutations of the branches which don’t have the disconnected propagator line. Next the definition of $g_u(\cdot)$ is used:

$$I_B(k) = \sum_{\ell=1}^{k} \sum_{j_1 \ldots j_{\ell}} k! \ell e^{-rt(T-t)} \left( \frac{q_2}{r} \right)^{k-1} (1 - e^{-r(T-t)})^{k-\ell} e^{-rt} (1 - e^{-rt})^{\ell-1} \text{ (B.54)}$$

and

$$= k! \left( \frac{q_2}{r} \right)^{k-1} \frac{e^{-rt}}{1 - e^{-rt}} \left( \frac{q_2}{r} \right)^{k} \left( 1 - e^{-r(T-t)} \right)^{k} \sum_{\ell=0}^{k} \binom{k-1}{\ell} u^{\ell+1} \text{ (B.55)}$$

where I used the definition of $u$, Eq. (2.74) and the fact that the number of compositions of $k$ into $\ell$ parts is equal to the binomial coefficient of $\ell - 1$ out of $k - 1$. Next, I shift the index $\ell = \ell' + 1$ and recognise two polynomials in $u$. Then, I use Eq. (B.51) to obtain

$$I_B(k) = k! \left( \frac{q_2}{r} \right)^{k-1} \frac{e^{-rt}}{1 - e^{-rt}} \left( 1 - e^{-r(T-t)} \right)^{k} u \sum_{\ell'=0}^{k} \binom{k-1}{\ell'} (\ell' + 1) u^{\ell'} \text{ (B.56)}$$

and

$$= k! \left( \frac{q_2}{r} \right)^{k-1} \frac{e^{-rt}}{1 - e^{-rt}} \left( 1 - e^{-rT} \right)^{k} u \left( (1 + u)^{k-1} + u(k - 1)u^{k-2} \right) \text{ (B.57)}$$

where, I used the identity for $1 + u$, Eq. (B.46). Eq. (2.77) is the result for $I_B(k)$.

### B.5.3 Combining $I_A(k)$ and $I_B(k)$ to Obtain $V(t, T)$

The shape of the avalanches $V(t, T)$ requires to calculate $\langle e^{-\phi(T)} \phi(t) \phi(0) \rangle$, which splits up into contributions of $I_A(k)$ and $I_B(k)$:

$$\langle e^{-\phi(T)} \phi(t) \phi(0) \rangle = \langle \phi(t) \phi(0) \rangle + \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} (I_A(k) + I_B(k)) \text{ (B.58)}$$

and

$$= e^{-rt} + e^{-rt} \sum_{k=1}^{\infty} (-1)^k \left( \frac{q_2}{r} \right)^{k-1} \left( 1 - e^{-rT} \right)^{k} \left( u^2(k-1) \left( 1 + u \right)^2 + \frac{u}{1 + u} \left( \frac{2q_2}{r} + \frac{1}{1 - e^{-rt}} \right) \right) \text{ (B.59)}$$
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where I used Eqs. (2.31), (2.73), and (2.77). In the next step, I assume \( q_2 < r \), which is true in the subcritical regime of the binary and geometric offspring distributions, and calculate the geometric series:

\[
\langle e^{-\phi(T)} \phi^1(t) \phi(t) \tilde{\phi}(0) \rangle =
\]

\[
e^{-rt} - \left( 1 - e^{-rT} \right) \left( \frac{q_2}{r} + \frac{1}{1 - e^{-rt}} \right) \frac{u^2 e^{-rt} q_2}{(1 + u)^2} \frac{\partial}{\partial q_2} \frac{1}{1 + \frac{q_2}{r} (1 - e^{-rT})}
\]

\[
= e^{-rt} - \frac{u}{1 + u} \left( \frac{2q_2}{r} + \frac{1}{1 - e^{-rt}} \right) \frac{1}{1 + \frac{q_2}{r} (1 - e^{-rT})}
\]

\[
= e^{-rt} - \frac{q_2}{r} e^{-rt} \left( 1 + \frac{q_2}{r} (1 - e^{-rt}) \right) \left( \frac{e^{-r(T-t)}}{(1 + \frac{q_2}{r} (1 - e^{-rT}))^2} \right)
\]

\[
- e^{-rt} \left( 1 + 2 \frac{q_2}{r} (1 - e^{-rt}) \right) \left( \frac{e^{-r(T-t)}}{(1 + \frac{q_2}{r} (1 - e^{-rT}))^2} \right)
\]

\[
= e^{-rt} - P_s(T) \left( 1 + \frac{q_2}{r} (1 - e^{-rt}) \left( 2 - \frac{P_s(T)}{P_s(t)} \right) \right),
\]

where in the second-to-last step, the definition of \( u \), Eq. (2.74) was used, and in the last step I identified the survival probability at times \( t \) and \( T \)

\[
P_s(t) = \frac{e^{-rt}}{1 + \frac{q_2}{r} (1 - e^{-rt})}
\]

(2.55)

We recall the definition of the shape \( V(t, T) \), Eq. (2.67), and calculate the occurring derivative w.r.t. \( T \) which results in the sought expression, Eq. (2.78).
I am interested in calculating the $n$th moment of the total size in the approximation of dyadic Feynman diagrams. I denote $\min \{t_1, \ldots, t_n\} = t_{\min}$:

$$\mathbb{E}[S^n] = \int_{\mathbb{R}^n_+} s^n \zeta_n(t_1, \ldots, t_n) dt_1 \ldots dt_n$$  \hspace{1cm} (B.64)$$

$$= \sum_{m=1}^{n-1} \sum_{\sigma \subset \{t_1, \ldots, t_n\} \mid |\sigma| = m} s^n q_2 \int_{\mathbb{R}^n_+} \int_{0}^{t_{\min}} \zeta_m(t_{\sigma(1)} - t', \ldots, t_{\sigma(m)} - t') dt_t \ldots dt_t (B.65)$$

\cdot \zeta_{n-m}(t_{\sigma^{(m+1)}}, \ldots, t_{\sigma^{(n)}} - t') e^{-r't'} dt' dt_1 \ldots dt_n$$

Now, I redefine $t'' = t'/t_{\min}$

$$\mathbb{E}[S^n] = \sum_{m=1}^{n-1} \sum_{\sigma \subset \{t_1, \ldots, t_n\} \mid |\sigma| = m} s^n q_2 \int_{\mathbb{R}^n_+} \int_{0}^{1} \zeta_m(t_{\sigma(1)} - t''t_{\min}, \ldots, t_{\sigma(m)} - t''t_{\min}) dt_t \ldots dt_t (B.66)$$

\cdot \zeta_{n-m}(t_{\sigma^{(m+1)}}, \ldots, t_{\sigma^{(n)}} - t') e^{-r''t_{\min}t_{\min}dt'' dt_1 \ldots dt_n}$$

Next, I define $t''_n = t_n - t''t_{\min}, \ldots, t'_1 = t_1 - t''t_{\min}$. The integrands are $dt_n = dt''_n, \ldots, dt_1 = dt'_1$, except for the one that is the minimum, for which I get $dt_{\min}' = dt_{\min}'/(1 - t'')$.

$$\mathbb{E}[S^n] = \sum_{m=1}^{n-1} \sum_{\sigma \subset \{t_1, \ldots, t_n\} \mid |\sigma| = m} s^n q_2 \int_{\mathbb{R}^n_+} \int_{0}^{1} \zeta_m(t'_{\sigma(1)}, \ldots, t'_{\sigma(m)}) dt_t \ldots dt_t$$

\cdot \zeta_{n-m}(t'_{\sigma^{(m+1)}}, \ldots, t'_{\sigma^{(n)}}) t_{\min}' e^{-r''t_{\min}' (1 - t'') dt'' dt_1 \ldots dt_n}$$

$$= \sum_{m=1}^{n-1} \sum_{\sigma \subset \{t_1, \ldots, t_n\} \mid |\sigma| = m} s^n q_2 \int_{\mathbb{R}^n_+} \zeta_m(t'_{\sigma(1)}, \ldots, t'_{\sigma(m)}) \zeta_{n-m}(t'_{\sigma^{(m+1)}}, \ldots, t'_{\sigma^{(n)}}) dt' \ldots dt'$$  \hspace{1cm} (B.69)$$
where the lower bounds of the integrals remain 0 because the $\zeta_m$s contain Heaviside functions that restrict their arguments to be positive. The remaining integral is the definition of the $m$th and $n-m$th moment of the total size which is summed over the possible time subsets of order $m$.

$$\mathbb{E}[S^n] = \frac{q_2}{r} \sum_{m=1}^{n-1} \binom{n}{m} \mathbb{E}[S^m] \mathbb{E}[S^{n-m}] = \frac{s^n q_2^{n-1}}{r^{2n-1}} 2^{n-1} (2n - 3)!! = \frac{s^n q_2^{n-1} (2n - 2)!}{r^{2n-1} (n-1)!} \quad (B.70)$$

which is consistent with the directly calculated results I obtained for $\mathbb{E}[S^2]$ (see previous section) and $\mathbb{E}[S^3]$ (see next section). Interestingly, $(2n - 3)!!$ is also the number of leave-labelled, rooted, binary trees. The ratio of the moments is then ($n \geq 1$)

$$\frac{\mathbb{E}[S^{n+1}]}{\mathbb{E}[S^n]} = \frac{sq_2}{r^2} (4n - 2) \quad (B.71)$$

In particular, it turns out that certain moment ratios are independent of $r$ and $q_2$:

$$\forall k, \ell \geq 1, m \in \{0, \ldots, k-1\} : \quad \frac{\mathbb{E}[S^k] \mathbb{E}[S^\ell]}{\mathbb{E}[S^{k-m}] \mathbb{E}[S^{\ell+m}]} = \frac{(2k - 3)!!(2\ell - 3)!!}{(2(k - m) - 3)!!(2(\ell + m) - 3)!!} \quad (B.72)$$

$$= \frac{(2k - 2)!(2\ell - 2)!(k - m - 1)!(\ell - m)!}{(k - 1)!(\ell - 1)!(2(k - m) - 2)!(2(\ell + m) - 2)!} \quad (B.73)$$

$$= \frac{\binom{2k-2}{k-1} \binom{2\ell-2}{\ell-1} \binom{k-1}{m} \binom{2(k-m)-2}{k-m-1} \binom{2(\ell+m)-2}{\ell+m-1} \binom{\ell-1}{m}}{(k-m-1)! \binom{k-1}{m} \binom{\ell-1}{\ell+m-1} \binom{2(k-m)-2}{k-m-1} \binom{2(\ell+m)-2}{\ell+m-1}} \quad (B.74)$$

I proof Eq. (B.70) by induction. I showed above that Eq. (B.70) is correct for $\mathbb{E}[S]$ and $\mathbb{E}[S^2]$. Now, I verify the induction step:

$$\mathbb{E}[S^n] = \frac{q_2}{r} \sum_{m=1}^{n-1} \binom{n}{m} \left( \frac{s^n q_2^{m-1} 2^{m-1}(2m - 3)!!}{r^{2m-1}} \right) \left( \frac{s^{n-m} q_2^{n-m-1} 2^{n-m-1}(2(n - m) - 3)!!}{r^{2(n-m)-1}} \right) \quad (B.75)$$

$$= \frac{s^n q_2^{n-1}}{r^{2n-1}} 2^{n-2} \sum_{m=1}^{n-1} \binom{n}{m} (2m - 3)!!(2(n - m) - 3)!! \quad (B.76)$$
Now, I use the following identity which is proved in [21]:

\[
\sum_{k=0}^{n-1} \binom{n}{k+1} (2k)!((2(n-k) - 3)!! = (2n-1)!!
\]

(B.77)

I define \( m = k + 1 \) and subtract the term for \( m = n \) from the sum:

\[
\sum_{m=1}^{n-1} \binom{n}{m} (2m-3)!!(2(n-m) - 1)!! = (2n-1)!! - (2n - 3)!! = 2(n-1)(2n - 3)!!
\]

(B.78)

Next, I divide by \((n-1)\) and look at the terms \((2(n-m) - 1)!!/(n-1)\):

\[
\frac{(2(n-m) - 1)!!}{(n-1)} = (2(n-m) - 3)!!(\frac{2(n-m) - 1}{n-1}) = (2(n-m) - 3)!!\left(1 + \frac{n - 2m}{n-1}\right)_{X(m)}
\]

(B.79)

In the sum over \( m \), each term appears twice: once at \( m = \ell \) and \( m = n - \ell \), except if \( n \) is divisible by 2. Then, the term \( m = n/2 \) appears only once. For the terms that appear twice, I find that \( X(\ell) = -X(n - \ell) \), hence they cancel. While, if \( n \) is divisible by 2, the term \( X(n/2) = 0 \). Thus I find

\[
\sum_{m=1}^{n-1} \binom{n}{m} (2m-3)!!(2(n-m) - 3)!! = 2(2n-3)!!
\]

(B.80)

and the resulting Eq. (B.70).
B.6.1 Moment generating function and probability density function of the total size

I calculate the moment generating function of the total size distribution as follows

\[ M(z) = \sum_{n=0}^{\infty} \mathbb{E}[S^n] \frac{z^n}{n!} = 1 + \sum_{n=1}^{\infty} \frac{s^n q_2^{n-1}}{r^{2n-1}} \frac{(2n-2)!}{(n-1)!n!} z^n \] (B.81)

\[ = 1 + \sum_{n=1}^{\infty} \frac{s^n q_2^{n-1}}{r^{2n-1}} \left( \frac{2(n-1)}{n-1} \right) z^{n-1} \] (B.82)

\[ = 1 + \frac{zs}{r} \sum_{n=0}^{\infty} \left( \frac{s q_2 z}{r^2} \right)^n \left( \frac{2n}{n} \right) \frac{1}{n+1} \] (B.83)

\[ = 1 + \frac{zs}{r} \sum_{n=0}^{\infty} \left( \frac{s q_2 z}{r^2} \right)^n \sum_{n=0}^{\infty} \frac{1}{n+1} \] (Catalan number)

\[ = 1 + \frac{zs}{r} \sum_{n=0}^{\infty} \left( \frac{s q_2 z}{r^2} \right)^n C_n \] (B.84)

\[ = 1 + \frac{zs}{r} \sum_{n=0}^{\infty} \frac{z^n}{n!} \left( \frac{2n}{n} \right) \frac{1}{n+1} \] (B.85)

Given the above moment generating function, can I deduce the corresponding probability density function? Given that the total size is a continuous random variable \( S \in [0, \infty) \) with probability density function \( f_S(x) \), the moment generating function of \( S \) can be written as

\[ M(z) = \int_0^{\infty} f_S(x) e^{zx} dx \] (B.86)

Hence, it can be interpreted as a Laplace transform \( \mathcal{L} \) of \( f_S \):

\[ M(-z) = \int_0^{\infty} f_S(x) e^{-zx} dx = \mathcal{L}[f_S](z) \] (B.87)

The probability density function \( f_S \) is then given by the inverse Laplace transform (using Mathematica)

\[ f_S(x) = \mathcal{L}^{-1}[M(-z)](x) = \delta(x) \left( 1 + \frac{r}{2q_2} \right) + \frac{e^{-x^2/4q_2}}{\sqrt{4\pi q_2}} \] (B.88)
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Surprisingly, Mathematica says that the above probability density function integrates to 1 (for $x \in [0, \infty)$) if the Heaviside $\Theta$ function is zero at the origin, i.e. $\Theta(0) = 0$. 
C.1 Master equation

The master equation includes six processes:

1) diffusion of particles (constant $D$),

2) particle absorption by the tip (constant $\lambda$) and subsequent movement of the tip in $z$ direction,

3) particle release (rate $\tau$),

4) creation of particles (rate $\gamma$),

5) extinction of particles (rate $r$), and

6) extinction of a filament tip (rate $\epsilon$).

The master equation describes in continuous time and on a discrete spatial lattice $h\mathbb{Z}^3$ how many filament tips ($m_j$) and how many particles ($n_j$) are at position $j \in \mathbb{Z}^3$. Let $\{m\}$ denote the entire filament tip occupation configuration in $h\mathbb{Z}^3$, and $\{n\}$ denote the respective particle population. Then, we denote by $\mathcal{P}(\{m\},\{n\},t)$ the probability to
find these configurations at time $t$. Furthermore, we use the shorthand $1_j$ for occupation of one filament tip / particle at position $j$. Now, we can write the master equation as follows:

$$\partial_t P(\{m\}, \{n\}, t) = \sum_{j \in \mathbb{Z}^3} \left[ \begin{array}{l}
1) D \sum_{|i-j|=1} (n_j + 1)P(\{m\}, \{n + 1_j - 1_i\}, t) - n_jP(\{m\}, \{n\}, t) \\
2) + \lambda (m_j + 1)(n_j + 1)P(\{m + 1_j - 1_{j+e_z}\}, \{n + 1_j\}, t) - m_jn_jP(\{m\}, \{n\}, t) \\
3) + \tau (m_j + 1)P(\{m + 1_j - 1_{j-e_z}\}, \{n - 1_j\}, t) - m_jP(\{m\}, \{n\}, t) \\
4) + \gamma (\mathcal{P}(\{m\}, \{n - 1_j\}, t) - \mathcal{P}(\{m\}, \{n\}, t)) \\
5) + r (n_j + 1)\mathcal{P}(\{m\}, \{n + 1_j\}, t) - n_j\mathcal{P}(\{m\}, \{n\}, t) \\
6) + \epsilon (m_j + 1)\mathcal{P}(\{m + 1_j\}, \{n\}, t) - m_j\mathcal{P}(\{m\}, \{n\}, t) \end{array} \right].$$

(C.1)

### C.2 Second Quantized Model

As outlined by Doi [37], we transform the classical many particle equation into a second quantized version. Therefore, we introduce time-independent occupation states $|\{m\}, \{n\}\rangle$ which represent the particle configuration, i.e. they tell us where we find how many filament tips ($\{m\}$) and particles ($\{n\}$). Furthermore, we introduce ladder operators $a_j, a_j^\dagger$ for filament tips and $b_j, b_j^\dagger$ for particles. Their commutation rules are $[a_j, a_i^\dagger] = [b_j, b_i^\dagger] = \delta_{ij}$. All other commutators are zero. Their action on occupation states is defined as

$$a_j|\{m\}, \{n\}\rangle = m_j|\{m - 1_j\}, \{n\}\rangle, \quad a_j^\dagger|\{m\}, \{n\}\rangle = |\{m + 1_j\}, \{n\}\rangle,$$

$$b_j|\{m\}, \{n\}\rangle = n_j|\{m\}, \{n - 1_j\}\rangle, \quad b_j^\dagger|\{m\}, \{n\}\rangle = |\{m\}, \{n + 1_j\}\rangle.$$

(C.2) (C.3)
Now, we define the state of the system as

$$|\phi(t)\rangle = \sum_{\{m\}, \{n\}} \mathcal{P}(\{m\}, \{n\}, t)|\{m\}, \{n\}\rangle. \quad (C.4)$$

The time derivative of $|\phi(t)\rangle$ can be written as

$$\partial_t|\phi(t)\rangle = \sum_{j \in \mathbb{Z}^3} \left[ D \sum_{|i-j|=1} (b_j^\dagger b_j - b_i^\dagger b_i) + \lambda \left( a_j^\dagger a_j b_j - a_j^\dagger e^z a_j b_j - a_j^\dagger a_j \right) + \tau \left( b_j - b_j^\dagger \right) + r \left( a_j - a_j^\dagger \right) \right] |\phi(t)\rangle. \quad (C.5)$$

As described by Peliti [120], the second quantized state equation (C.5) can be transformed into a field theory in path integral formulation. The result is presented in the main text of the article.

### C.3 Expected filament growth length

For the calculations of expectancy and variances, we use that higher moments of distributions can be obtained by differentiating the moment generating function and setting the respective Fourier space variable to zero.

The zeroth order calculation is

$$\langle hj_z\rangle_0 = i \partial_{k_z} \int_{\mathbb{R}} \langle \psi(\omega, k) \tilde{\psi}(\omega', k') \rangle_0 d\omega \bigg|_{k_z=0}$$

$$= i \partial_{k_z} \int_{\mathbb{R}} \frac{e^{-i\omega t} d\omega}{-i\omega + \lambda \zeta (1 - e^{-i\hbar k_z}) + \tau (1 - e^{i\hbar k_z}) + \epsilon} \bigg|_{k_z=0}$$

$$= h(\lambda \zeta - \tau) te^{-\alpha t} \Theta(t). \quad (C.6)$$

If we now let the creation and extinction coefficients tend to zero while keeping their
ratio $\zeta = \gamma/r$ constant, we find

$$\lim_{\epsilon \to 0} \langle hj_z \rangle_0 = h(\lambda \zeta - \tau) t \Theta(t).$$

(C.7)

Hence, the zeroth order average filament growth speed is $\langle v \rangle_0 = \langle hj \rangle_0 / t = h(\lambda \zeta - \tau)$.

For the first order correction, we consider the process which is represented by the one-loop Feynman diagram:

$$\langle hj_z \rangle_1 = i \partial_{k_z} \int \frac{\lambda(e^{-ihk_z} - 1)(\tau e^{ihk_z} - \lambda \zeta)e^{-i\omega t}}{(-i\omega + \lambda \zeta(1 - e^{-ihk_z}) + \tau(1 - e^{ihk_z}) + \epsilon)^2(-i\omega_b + Dk^2_b + r)} d^3k_b d\omega d\omega_b \bigg|_{k_z = 0} \approx \lambda(\tau - \lambda \zeta)ht \left( \frac{\Lambda}{2\pi^2 D^2} - \frac{h|\lambda \zeta - \tau|}{8\pi D^2} \right) \Theta(t),$$

(C.8)

where $\omega_b$ and $k_b$ are the loop’s free frequency and momentum. Here, we approximated $(1 - e^{\pm ih(k_b - k)_z})$ by $\mp ih(k_b - k)_z$, as well as $(1 - e^{ihk_z})$ by $\mp ihk_z$. Furthermore, we let $r, \epsilon$ tend to zero and we introduced a cutoff for the $k_b$ integral such that $|k_b| < \Lambda$.

Then, the calculation splits into a steady state part (shown here) and a relaxation part (shown in section C.7), where the latter tends to zero for large times $t$. What exactly large times mean is analysed and estimated in Section 3.5.1 of the main text and Section C.7. Hence, the average expected (first order) speed is $\langle v \rangle_1 = \langle hj_z \rangle_1 / t$.

Both, zeroth and first order correction are graphically represented by Feynman diagrams in Fig. 3.12 of the main text.

### C.4 Variation of filament growth length

In Section 3.3.1 of the main text, we find that the loop correction is negligible for the filament growth speed. Therefore, we only calculate the variance of the average growth speed using the zeroth order processes, i.e. the first of the two Feynman diagrams in Fig. 3.12. The second moment, i.e. the mean square displacement, of the growth length
is given by
\[
\langle (h j_z)^2 \rangle_0 = - \partial_{k_z}^2 \int_{\mathbb{R}} \langle \psi(\omega, k) \bar{\psi}(\omega', k') \rangle_0 d\omega \bigg|_{k_z=0} = h^2 \Theta(t) e^{-\epsilon t} \left( (\lambda \zeta + \tau) t + (\lambda \zeta - \tau)^2 t^2 \right). \quad (C.9)
\]

The variance is equal to
\[
\text{Var}_0(h j_z) = \langle (h j_z)^2 \rangle_0 - \langle h j_z \rangle_0^2 = h^2 \Theta(t)(\lambda \zeta + \tau) t, \quad (C.10)
\]
where we took the limit $\epsilon \to 0$. Hence, the variance of the average speed $\langle v \rangle_0$ decreases as $1/t$
\[
\text{Var}_0(v) = \frac{\text{Var}_0(h j_z)}{t^2} = \frac{h^2(\lambda \zeta + \tau)}{t}. \quad (C.11)
\]

### C.5 Steady State particle Depletion

We want to find the particle density at time $t$ and position $x$, given that a filament seed was set at position $j_0 = 0$ at time $t_0 = 0$. In Section 3.3.1, we found that loop corrections are negligible. Therefore, we focus on the zeroth order process:
\[
\langle \varphi(t, x) \bar{\psi}_0(0) \rangle_0 = \langle \varphi(t, x) \rangle_0 + \langle \varphi(t, x) \bar{\psi}_0(0) \rangle_0, \quad (C.12)
\]
where $\langle \varphi(t, x) \rangle_0 = \zeta$. Hence, we focus on the second part:
\[
\langle \varphi(t, x) \bar{\psi}_0(0) \rangle_0 = \int_{\mathbb{R}^4} \frac{(\tau - \lambda \zeta) e^{-i\omega t + i k_z} d\omega d^3k}{(-i\omega + D k^2 + r)(-i\omega + \lambda \zeta(1 - e^{-i k z}) + \tau(1 - e^{i k z}) + \epsilon)} \approx \int_{\mathbb{R}^3} \frac{(\tau - \lambda \zeta)(e^{-\epsilon t - i k_z(\lambda \zeta - \tau)} - e^{-(D k^2 + r)t}) e^{i k z} d^3k}{D k^2 - i k z (\lambda \zeta - \tau) + r - \epsilon}, \quad (C.13)
\]
where we approximated $(1 - e^{\pm i k z})$ by $\pm i k z$ in the last line.
Now, we define \( \tilde{k}_z = k_z - i h (\lambda \zeta - \tau) / (2D) \), while keeping the other directions unchanged \( \tilde{k}_x = k_x, \tilde{k}_y = k_y \). Then, we let \( r, \epsilon \to 0 \). Finally, we change into the moving frame of the filament tip \( x_z = \tilde{x}_z + h (\lambda \zeta - \tau) t, x_x = \tilde{x}_x, x_y = \tilde{x}_y \), and find

\[
\langle \varphi(t, x) \tilde{\psi}_0(0) \rangle_0 \approx \int_{\mathbb{R}^3} \frac{(\tau - \lambda \zeta) (1 - e^{-D\tilde{k}^2 t}) e^{i\tilde{k}\cdot \bar{3}x} d^3\tilde{k}}{D\tilde{k}^2 + h^2 (\lambda \zeta - \tau)^2 / (4D)} e^{-h(\lambda \zeta - \tau) \tilde{x}_z / (2D) - \frac{h^2 (\lambda \zeta - \tau)^2}{4D} t}.
\]

(C.14)

We split this integral into two pieces: the steady state part \( \langle \varphi(t, x) \tilde{\psi}_0(0) \rangle_{0,s} \) and the relaxation part \( \langle \varphi(t, x) \tilde{\psi}_0(0) \rangle_{0,r} \) of which we treat the former here and the latter in Section C.8. For \( t \to \infty \), the steady state remains constant, while the term in blue of the relaxation part vanishes.

\[
\langle \varphi(t, x) \tilde{\psi}_0(0) \rangle_{0,s} \approx \int_{\mathbb{R}^3} \frac{(\tau - \lambda \zeta) e^{i\tilde{k}\cdot \bar{3}x} d^3\tilde{k}}{D\tilde{k}^2 + h^2 (\lambda \zeta - \tau)^2 / (4D)} e^{-h(\lambda \zeta - \tau) \tilde{x}_z / (2D) - \frac{h^2 (\lambda \zeta - \tau)^2}{4D} t}
= (\tau - \lambda \zeta) \frac{e^{-\frac{h(\lambda \zeta - \tau) \tilde{x}_z}{2D}}}{4\pi D |\tilde{x}|} e^{-\frac{h(\lambda \zeta - \tau) \tilde{x}_z}{2D}}.
\]

(C.15)

We note, that this expression is independent of time! In Section C.8, we will see that the remaining part \( \langle \varphi(t, x) \tilde{\psi}_0(0) \rangle_{0,r} \) decays with time.

We can calculate the number of particles in a ball around the origin of radius \( \rho_0 \):

\[
\mathbb{E}(n_V) = \frac{\rho_0^3}{3} \int_0^{\frac{\pi}{2}} \int_0^\infty \left( \zeta + \frac{\tau - \lambda \zeta}{4\pi D \rho} e^{-\frac{h(\lambda \zeta - \tau) \tilde{x}_z}{2D} (\rho + \rho \cos \theta)} \right) \rho^2 \sin \theta d\rho d\theta
= \frac{4\pi \zeta \rho_0^3}{3} + \frac{\text{sign}(\tau - \lambda \zeta)}{h} \left( \rho_0 + D \frac{e^{-\frac{h(\lambda \zeta - \tau) \tilde{x}_z}{2D} \rho_0} - 1}{h|\lambda \zeta - \tau|} \right).
\]

(C.16)

This result is unphysical because the the density over which we integrate has a negative part. However, in order to calculate the standard deviation at the origin, we need to consider the mathematically correct but unphysical particle density.

If we assume \( h^2 |\lambda \zeta - \tau| / (D) \ll 1 \), we can approximate the expected particle number to be

\[
\mathbb{E}[n_V] \approx \frac{4\pi \zeta \rho_0^3}{3} + \text{sign}(\tau - \lambda \zeta) \frac{|\lambda \zeta - \tau|}{2D} \rho_0^2.
\]

(C.17)
Then, the smallest positive radius $\rho_0$ for which the expected number of particles is equal to zero is given by

$$\rho_0 \approx \frac{3|\lambda \zeta - \tau|}{8\pi \zeta D}.$$  \hspace{1cm} (C.18)

### C.6 Steady State particle Variance

#### C.6.1 Relevant Feynman diagram for the covariance of the particle density

From the second quantised model (Eq. (C.5)), we derive that the spatial covariance of the density is given by

$$\langle \phi(t, x)\phi(t, y)\psi_0^\dagger(0) \rangle_0 + \delta(x - y)\langle \phi(t, x)\psi_0^\dagger(0) \rangle_0.$$  \hspace{1cm} (C.19)

We already calculated the second part in Section C.5, and therefore concentrate on the first. It splits up into

$$\langle \phi(t, x)\phi(t, y)\psi_0^\dagger(0) \rangle = \langle \tilde{\phi}(t, x)\tilde{\phi}(t, y)\tilde{\psi}_0(0) \rangle + \zeta \langle \tilde{\phi}(t, x)\tilde{\psi}_0(0) \rangle + \zeta^2.$$  \hspace{1cm} (C.20)

Only the first expression, we haven’t calculated before. If no loops are considered, only the Feynman diagram shown in Fig. 3.29 of the main article is relevant. It corresponds to the following integral:

$$\langle \tilde{\phi}(t, x)\tilde{\phi}(t, y)\tilde{\psi}_0(t_0) \rangle_0 = \frac{1}{Z} \int \mathbb{R}^8 \frac{\tau - \lambda \zeta)(\tau e^{ih(k_1 + k_2)} - \lambda \zeta)}{(-i\omega_1 + Dk_1^2 + \epsilon)(-i\omega_2 + Dk_2^2 + \epsilon)} \cdot \left( e^{-i(\omega_1 + \omega_2)t + ik_1x + ik_2y} + (x \leftrightarrow y) \right) d^3k_1 d^3k_2 d\omega_1 d\omega_2,$$  \hspace{1cm} (C.21)

where approximated in the denominator $(1 - e^{\mp ihk})$ by $\pm ihk$. The symbol $(x \leftrightarrow y)$ signifies that the same integral is repeated only with $x$ and $y$ interchanged. The reason for the symmetrisation is that the process depicted in Fig. 3.29 of the main chapter is not symmetric in the particle fields, however, the covariance is.
Furthermore, we approximate $\tau e^{i\hbar(k_1+k_2)}$ by $\tau$, we define $\tilde{k}_1 = k_1 - i\hbar(\zeta - \tau)/(2D)$, as well as $\tilde{k}_2 = k_2 - i\hbar(\zeta - \tau)/(2D)$, while keeping $\tilde{k}_1 = k_1$, $\tilde{k}_1 = k_1$, $\tilde{k}_2 = k_2$, and $\tilde{k}_2 = k_2$ unchanged. In addition, we change into the moving frame for both $x$ and $y$ by defining $\tilde{x}_z = x_z - (\zeta - \tau)t$ and $\tilde{y}_z = y_z - (\zeta - \tau)t$ and keeping $\tilde{x}_z = x_z$, $\tilde{x}_z = x_z$, and $\tilde{y}_z = y_z$ unchanged. Finally, after integration over $\omega_1$ and $\omega_2$, we let $r$ and $\epsilon$ tend to zero.

Thus, $\langle \tilde{\varphi}^2(t, x)\tilde{\psi}_{j_0}(t_0) \rangle_0$ can be simplified and approximated by

$$
\langle \tilde{\varphi}(t, \tilde{x})\tilde{\varphi}(t, \tilde{y})\tilde{\psi}_{j_0}(t_0) \rangle_0 \approx \Theta(t) \int \mathbb{R}^6 (\tau - \lambda \zeta)^2 e^{i\hbar k_1 \tilde{x} + i\hbar k_2 \tilde{y}} + e^{i\hbar k_1 \tilde{y} + i\hbar k_2 \tilde{x}} e^{-\frac{\hbar(\lambda \zeta - \tau)(\tilde{x} + \tilde{y})}{4D}} \frac{1 - e^{-(Dk_1^2 + r + \frac{\hbar^2(\lambda \zeta - \tau)^2}{4D})t}}{(Dk_1^2 + i\hbar k_1(\lambda \zeta - \tau) - \frac{\hbar^2(\lambda \zeta - \tau)^2}{4D})(Dk_2^2 + \frac{\hbar^2(\lambda \zeta - \tau)^2}{4D}) + \left(1 - e^{-(Dk_1^2 + Dk_2^2 + \frac{\hbar^2(\lambda \zeta - \tau)^2}{2D})t} \right)} d^3k_1 d^3k_2.
$$

(C.22)

The steady state solution is found for $t \to \infty$, which leads to the convergence of the terms in blue to zero:

$$
\langle \tilde{\varphi}(t, \tilde{x})\tilde{\varphi}(t, \tilde{y})\tilde{\psi}_{j_0}(t_0) \rangle_0 \approx \Theta(t) \frac{\int (\tau - \lambda \zeta)^2}{(4\pi D|\tilde{x}|)(4\pi D|\tilde{y}|)}.
$$

(C.23)

(C.6.2) COVARIANCE OF THE PARTICLE NUMBER

We initialised a filament tip at position $j_0 = 0$ at time $t_0 = 0$ and wait until steady state is reached. Let $V_1$ and $V_2$ be compact volumes in $\mathbb{R}^3$ which are moving with the filament tip in steady state. Then, the zeroth order covariance of the number of particles in $V_1$
and $V_2$ is equal to

$$\text{cov}_s(n_{V_1}, n_{V_2} | \psi_0^\dagger) = \mathbb{E}[(n_{V_1} - \mathbb{E}[n_{V_1}])(n_{V_2} - \mathbb{E}[n_{V_2}])] = \mathbb{E}[n_{V_1} n_{V_2}] - \mathbb{E}[n_{V_1}] \mathbb{E}[n_{V_2}]$$

$$= \int_{{V_1}} \int_{{V_2}} (\langle \varphi(\tilde{x}) \varphi(\tilde{y}) \psi_0^\dagger \rangle_{0,s} + \delta(x - y) \langle \varphi(\tilde{x}) \psi_0^\dagger \rangle_{0,s} - \langle \varphi(\tilde{x}) \psi_0^\dagger \rangle_{0,s} \langle \varphi(\tilde{y}) \psi_0^\dagger \rangle_{0,s}) d^3\tilde{x} d^3\tilde{y}$$

$$= \int_{{V_1}} \int_{{V_2}} \frac{(\tau - \lambda \zeta)^2}{(4\pi D|\tilde{x}|)(4\pi D|\tilde{y}|)} \left( e^{-\frac{\hbar(\lambda \zeta - \tau)}{2D}(\tilde{x} + \tilde{y})} + e^{-\frac{\hbar(\lambda \zeta - \tau)}{2D}(\tilde{y} + \tilde{x})} \right) d^3\tilde{x} d^3\tilde{y}$$

$$+ \int_{{V_1} \cap {V_2}} \left( \zeta + (\tau - \lambda \zeta) \frac{e^{\frac{\hbar(\lambda \zeta - \tau)}{2D}(\tilde{x} + \tilde{y})}}{4\pi D|\tilde{x}|} \right) d^3\tilde{x}. \quad (C.24)$$

The variance of the number of particles in a volume $V$ is then found by setting $V_1 = V_2 = V$ in the expression for the covariance. If $V$ is a ball of radius $\rho_0$, centered at the origin of the moving frame, the variance can be calculated to be equal to

$$\text{Var}_0(n_V) = \frac{4\pi \zeta \rho_0^3}{3} + \left( \text{sign}(\tau - \lambda \zeta) + \frac{|\tau - \lambda \zeta| \rho_0^2}{2D} \right) \frac{1}{h} (\rho_0 + D e^{\frac{-\hbar(\lambda \zeta - \tau)}{D \rho_0}} - 1). \quad (C.25)$$

In the approximation $\hbar^2|\lambda \zeta - \tau|/D \ll 1$, we can calculate that the variance of the minimal radius $\rho_0$, for which the expected number of particles is zero, equals

$$\text{Var}_0(n_V) \approx \frac{|\lambda \zeta - \tau|^2}{4D^2} \rho_0^4. \quad (C.26)$$

### C.7 Relaxation of the Filament Growth Speed

Following the discussion in Section C.3, we also would like to calculate the short time behaviour of the filament growth and its relaxation towards the steady state speed. The zeroth order process does not show any relaxation. Therefore, we look at the relaxation
part \( \langle h_{jz} \rangle_{1,r} \) that we dismissed in Eq. (C.8)

\[
\langle h_{jz} \rangle_{1,r} = e^{-\frac{h^2(\lambda\zeta - \tau)^2}{4D}t} \int_\mathbb{R} \frac{\lambda(\tau - \lambda\zeta)e^{-D\eta^2t}(-2iD\eta)d\eta}{(D\eta^2 + \frac{h^2(\lambda\zeta - \tau)^2}{4D})^2} \left( \frac{\Lambda}{2\pi^2D} + \frac{i\eta}{4\pi D} \right) + \frac{\lambda(\lambda\zeta - \tau)}{4\pi Dh|\lambda\zeta - \tau|}.
\]

(C.27)

The integration interval is symmetric around the origin, hence \( \langle h_{jz} \rangle_{1,r} \) can be reduced to its even part and solved using Mathematica:

\[
\frac{\langle h_{jz} \rangle_{1,r}}{\lambda(\tau - \lambda\zeta)} = -\sqrt{i}e^{-\frac{h^2(\lambda\zeta - \tau)^2}{4D}t} - \frac{1 + \frac{h^2(\lambda\zeta - \tau)^2}{2D}}{4\pi Dh|\lambda\zeta - \tau|} \text{erfc}\left(\sqrt{\frac{h^2(\lambda\zeta - \tau)^2}{4D}t}\right)
\]

(C.28)

C.8 Relaxation of the particle Depletion

In Eq. (C.14) of Section C.5, we found that the relaxation part of the particle density in the moving frame of the filament tip equals

\[
\langle \varphi(t, x)\tilde{\psi}_0(0) \rangle_{0,r} \approx \int_{\mathbb{R}^3} \frac{(\lambda\zeta - \tau)e^{-D\tilde{k}^2t}e^{ik\tilde{x}}d^3\tilde{k}}{D\tilde{k}^2 + h^2(\lambda\zeta - \tau)^2/(4D)}e^{-h(\lambda\zeta - \tau)\tilde{x}_z/(2D)}e^{-\frac{h^2(\lambda\zeta - \tau)^2}{4D}t}.
\]

(C.29)

It can be reformulated in a more convenient time integral as follows:

\[
\langle \varphi(t, x)\tilde{\psi}_0(0) \rangle_{0,r} = \int_0^\infty \left( \frac{\lambda\zeta - \tau}{(4\pi D t')^\frac{3}{2}} \right) e^{-\frac{h^2(\lambda\zeta - \tau)^2}{4D}t'}dt' e^{-h(\lambda\zeta - \tau)\tilde{x}_z/(2D)}.
\]

(C.30)

We can test that for \( t = 0 \), we find the correction to the bulk density \( \zeta \) when a filament is put into the system

\[
\langle \varphi(0, x)\tilde{\psi}_0(0) \rangle_{0,r} = (\lambda\zeta - \tau) e^{-\frac{h(\lambda\zeta - \tau)|\tilde{x}|}{2D}}e^{-h(\lambda\zeta - \tau)\tilde{x}_z/(2D)}.
\]

(C.31)
\[
\langle \psi_j^2(t + \Delta t) \tilde{\psi}_j^1(t) \psi_j^1(t) \tilde{\psi}_0(0) \rangle_0 = \langle \psi_j^2(t + \Delta t) \tilde{\psi}_j^1(t) \psi_j^1(t) \tilde{\psi}_0(0) \rangle.
\]

**Figure C.1**: After initialisation of a filament tip (curly blue line), the filament tip is measured twice, but at different times \(t\) and \(t + \Delta t\). At zeroth order, there is no interaction with particles. Diagrams should be read from right to left.

### C.9 Correlations

A filament tip is set at position \(j_0 = 0\) at time \(t_0 = 0\). After time \(t\), the position of the filament tip is measured but immediately reinitialised again at the same position it was measured at. Now, after a second small time period \(\Delta t\), the position of the filament tip is measured again. All the positions on the lattice will be assumed to be on the \(z\)-axis, i.e. we write \(j_1\) for \(j_{1z}\). We are interested in the properties of the joint probability function of \(j_1\) and \(j_2\), which is given by

\[
\langle \psi_j^2(t + \Delta t) \tilde{\psi}_j^1(t) \psi_j^1(t) \tilde{\psi}_0(0) \rangle = \langle \psi_j^2(t + \Delta t) \tilde{\psi}_j^1(t) \psi_j^1(t) \tilde{\psi}_0(0) \rangle.
\]

We want to quantify how \(j_1\) and \(j_2\) are related in terms of \(\Delta t\). Therefore, we consider the expected product of the growth lengths \(\langle h_j^2(h_j^1) \rangle\). For comparison with the uncorrelated case, we then subtract the product of the expected growth lengths \(\langle h_j^2(h_j^1) \rangle\).

#### C.9.1 Zeroth Order Correlations

The Feynman diagram in Fig. C.1 depicts the zeroth order process. It corresponds to the following integral

\[
\langle \psi_j^2(t_2) \tilde{\psi}_j^1(t_1) \psi_j^1(t_1) \tilde{\psi}_0(0) \rangle_0 =
\]

\[
= \hbar^2 \int_{[0, 2\pi]^2} \int_{\mathbb{R}^2} \frac{e^{i\omega_2 \Delta t - i\omega_1' t e^{ik_2 h(j_2 - j_1)} + ik_1' h j_1}}{(-i\omega_2 + \lambda \zeta (1 - e^{-ihk_2}) + \tau (1 - e^{ihk_2}) + \epsilon)} \cdot \frac{d k_1' d k_2 d \omega_1' d \omega_2}{(-i\omega_1' + \lambda \zeta (1 - e^{-ihk_1'}) + \tau (1 - e^{ihk_1'}) + \epsilon)}.
\]

which is the joint probability distribution of the filament tip positions \(j_1\) and \(j_2\).
We multiply by and integrate over $h(j_2 - j_1)$ and $h(j_1 - j_0)$. Then, the correlation function of the two positions is

$$\langle h(j_2 - j_1)h(j_1 - j_0) \rangle_0 = h^2 \int \frac{(\lambda \zeta - \tau)^2 e^{-i\omega_2(t_2 - t_1) - i\omega'_1(t_1 - t_0)} d\omega_2 d\omega'_1}{(-i\omega_2 + \epsilon')^2(-i\omega'_1 + \epsilon')^2}$$  \hspace{1cm} (C.34)

$$= h^2 \delta(j'_1, j_0) \zeta (\lambda \zeta - \tau)^2(t_2 - t_1)(t_1 - t_0)e^{-\epsilon'(t_2 - t_0)} \Theta(t_2 - t_1) \Theta(t_1 - t_0).$$

In order to detect correlations, we have to subtract the part that appears if they were independent:

$$\langle h(j_2 - j_1)h(j_1 - j_0) \rangle_0 - \langle h(j_2 - j_1) \rangle_0 \langle h(j_1 - j_0) \rangle_0 = 0$$  \hspace{1cm} (C.35)

This means that at tree-level, the growth at one point in time and space is independent from the growth at a later point in time anywhere in space. This is expected because the tree level approximations are mean field approximations and hence ignore correlations and local fluctuations.
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**Figure C.2:** After initialisation of the filament at time $t_0$, its cap interacts with the particle bulk or releases a particle. Then, the filament length is measured at time $t_1$ before the free particle is recaptured. After the recapturing, the filament length is measured again at time $t_2$. In Fourier space, the four intermediate time evolutions are described by the four frequencies $\omega_0$ (from initiation to first interaction), $\omega'_1$ (from first interaction to first length measurement), $\omega_1$ (from measurement to second interaction), and $\omega_2$ (from second interaction to final length measurement).
C.9.2 One loop correction

In Fig. C.2, the Feynman diagram is depicted that has to be considered if we are interested in one-loop corrections. This corresponds to

$$\langle \psi_{j_2}(t_2)\psi_{j_1}(t_1)\psi_{j_1}(t_1)\psi_0(0)\rangle_1 =$$

$$= h^4 \int_{[0, \frac{\pi}{T}]^4} \int_{\mathbb{R}^8} \lambda(e^{-ihk_2} - 1)(\tau e^{-ihk_0} - \lambda)$$

$$\delta(\omega_2 + \omega_1 - \omega_a)\delta_e(k_2 + k_1 - k_a)$$

$$\left( i\omega_1 + \lambda \zeta(1 - e^{ihk_1}) + \tau(1 - e^{ihk_1}) + \epsilon' \right)$$

$$\delta(\omega'_2 + \omega_0 + \omega_a)\delta_e(k'_2 + k_0 + k_a)$$

$$\left( -i\omega'_1 + \lambda \zeta(1 - e^{ihk'_1}) + \tau(1 - e^{ihk'_1}) + \epsilon' \right)$$

$$e^{-i\omega_2 t_2 - i(\omega_1 + \omega'_1) t_1 - i\omega_0 t_0} e^{ik_2 h_{j_2} + ih(k_1 + k'_1) j_1 + ih k_0}$$

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^3} \frac{\lambda}{(i(\omega_0 + \omega'_0) + \lambda \zeta(1 - e^{ihk_0}) + \tau(1 - e^{ihk_0}) + \epsilon')}$$

$$\frac{1}{i(\omega_0 + \epsilon') + i(\omega_0 + \epsilon') + \lambda \zeta e^{ihk_0} + \tau(1 - e^{ihk_0} + \epsilon') - \tau}$$

$$e^{-i\omega_2 t_2 - i\omega_0 t_0(j_1 t_1) - i\omega_0 t_0}$$

$$\frac{1}{-i(\omega_0 + Dk_0^2 + r) - i(\omega_0 + Dk_0^2 + r)} d\omega_2 d\omega_1 d\omega_0 d\omega_a d\omega_0 d\omega_0 d\omega_0 d\omega_0 d\omega_0 d\omega_0.$$
integral can be written as

$$\langle h(j_2 - j_1)h(j_1 - j_0) \rangle_1 = \Theta(t_1 - t_0)\Theta(t_2 - t_1).$$

(C.38)

$$\int_{\mathbb{R}^3} \lambda e^{-\epsilon'(t_2-t_1)} \left( \frac{1 - e^{-(Dk^2_a+\tau)(t_2-t_1)-(t_2-t_1)(\lambda \zeta(1-e^{ihk_a})+\tau(1-e^{-ihk_a}))}}{(Dk^2_a + \lambda \zeta(1 - e^{ihk_a}) + \tau(1 - e^{-ihk_a}) + r)} \right)$$

$$e^{-\epsilon'(t_1-t_0)} \left( \frac{(\lambda \zeta - \tau)^2(t_1 - t_0)}{(Dk^2_a + \lambda \zeta(1 - e^{ihk_a}) + \tau(1 - e^{-ihk_a}) + r)} \right)$$

$$+ \frac{(Dk^2_a + \lambda \zeta(1 - e^{ihk_a}) + \tau(1 - e^{-ihk_a}) + r)^2}{(Dk^2_a + \lambda \zeta(1 - e^{ihk_a}) + \tau(1 - e^{-ihk_a}) + r)^2}$$

$$+ \frac{-2(Dk^2_a + \lambda \zeta(1 - e^{ihk_a}) + \tau(1 - e^{-ihk_a}) + r)^2}{(Dk^2_a + \lambda \zeta(1 - e^{ihk_a}) + \tau(1 - e^{-ihk_a}) + r)^2}$$

Next, we approximate

$$e^{ihk_a} \approx 1 + ihk_a \quad \text{and} \quad e^{-ihk_a} \approx 1 - ihk_a,$$

(C.39)
and we find

\[ \langle h(j_2 - j_1)h(j_1 - j_0) \rangle_1 = \Theta(t_1 - t_0)\Theta(t_2 - t_1). \]  
(C.40)

\[ \cdot h^2 \int_{\mathbb{R}^3} \lambda e^{-\epsilon'(t_2-t_1)} \left( \frac{1 - e^{-(Dk_a^2+r)(t_2-t_1)+(t_2-t_1)(\lambda\zeta-t)ihk_a}}{(Dk_a^2 - (\lambda\zeta - \tau)ihk_a + r)} \right) \]

\[ e^{-\epsilon'(t_1-t_0)} \left( \frac{(\lambda\zeta - \tau)^2(t_1-t_0)}{(Dk_a^2 - (\lambda\zeta - \tau)ihk_a + r)} \right) \]

\[ + \frac{(\lambda\zeta - \tau)^2(1 - e^{-(Dk_a^2+r)(t_1-t_0)+(t_1-t_0)(\lambda\zeta-t)ihk_a})}{(Dk_a^2 - (\lambda\zeta - \tau)ihk_a + r)^2} \]

\[ + \frac{(\tau - \lambda\zeta)(\lambda\zeta + \tau)ihk_a}{(Dk_a^2 - (\lambda\zeta - \tau)ihk_a + r)^2} \]

\[ + \frac{(\lambda\zeta - \tau)(\lambda\zeta + \tau)ihk_a(t_1-t_0)e^{-(Dk_a^2+r)(t_1-t_0)+(t_1-t_0)(\lambda\zeta-t)ihk_a}}{-Dk_a^2 + (\lambda\zeta - \tau)ihk_a - \tau} \]

\[ \cdot \int_{\mathbb{R}^3} \lambda \left( \frac{1 - e^{-(Dk_a^2+r)(t_2-t_1)+(t_2-t_1)(\lambda\zeta-t)ihk_a}}{(Dk_a^2 - (\lambda\zeta - \tau)ihk_a)^2} \right) dk_a. \]  
(C.41)

We take the limit \( r, \epsilon' \to 0 \) and approximate \( (t_1-t_0) \) to be large. Then, the dominating part is:

\[ \langle h(j_2 - j_1)h(j_1 - j_0) \rangle_1 \sim \]

\[ \sim \Theta(t_1 - t_0)\Theta(t_2 - t_1)h^2(\lambda\zeta - \tau)^2(t_1-t_0). \]

\[ \cdot \int_{\mathbb{R}^3} \lambda \left( \frac{1 - e^{-(Dk_a^2+r)(t_2-t_1)+(t_2-t_1)(\lambda\zeta-t)ihk_a}}{(Dk_a^2 - (\lambda\zeta - \tau)ihk_a)^2} \right) dk_a. \]  
(C.42)
Now, we shift the $k_a$ vector in $z$ direction by $k_{az} = \tilde{k}_{az} + ih(\lambda \zeta - \tau)/(2D)$, and go into spherical coordinates with $\rho = \sqrt{k_{az}^2}$, this reads

$$\langle h(j_2 - j_1)h(j_1 - j_0) \rangle_A \sim \frac{1}{\pi} \Theta(t_1 - t_0) \Theta(t_2 - t_1) h^2(\lambda \zeta - \tau)^2(t_1 - t_0) \cdot \int_0^\infty \lambda \rho^2 \left( \frac{1 - e^{-(D\rho^2)(t_2 - t_1) - (t_2 - t_1)\frac{h^2(\lambda \zeta - \tau)^2}{4D}}}{(D\rho^2 + \frac{h^2(\lambda \zeta - \tau)^2}{4D})^2} \right) d\rho. \quad (C.43)$$

With Mathematica, we can solve this integral and find:

$$\int_0^\infty \rho^2 \left( 1 - e^{-D\rho^2(t_2 - t_1) - \frac{h^2(\lambda \zeta - \tau)^2}{4D}(t_2 - t_1)} \right) d\rho = \int_0^\infty \rho^2 \left( \frac{1 - e^{-(D\rho^2)(t_2 - t_1) - (t_2 - t_1)\frac{h^2(\lambda \zeta - \tau)^2}{4D}}}{(D\rho^2 + \frac{h^2(\lambda \zeta - \tau)^2}{4D})^2} \right) d\rho = \frac{1}{8D^2} \frac{(1 + 2\frac{h^2(\lambda \zeta - \tau)^2}{4D}(t_2 - t_1)) \text{erf} \left( \frac{\sqrt{h^2(\lambda \zeta - \tau)^2(t_2 - t_1)}}{4Dh|\lambda \zeta - \tau|} \right)}{4Dh|\lambda \zeta - \tau|},$$

which is the sought result.
In this appendix, details of the calculations from Chapter 4 are explained and important results are derived.

D.1 Free energy of general structured surface

Given the profile of a structured surface $z(x, y)$, and the effective interaction potential $W(\ell - z)$ for a liquid layer with liquid/gas boundary $\ell(x, y)$, the free energy

$$F[\ell] = \int \frac{\sigma}{2}(\nabla \ell)^2 + W(\ell - z)dx dy \quad (D.1)$$

has to be minimised in order to find the equilibrium configuration. Its first functional derivative with respect to $\eta := \ell - z$ and variation $h(x, y)$ is

$$\frac{\delta F}{\delta \eta}[\eta, h] = \lim_{\epsilon \to 0} \frac{F[\eta + \epsilon h] - F[\eta]}{\epsilon} \quad (D.2)$$

$$= \int \sigma ((\eta_x + z_x)h_x + (\eta_y + z_y)h_y) + W'(\eta)h dx dy \quad (D.3)$$
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where $\epsilon \in \mathbb{R}$. Integration by parts allows to make the dependence on $h$ simpler:

$$\frac{\delta F}{\delta \eta} [\eta, h] = -\int (\sigma (\eta_{xx} + z_{xx} + \eta_{yy} + z_{yy}) - W'(\eta)) \, h \, dx \, dy$$

(D.4)

$$+ [\sigma (\eta_x + z_x + \eta_y + z_y) \, h]_{\text{boundary}},$$

(D.5)

where the absolute term in zero because the variation $h$ does not vary the boundary conditions.
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<tr>
<td>$P$</td>
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</tr>
<tr>
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