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Nomenclature

Acronyms

CMPC  Centralised Model Predictive Control or Controller
DMPC  Distributed Model Predictive Control or Controller
EMPC  Economic Model Predictive Control or Controller
HVAC  Heating, Ventilation and Air Conditioning
MPC   Model Predictive Control or Controller
PID   Proportional-Integral-Derivative

Indices and Sets

\( b \in \mathcal{B} \)  Building index and set
\( i \in [0, N - 1] \subset \mathbb{Z} \)  time step in MPC prediction horizon index and interval
\( j \subset \mathbb{Z} \)  Price iteration index
\( k \in [0, n_t] \subset \mathbb{Z} \)  Simulation time step index and interval

Parameters

\( \bar{A}_b \)  State matrix for discretised state space building model of building \( b \) [1/s]
\( \bar{B}_b \)  Input matrix for discretised state space building model of building \( b \) [K/kJ]
\( \bar{E}_b \)  Disturbance matrix for discretised state space building model of building \( b \) [1/s]
\( \delta \)  Tolerance for which price coordinator has satisfied the power supply limit
\( \lambda \)  Price controller increasing gain parameter [-]
\( \rho_{\text{air}} \)  Density of air [kg/m³]
\( A \)  Overall heat transfer area of building in dynamic building model [m²]
\( C_{P_{\text{air}}} \)  Specific heat capacity of air in dynamic building model [kJ/(kg K)]
$p^{\text{max}}$ Maximum number of iterations that the price coordinator can perform at any time step $k$ [-]

$K$ Price controller gain [£/kWh]

$MCp_B$ Building thermal mass in dynamic building model [kJ/K]

$n_t$ Number of time steps in simulation [-]

$n_{ac}$ Rate of air changes in dynamic building model [1/s]

$p^{\text{im}}$ Initial value of electricity price penalised linearly in the MPC objective function [£/kWh]

$p^{\text{lim}}_k$ Electricity price penalised linearly in the MPC objective function at simulation time step $k$ [£/kWh]

$p^{\text{quad}}$ Initial value of electricity price penalised quadratically in the MPC objective function before any modification by the price coordinator [£/kWh]

$p^{\text{lim}}_{ik}$ Electricity price at time step $i$ in the MPC prediction horizon given simulation time step $k$, penalised linearly in the MPC objective function [£/kWh]

$R$ Penalty weighting of $p^{\text{quad}}_{ik} u^{\Delta}_{b,ik} u^{\Delta}_{b,ik}$ in MPC objective function [1/kWh]

$r$ Penalty weighting of $p^{\text{lim}}_{ik} u_{b,ik} u_{b,ik}$ in MPC objective function [-]

$T_s$ Sampling time used for discretised building model [s]

$U$ Overall heat transfer coefficient of building in dynamic building model [kW/(m$^2$ K)]

$u^{\text{max}}$ Power supply limit or upper bound on $u^{\text{sum}}_{b,ik}$ [kW]

$u_{b,ik}^{UB}$, $u_{b,ik}^{LB}$ Heat pump load limits or upper and lower bounds respectively on $u_{b,ik}$ for building $b$ [kW]

$V$ Total volume of building in dynamic building model [m$^3$]

$x_{b,ik}^{UB}$, $x_{b,ik}^{LB}$ Thermal comfort boundaries or upper and lower bounds respectively on $x_{b,ik}$ for building $b$ at time step $i$ in the MPC prediction horizon given the simulation time step $k$ [K]
\( x^{UB}_{b,k} - x^{LB}_{b,k} \)  Thermal comfort constraints or upper and lower bound respectively on \( x_{b,k} \) [K]

**COP**  Coefficient of performance in dynamic building model [-]

**Variables**

\( \epsilon_{b,i|j,k} \)  Slack variable of comfort bound constraints for building \( b \) at time step \( i \) in the MPC prediction horizon given price iteration \( j \) and simulation time step \( k \) [K]

\( d_{ik} \)  External temperature at time step \( i \) in the MPC prediction horizon given simulation time step \( k \) [K]

\( p_{k}^{\text{quad}} \)  Electricity price penalised quadratically in the MPC objective function at simulation time step \( k \) [£/kWh]

\( P_{\text{elec}} \)  Electrical power drawn by heat pump in dynamic building model [kW]

\( p_{h,j|k}^{\text{quad}} \)  Electricity price at time step \( i \) in the MPC prediction horizon given price iteration \( j \) and simulation time step \( k \), penalised quadratically in the MPC objective function [£/kWh²]

\( Q_{cd} \)  Conduction term in dynamic building model [kW]

\( Q_{cv} \)  Convection term in dynamic building model [kW]

\( Q_{gn} \)  Heating term in dynamic building model [kW]

\( T_{\text{ext}} \)  External temperature in dynamic building model [K]

\( T_{\text{int}} \)  Internal temperature of building in dynamic building model [K]

\( u_{\text{sum}}^{i|k} \)  Total power drawn by all the heat pumps in the building network at simulation time step \( k \) [kW]

\( u_{b,i|j,k} \)  Power drawn by heat pump in building \( b \) at time step \( i \) in the MPC prediction horizon given price iteration \( j \) and simulation time step \( k \) [kW]

\( u_{b,k} \)  Electrical drawn by heat pump in building \( b \) at time step \( k \) [kW]

\( u_{b,j|k}^{*} \)  Optimal power drawn by heat pump in building \( b \) over the MPC prediction horizon given price iteration \( j \) and simulation time step \( k \) [kW]
$u_{i,j,k}^{sum}$ Total power drawn by the heat pumps in the building network at time step $i$ in the MPC prediction horizon given price iteration $j$ and simulation time step $k$ [kW]

$u_{i,k}^{sum}$ Total power drawn by the heat pumps in the building network at time step $i$ in the MPC prediction horizon given simulation time step $k$ [kW]

$u_k^*$ Optimal power drawn by all heat pumps in building network over the CMPC prediction horizon given simulation time step $k$ [kW]

$u_k^{sum}$ Total power drawn by heat pumps in building network at time step $k$ [kW]

$x_{b,i,j,k}$ Internal temperature of building $b$ at time step $i$ in the MPC prediction horizon given price iteration $j$ and simulation time step $k$ [K]

$x_{b,k}$ Internal temperature of building $b$ at time step $k$ [K]
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Abstract

Decarbonisation of the building sector is driving the increased use of heat pumps. As increased electrification of the heating sector leads to stress on the electricity grid, the need for district level coordination of these heat pumps emerges. This paper proposes a novel hierarchical coordination methodology, in which a price coordinator reduces the total instantaneous power demand of a building network below a power supply limit using a price signal. Each building has a model predictive controller (MPC) which maximises thermal comfort and minimises electricity costs. An additional term in the MPC objective function penalises the heat pump power demand quadratically, which when multiplied by a pseudo electricity price allows the price coordinator to reduce the peak power demand of the building network. A 2 building network is studied to analyse the price coordinator algorithm’s behaviour and demonstrate how this approach yields a trade off between comfort, energy consumption and peak demand reduction. A 100 building network case study is then presented as a proof of concept, with the price coordinator approach yielding results similar to that of a centralised controller (less than 0.7% increase in energy consumption per building per year) and a roughly fourfold decrease in computation time.
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1. Introduction

1.1. Motivation

Residential and commercial buildings are major energy consumers, accounting for around 20-40% of global energy consumption (Prez-Lombard et al., 2008). Shaikh et al. (2014) estimates that between 5% and 30% of this consumption is due to inefficient control strategies for achieving adequate internal comfort. Given the need to decarbonise across society, government policies with the aim of improving energy efficiency in the heating, ventilation and air conditioning (HVAC) systems of buildings are being issued. For example, the 2010 European Energy Performance of Buildings Directive mandates that new private buildings must be almost ‘zero-energy’ by 2020 (EPBD, 2010). In a policy paper on decarbonising the HVAC sector in the EU by Connolly et al. (2014), district heating networks and electrification (e.g. using heat pumps) are identified as key strategies. This electrification, along with the energy efficiency gains that can be made using improved control strategies, justifies research into the control and coordination of heat pumps.

1.2. Economic model predictive control of building HVAC systems

While control of building HVAC systems has traditionally been done using simple control strategies such as on/off or PID controllers (Maasoumy and Sangiovanni-Vincentelli, 2016, Chapter 4), in the last two decades interest in the use of Model Predictive Control (MPC) for this purpose has increased. MPC uses disturbance predictions (e.g. weather forecasts, estimated occupancies) and estimations of the current state in order to determine the set of system inputs (e.g. heat pump or air conditioning part load) which produce a desired set of predicted system outputs (e.g. zone temperature and humidity). The system inputs are determined by optimising a set of criteria (e.g. minimising costs) while respecting the system (i.e. building) dynamics and input and output constraints (e.g. technology output bounds and thermal comfort bounds respectively) over a receding prediction horizon. The solution of the optimisation problem is the optimal input trajectory, from which the first elements are applied to the system, and by repeating the process at the next time instance feedback is introduced into the control system. Economic MPC (EMPC) differs from traditional MPC in the optimisation criteria - instead of minimising deviation from a set point, the total costs over the time horizon are minimised while the system outputs are required to stay within specified bounds.
While a review by Afram and Janabi-Sharifi (2014) found that most papers on MPC and HVAC control used a classical tracking formulation, EMPC has nonetheless proved popular in HVAC Control. Zong et al. (2017) employed an EMPC to control zones in a building with the scope of using it as a demand side management tool in a smart grid, while Touretzky and Baldea (2014) used EMPC to take advantage of a thermal energy storage unit. One of the challenges of EMPC is that due to the linear cost function, the resulting control strategy can be erratic in response to a time varying electricity price. For this reason Mendoza-Serrano and Chmielewski (2012) developed an infinite horizon formulation of the EMPC problem to deal with the sharp peaks in the system input.

1.3. Coordinated building control

Often research into HVAC control involves buildings with several climatic zones (Morosan et al., 2010), district heating networks supplying multiple buildings (Wu et al., 2018) or micro grids in which scheduling of energy sources is carried out while satisfying the buildings’ heating and electricity demands (Stadler et al., 2016). These separate subsystems interact with each other, for example through thermal coupling in the case of zones in a building or through limits on the resources that a building can consume in a district heating network. Adopting a centralised approach such as in Staino et al. (2016) can adequately account for interactions between subsystems, since a centralised controller has all the information required to control subsystems while respecting constraints. This is not possible in an uncoordinated setup, where each subsystem has its own controller which behaves independently of how it interacts and is affected by neighbouring subsystems. A centralised controller is however computationally expensive and less reliable, since any problem in the controller will disable the entire control system (Afram and Janabi-Sharifi, 2014). Additionally, there are privacy concerns since potentially sensitive data about residents is collected centrally and stored (McKenna et al., 2012).

Distributed algorithms use communication between subsystem controllers in order to account for subsystem interactions and converge towards a globally optimal solution, with the advantage of increased reliability and a computational burden that does not increase exponentially with the problem size. Morosan et al. (2010) uses distributed MPC (DMPC) to account for thermal coupling between zones, while in Scherer et al. (2014) the interaction is due to limits on the resources available to the building, the zones being considered to be thermally isolated from each other. This limit on resources was introduced in the model due to renewable energy sources,
whose intermittent nature led to the energy requirements of the building needing coordination to be fulfilled. In contrast, Lamoudi et al. (2011) use a bundle method to deal with similar restrictions on building resource consumption, while Stadler et al. (2016) present a generic DMPC framework for use in microgrids to coordinate distributed energy resources.

Another common coordination approach is hierarchical control, whereby a decomposition of the optimal control strategy into two (or more) levels allows for an increase in reliability and reduction in computation time of the optimal control strategy for a large system. The levels in the hierarchy interact only with the levels directly above and below it, unlike in a distributed control framework where a hierarchy may exist only to allow information sharing between subsystem controllers. One of the disadvantages of some distributed frameworks is the number of iterations and therefore information exchanges which are required, since existing HVAC communication protocols are limited. Rawlings et al. (2018) therefore proposes a hierarchical framework for large HVAC systems, where the solution to a high-level problem which considers the entire system in approximate form is used to solve two low-level subproblems that consider the airside and waterside subsystems in more detail. Wu et al. (2018) and Parisio et al. (2017) both use a hierarchical framework in the context of microgrids, with the former using it for better scheduling of combined heat and power units and the latter for coordination between a group of microgrids.

The above papers approach coordination from a control perspective. The problem can also be formulated as a question of determining the price of resources which achieve coordination, e.g. to reduce peak demands. For example, Li et al. (2011) determines the time varying electricity prices which maximise social welfare, that is total customer spending minus the utility company’s cost of providing electricity, for a group of households.

This paper combines the control and economic perspectives by coordinating distributed MPCs using a price signal. To the authors’ best knowledge, there is no literature which investigates the proposed hierarchical approach, where a top level controller coordinates multiple buildings’ heat pump controllers using a price signal. It is worth noting that Diekerhof et al. (2016) does use a similar coordination strategy, the Alternating Direction Method of Multipliers (ADMM) algorithm, to that presented here, though this is done on a day ahead and not rolling horizon basis and with a focus on demand side management.
1.4. Scope and structure

In this paper, a hierarchical control method is used to coordinate a network of buildings using heat pumps in the presence of a limit on the total power that can be drawn by said heat pumps. The proposed coordination method is able to reduce peak power demands below this limit, which could arise for a variety of reasons; the local utility could experience supply issues for example, or the network may be connected to a microgrid with a significant limit on the electrical power that it can provide, as in Scherer et al. (2014). Sophisticated control strategies such as the one presented here, which are able to influence when power is consumed i.e. act as a demand response mechanism, are also useful in order for the electrical grid to actively respond to the constraints imposed by the increased penetration of renewable energy sources (Strbac and Kirschen, 2018, p.212).

In the proposed framework, each building in the network has its’ heat pump controlled by an MPC minimising total comfort bound violations, electricity costs and a pseudo electricity cost over its’ prediction horizon. The MPCs send their predicted system inputs (i.e. power drawn by the building’s heat pump) to a higher level price coordinator. This price coordinator increases the pseudo electricity price at points in the prediction horizon where the total power drawn by the heat pumps is greater than the power supply limit. This price signal is sent to the MPCs which update their predicted inputs accordingly and the process is repeated until the power supply limit is no longer breached. A previous study determined that MPCs which penalise the electricity costs linearly led to instability issues, and hence in this work an increase in a pseudo electricity price penalised quadratically in the MPC objective function was used to achieve coordination (Chimento et al., 2018). The proposed method is attractive because it is a simple and intuitive way of approaching coordination in this context: simple because only predicted power demand and a pseudo electricity price are exchanged between the price coordinator and the network, and intuitive since peaks in power demand are discouraged by increasing this pseudo price of electricity.

This paper is structured as follows. Section 2 presents the control methodology used in this study. Section 3 presents the building model and building networks used for simulations. Results are shown in Section 4 with Section 4.1 presenting an analysis of the price coordinator’s behaviour while Section 4.2 presents a 100 building network case study to compare the performance of the price coordinator with that of a centralised MPC controller. A discussion of
the results and simulations is presented in Section 4.3 along with suggestions for further work. Lastly, Section 5 presents conclusions.

2. Control Methodology

2.1. MPC formulation

The proposed price coordinator approach to coordination requires a network of buildings whose heat pumps are controlled by MPCs which interact iteratively with the price controller. For each building \( b \in B \), the \( j \)th iteration of the objective and constraints with prediction horizon \( N \) at time-step \( k \), can be given as:

\[
 u^*_b|j,k = \arg \min_{u_{b,i}|j,k} \sum_{i=0}^{N-1} Q_{x,i+1|j,k} + R_p^{pum} u_{b,i+1|j,k} + R_p^{lin} u_{b,i}^2
\]

s.t.\[
 x_{b,i+1|j,k} = x_{b,i} + A_b x_{b,i} + B_b u_{b,i} + \epsilon_b
\]

\[
 x_{b,i+1|j,k}^L \leq x_{b,i+1|j,k} \leq x_{b,i+1|j,k}^U
\]

\[
 u_{b,i}^L \leq u_{b,i} \leq u_{b,i}^U
\]

\[
 \epsilon_{b,i} \geq 0
\]

\forall i \in [0, N - 1]

At every time step \( k \) and price iteration \( j \), the MPC controller solves the above optimisation problem to determine the optimal system input over the time horizon, \( u^*_b|j,k \forall i \in [0, N - 1] \). The first of these inputs, \( u^*_b|0|j,k \) is applied to the system, the controller waits to observe the next initial point \( x_{b,k+1} \) and the process is repeated. In the absence of a price coordinator, the index \( j \) is unnecessary.

For building \( b \) at simulation time step \( k \) the state variable \( x_{b,k} \) is the internal temperature of the building, the system input \( u_{b,k} \) is the electrical power drawn by the heat pump controlled by the MPC and the system disturbance \( d_k \) is the external temperature. The slack variable \( \epsilon_{b,k} \) represents the amount that a comfort bound has been violated in °C.
The objective function contains 3 terms summed over the prediction horizon, with weightings $Q$, $R$ and $r$ which, for simplicity of analysis of the price coordinator, were kept the same for all the buildings in the network. The first term, $Qe^2_{\partial\delta,j,k}$ penalises violations of comfort bounds during the prediction horizon, since Equation 4 forces $e_{\partial\delta,j,k}$ to be non-negative for any value of $x_{\partial\delta,j,k}$ outside the comfort bounds given by the interval $[x_{\partial\delta,j,k}^{LB}, x_{\partial\delta,j,k}^{UB}]$. These soft constraints on the internal building temperature are required to ensure feasibility and to allow the price coordinator to force minor violations of the comfort bounds if needed, so as to satisfy the hard supply constraints. It was chosen to penalise the slack variables quadratically since this better reflects consumer preferences, with small temperature deviations being negligible but larger ones unacceptable. The downside to a quadratic instead of linear penalty is that the latter could be interpreted as the cost per unit temperature violated that the consumer is willing to accept. As it is, $Q$ has nominal units of £/K² and therefore no physical significance.

The second term in the objective function, $Rp^{quad}_{\partial\delta,j,k}$, penalises the electrical power usage quadratically at step $i$ in the prediction horizon if $p^{quad}_{\partial\delta,j,k}$, referred to in this paper as the quadratic electricity price, is greater than zero. The price coordinator influences the MPCs control strategy by increasing the price to discourage power usage at that step in the prediction horizon. In this paper the quadratic electricity price was treated merely as a tool for coordination and not a real electricity price, since the values of $p^{quad}_{\partial\delta,j,k}$ were determined entirely by the price coordinator and therefore had no economic basis.

The last term in the objective function, $rp^{lin}_{\partial\delta,j,k}$, minimises total electricity costs by penalising the system inputs linearly, and hence $p^{lin}_{\partial\delta,j,k}$ is referred to here as the linear electricity price. This term is also said to minimise total energy consumption in this study since $p^{lin}_{\partial\delta,j,k}$ was kept constant. This term is present since the overall strategy for the price based coordination is to initially have each household MPC minimise total costs, which is desirable from the consumer’s perspective, and only if the the power supply limit is violated does the price coordinator step in, since its’ objective is peak reduction which is necessary for the electrical power system to function. Choosing the weightings $Q$, $R$ and $r$ represent a trade off therefore between minimising comfort boundary violations, peaks in power demand and total electricity costs.

For the rest of the formulation, Equation 2 represents the initial condition, which is assumed to be known exactly. Equation 3 describes dynamics of the model which are detailed in Section 3.1 for which perfect predictions of the disturbance $d_{\partial\delta,j,k}$ $\forall i \in [0,N-1]$ are assumed. Equation
describes the internal temperature soft constraints as noted before, while Equation 5 describes
the bounds on the electrical power that the building’s heat pump can draw. These are inviolable
and time independent. Finally, Equation 6 ensures that the slack variables are non-negative.

2.2. Centralised MPC formulation

In the case of centralised control, the individual building MPCs are replaced by a single
MPC (CMPC) which controls the internal temperatures of all the buildings in the network. This
centralised framework was used as a baseline with which to compare the performance of the
price coordinator.

At each time step \(k\), the CMPC minimises the cost function shown in Equation 7 while re-
specting the constraints from Equation 2 - 6 for \(b \in B\) and omitting the price iteration index
\(j\), since there is no price controller in the centralised case. The additional power supply limit
constraint shown in Equation 8 is also included.

\[
    u_b^* = \arg \min_{u_b, u_i} \sum_{b \in B} \sum_{i=0}^{N-1} Q_{b,i+1|k}^2 + rP_{b,i}^l u_b,i|k
\]

\[
    u_{\text{sum}}^i \leq u_{\text{max}}^\forall i \in [0, N-1] \quad (7)
\]

where \(u_{\text{sum}}^i\) is the total electrical power drawn by the heat pumps in the building network defined
by Equation 9, also referred to as the load profile of the network or simply the load profile.

\[
    u_{\text{sum}}^i = \sum_{b \in B} u_{b,i|k} \quad (8)
\]

As in the case for the individual building MPC, the first system input \(u_{b,i=0|k}^*\) is applied for
each building \(b \in B\), the CMPC records the next state \(x_{b,i+1|k}\), uses this as initial point to solve the
above optimisation problem and so the process is repeated. By knowing the predicted electrical
power drawn by all the heat pumps in the network, \(u_{b,i|k} \forall b \in B\), the CMPC is able to respect
the power supply limit constraint represented by Equation 8. This ensures that \(u_{\text{sum}}^i\) stays below
the power supply limit \(u_{\text{max}}\) at all times during the simulation. There is therefore no need for the
quadratic electricity price \(p_{i+1|k}^{\text{quad}}\) in the CMPC formulation.

\footnotemark[1] Calling this a load profile is not technically correct, since in reality the building network would have an electrical
load which includes consumption due to e.g. lighting as well as the heat pumps. However, only the load due to the heat
pumps is considered in this paper, and hence for the sake of brevity load profile is also used.
2.3. Hierarchical price coordinator

In the absence of a centralised controller, scenarios can arise whereby the building network’s requested electrical load exceeds limitations of the supply networks. Indeed this was the motivation behind the use of a CMPC, which is able to respect this limitation by introducing the constraint shown in Equation [8] into its optimisation problem. As mentioned in Section [1.3] the CMPC suffers from computational, reliability and privacy issues, hence the need for alternative coordination strategies such as the price coordinator presented here.

The hierarchical price controller proposed here seeks to replicate the performance of the centralised approach without such issues while satisfying the constraint of Equation [8]. When the building-level supply requests violates the power supply limit (see Equation [8]), the price coordinator penalises the MPC controllers by increasing the price of electricity quadratically by an amount proportional to the violation. See Figure [1] for a graphical representation of this process between the price coordinator and the MPCs in the network. Pseudocode representing the price coordinator algorithm is shown in Algorithm [1].

![Price Coordinator Diagram](image)

Figure 1: Schematic of price coordinator control structure with information flows shown for price iteration \( j \) and simulation time step \( k \).

The pricing coordinator was based on a classical proportional controller as shown in Algorithm [1]. It receives as inputs the building network’s predicted load profile \( u_{\text{sum}}^{i,j,k} \) (see Equation [10]), the total capacity of the heat pumps in the building network \( u_{\text{sum},UB} \) as defined by Equation [11], the power supply limit \( u_{\text{max}} \), the current quadratic electricity price over the prediction horizon \( p_{\text{quad}}^{j,i,k} \), and the current price iteration \( j \).

\[
u_{\text{sum}}^{i,j,k} = \sum_{b \in B} u_{b,i,j,k}
\]

(10)
\[ u_{\text{sum},UB} = \sum_{b \in B} u_{UB}^b \]  \hspace{1cm} (11)

It checks whether the power supply limit is violated within some tolerance \( \delta \) or the maximum number of iterations has been reached before proceeding. If either of these criteria are not met, the price coordinator does nothing and the last optimal computed system input \( u_{\text{opt},ij,k}^b \forall b \in B \) is applied to the buildings by their respective MPC controllers and the simulation moves one time step, \( k = k + 1 \). \( \delta \) was chosen to be 0.1% \( u_{\text{sum},UB} \), as shown in Equation (12).

\[ \delta = \frac{u_{\text{sum},UB}}{1000} \]  \hspace{1cm} (12)

If the aforementioned criteria are met, the price coordinator calculates the violation of the supply limit by taking the difference between \( u_{ij,k}^{\text{sum}} \) and \( u_{ij,k}^{\text{max}} \), applying the ramp function to it and then normalising this by \( u_{\text{sum},UB} \) as in Equation (13).

\[ \Delta_{ij,k} = R \left( \frac{u_{ij,k}^{\text{sum}} - u_{ij,k}^{\text{max}}}{u_{\text{sum},UB}} \right) \]  \hspace{1cm} (13)

The algorithm output \( p_{ij+1,k}^{\text{quad}} \) is then calculated as the previous electricity price \( p_{ij,k}^{\text{quad}} \) plus the violation of the power supply limit multiplied by some gain \( K_j \gamma \) as shown in Equation (14).

\[ p_{ij+1,k}^{\text{quad}} = p_{ij,k}^{\text{quad}} + K_j \gamma \Delta_{ij,k} \]  \hspace{1cm} (14)

\( K \) is static, while the term \( \gamma \) increases with \( j \). This last feature of the algorithm is introduced in the expectation that if initially \( p_{ij,k}^{\text{quad}} \) is not increased enough to alter the MPCs’ behaviour, further iterations will lead to \( K_j \gamma \) increasing enough to achieve this. The low value of \( \gamma \) and \( p_{ij,k}^{\text{quad}} \) used in this study meant that this increase was limited to approximately 20 \( \times \) \( K \).

The linear electricity price was kept constant for all simulations with a value of \( p_{ij,k}^{\text{lin}} = 0.1 \) £/kWh \( \forall k \) (except for in Section 4.1.1), while the price coordinator parameters were selected such that \( p_{ij,k}^{\text{quad}} \) increased by less than 0.1 £/kWh per iteration. The behaviour of the MPCs depends on the relative ratios of \( Q, R, r, p_{ij,k}^{\text{quad}} \) and \( p_{ij,k}^{\text{lin}} \), and hence the particular values assigned to \( p_{ij,k}^{\text{lin}} \) considered in isolation are somewhat arbitrary.

In this paper, the price coordinator increases \( p_{ij,k}^{\text{quad}} \) instead of \( p_{ij,k}^{\text{lin}} \) due to the convergence issues noted in Chimento et al. (2018). This instability occurred because optimisation problems with a linear objective function are not smooth like quadratic ones, and so small changes in the electricity price lead to the optimal solution jumping from one boundary to another with no reduction in \( \Delta_{ij,k} \). Strbac and Kirschen (2018, p. 125 - 131) illustrate this problem in a similar context to the one studied here.
input: $u_{i,j,k}^{\text{sum}}, u_{i,j,k}^{\text{sum,UB}}, u_{i,j,k}^{\text{max}}, p_{i,j,k}^{\text{quad}}, j \forall i \in [0, N - 1]$

output: $p_{i,j+1,k}^{\text{quad}}$

if $u_{i,j,k}^{\text{sum}} \geq u_{i,j,k}^{\text{max}} + \delta$ and $j \leq j_{\text{max}}$ then

for $i \in [0, N - 1]$ do

$\Delta_{i,j,k} = \max \left(0, \frac{u_{i,j,k}^{\text{sum}} - u_{i,j,k}^{\text{max}}}{u_{i,j,k}^{\text{sum,UB}}} \right)$

$p_{i,j+1,k}^{\text{quad}} = p_{i,j,k}^{\text{quad}} + K \gamma \Delta_{i,j,k}$

end

else

$p_{i,j+1,k}^{\text{quad}} = p_{i,j,k}^{\text{quad}}$

end

Algorithm 1: Price coordinator algorithm.

3. Simulated Building Network Development

To analyse the price coordinator’s behaviour, a building network\footnote{In this paper a building network simply refers to a group or cluster of buildings.} was required with a power supply limit dictating the maximum electrical power that could be drawn by the heat pumps in the network. For this purpose, Sections 4.1.2 to 4.1.4 used a simple 2 building network to analyse the price coordinator’s behaviour. A 100 building network was then simulated in Section 4.2 as a proof of concept and to compare simulation results with that of a network controlled by a CMPC.

3.1. Building model

As the performance of the price coordination strategy is the focus of this study, the simple building model shown below in Equations [15 to 18] was chosen. This model could be further built upon, for example by considering internal and external gains as done by Oldewurtel et al.\footnote{In this paper a building network simply refers to a group or cluster of buildings.}
Equation (15) expresses the conduction term $Q_{cd}$ as the overall heat transfer coefficient $U$ (defined for the entire building) multiplied by the area available for heat transfer $A$ and the internal and external temperature difference $(T_{in} - T_{ext})$. Equation (16) expresses the convection term $Q_{cv}$ as the number of air changes per hour $n_{ac}$ multiplied by the difference in energy content between the inside and outside air. Equation (17) is the dynamic energy balance of the building where $MC_{pb}$ is the building thermal mass and $Q_{gn}$ is the heat input into the building. $Q_{gn}$ is related to the system input, the electrical power drawn by the heat pump $P_{elec}$, through the heat pump COP (assumed fixed) as expressed in Equation (18).

This system can be represented as a single input single output (SISO) state space model with state $T_{in}$, input $P_{elec}$ and disturbance $T_{ext}$ as shown in Equations (19) through (22) (note that Kelvin must be used instead of Celsius in this case). The state, input and disturbance variables have been changed to $x$, $u$ and $d$ to be consistent with standard state space notation, with the subscript $b$ indicating that these parameters are specific to the building $b$’s characteristics.

$$\dot{x} = A_b x + B_b u + E_b d$$ (19) 

$$A_b = \frac{U \cdot A + \rho_{air} \cdot V \cdot C_{p_{air}} \cdot n_{ac}}{M \cdot C_{pB}}$$ (20) 

$$B_b = \frac{COP}{M \cdot C_{pB}}$$ (21) 

$$E_b = -\frac{U \cdot A + \rho_{air} \cdot V \cdot C_{p_{air}} \cdot n_{ac}}{M \cdot C_{pB}}$$ (22)

Since the MPC requires a discretised model of the system, the above state space model was then discretised using the zero-order hold method and a sampling time $T_s$ of 15 minutes since this is 20 to 30 times shorter than the settling time of any of the buildings considered. The discretised model is written as shown in Equation (23).

$$x_{k+1} = \bar{A}_b x_k + \bar{B}_b u_k + \bar{E}_b d_k$$ (23)
3.2. Simulation parameters

The parameters used for the building model were determined by conducting a survey to estimate relevant geometric and thermophysical coefficients for typical UK residential buildings and then calculating thermal mass. A detailed account of this survey can be found in Chimento and Gonzato (2017), the result of which was a library of parameters representing various housing types (e.g. semi-detached, flat, house etc). Table 1 lists the building types that were used for the building network case studies. In Section 4.1 the 2 buildings used were 3BF.H (3 bedroom flats with high energy consumption), while the 100 building network considered in Section 4.2 consisted of a uniform mix of all 3 building types shown in Table 1 such that the building network could represent a block of flats for example.

In all simulations the comfort bounds were 22 to 25 °C during occupancy and 16 to 30 °C during non occupancy. For the 2 building analysis in Section 4.1 occupancy was from 6 to 9 AM and 6 to 10 PM for both buildings. For the 100 building case study in Section 4.2 occupancy profiles were obtained by the method outlined in Bustos-Turu (2018).

The external temperatures used in simulations were those of West London, UK for the month of January 2014, with simulations starting at midnight. Note that communication interfaces between the MPCs and the price coordinator were not considered, though this topic and its difficulties has been broached elsewhere (see Fischer and Madani (2017)).

For simplicity, the weighting matrices $Q$, $R$ and $r$ were the same for every building in the network, as was the sampling time $T_s$ and prediction horizon $N$, which was chosen to be a day. For the implementation of the MPC algorithm, if the optimisation problem failed at time step $k$ and price iteration $j = j_{\text{max}}$ (which occurred for some realisations of the price signal), the last optimal input was applied to the system, i.e. $u_{b,i}^{*} = u_{b,i=0, j_{\text{max}}}$ where $b \in B$ for the last $j$ for which an optimal solution was found, before continuing. All simulations were performed using MATLAB R2017a and the quadprog solver.

3.3. Performance metrics

To compare results from the simulations, several key performance metrics were used as listed below. All of these metrics are calculated over the simulation time, that is $\forall k \in [0,n_t]$ where $n_t$ is the number of time steps of the simulation. They are then normalised by the simulation time in days and number of buildings $n_b = |B|$ in the network. Note that $R(z) = \max(0,z)$ is the ramp function.
<table>
<thead>
<tr>
<th>Building type</th>
<th>1BF_H</th>
<th>2BF_H</th>
<th>3BF_H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat exchange surface area $A$ [m$^2$]</td>
<td>42.48</td>
<td>54.13</td>
<td>82.07</td>
</tr>
<tr>
<td>Mean $U$ value [kW/(m$^2$K)]</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Building volume $V$ [m$^3$]</td>
<td>115.8</td>
<td>147.8</td>
<td>224.1</td>
</tr>
<tr>
<td>Air changes per second $n_{ac}$ [1/s]</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
</tr>
<tr>
<td>Air density $\rho_{air}$ [kg/(m$^3$)]</td>
<td>1.23</td>
<td>1.23</td>
<td>1.23</td>
</tr>
<tr>
<td>Air heat capacity $C_{p,air}$ [kJ/(kgK)]</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td>Building thermal mass $MC \cdot p_b$ [kJ/K]</td>
<td>7901</td>
<td>36681</td>
<td>15287</td>
</tr>
<tr>
<td>Heat pump capacity $u^{UB}$ [kW]</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Heat pump COP [-]</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 1: Summary of parameter values used for building models.

**Total energy consumption.** Defined as $\frac{kWh}{\text{day building}}$. This is a measure of the energy efficiency of a control strategy. Note that since in this paper $p_k^{lin}$ is constant for all $k$, this is equivalent to the total electricity cost over the simulation. However, since using electricity costs as a metric could cause confusion due to the quadratic electricity price, total energy consumption was used instead.

$$E_{total} = \left( \sum_{k=0}^{n_t} \sum_{b \in B} u_{b,k} \right) T_s \frac{(24 \cdot 60 \cdot 60)}{n_t n_b}$$  \hspace{1cm} (24)

**Comfort boundaries violations.** Defined as $\frac{\circ C \text{ hour/day building}}{\text{building}}$. This is a measure of how well a control strategy satisfied comfort constraints (i.e., the bounds on internal temperature). Often (though not necessarily) an increase in thermal comfort (decrease in CBV) comes at the cost of a decrease in energy efficiency (increase in $E_{total}$).

$$CBV = \left( \sum_{k=0}^{n_t} R(x_{b,k} - x_{UB,b,k}) + R(x_{LB,b,k} - x_{b,k}) \right) T_s \frac{(24 \cdot 60 \cdot 60)}{n_t n_b}$$  \hspace{1cm} (25)

**Power supply limit violations.** Defined as $\frac{kW}{\text{day building}}$. This is a measure of how good the coordination strategies considered here (centralised and price coordinator) are. For the centralised method this...
measure should be 0 since Equation 8 is a hard constraint. $u_{k}^{\text{sum}}$ is given by Equation 27.

$$\text{PSLV} = \sum_{k=0}^{n_t} \left( R(u_{k}^{\text{sum}} - u_{\text{max}}) \right) T_s \frac{(24 \cdot 60 \cdot 60)}{n_i T_s n_b}$$

(26)

$$u_{k}^{\text{sum}} = \sum_{b \in B} u_{b,k}$$

(27)

4. Results

4.1. Analysis and Performance Evaluation of Price Coordination Strategy

In this Section the price coordinator’s behaviour was analysed. This was first done by exploring at the MPC’s control strategy for linear and quadratic penalties on the system input $u_{b,i,k}$ in Section 4.1.1 without any price coordination. In Section 4.1.2 a 2 building network was used to determine for what values of $Q/R$ comfort bounds were violated, again without price coordination. Section 4.1.3 compares price coordination with CMPC control for the 2 building case and illustrates the negotiation between the price controller and the building network MPCs. Finally a Pareto analysis in Section 4.1.4 investigates the trade off between comfort violations, energy consumption and peak reduction in the presence of different power supply limits.

4.1.1. Comparison of control strategy for linear and quadratic price penalties for a single building without price coordination

In the price coordination strategy employed here, a purely linear price penalty in the MPC objective function is used to minimise energy during normal operation while a quadratic penalty is needed to reduce peaks when the power supply limit is violated. To investigate the effect these different penalties have on the MPC’s control strategy, the values of $R$ and $r$ were varied for a fixed $Q$ and a constant linear and quadratic electricity price. This was done for a single building and $Q \approx 1000$ to ensure that the comfort bound violations are heavily penalised, with the result shown in Figure 2. Parameters for this simulation are shown in Table 2.

With reference to Figure 2 in the instance where only a linear price penalty is present ($R = 0, r = 1$) $u_{b,k}$ is mostly 0 when the comfort bounds are relaxed. There is then a sharp increase which reaches $u_{b,k}^{UB}$ just before these comfort bounds are tightened. When only a quadratic price penalty is present ($R = 1, r = 0$), $u_{b,k}$ varies much less, never reaching 0 kW and staying below 2 kW.
Table 2: Simulation parameters for the comparison of control strategies in the presence of linear and quadratic price penalties for a single building without price coordination.

<table>
<thead>
<tr>
<th>Parameter [Units]</th>
<th>Linear penalty only</th>
<th>Combined</th>
<th>Quadratic penalty only</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>1000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>0</td>
<td>0.05</td>
<td>1</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
<td>0.95</td>
<td>0</td>
</tr>
<tr>
<td>Simulation time [days]</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N$ [# of time steps]</td>
<td>96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[p^{lin}, p^{quad}]$ [£/kWh]</td>
<td>[1, 1]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial temperature [°C]</td>
<td>22</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: MPC control strategy for linear, quadratic and a combination of penalties on the inputs. Top figure shows comfort bounds and internal and external temperatures while the bottom figure is the electrical power drawn by the heat pumps.

at all times. In the last instance a combination of linear and quadratic price penalties is used ($R = 0.05, r = 0.95$), demonstrating that a mixture of penalties leads to a spreading of the peak.
of \( u_{b,k} \) over a longer period of time, and therefore a reduction in the magnitude of this peak. This difference in behaviour is easily explained by the fact that a high value of \( u_{b,k} \) (assuming constant electricity price) is penalised much more in the quadratic than in the linear price penalty case. Since the quadratic price penalty does not minimise the total energy cost in the objective function, it is natural that this will also lead to an equal or higher value of \( E_{\text{total}} \) for a constant cost. It is clear also that the choice of control strategy could reduce the size of the installed heat pump while not sacrificing user comfort.

The key insight here is that by introducing a quadratic penalty in the MPC, it is possible to reduce the peaks in \( u_{b,k} \) by spreading out the energy consumed by the heat pump over a longer period of time. In the case of a network with a price coordinator, the peaks in \( u_{\text{sum}} \) are reduced by the price coordinator increasing \( p_{\text{quad}}^{b,j,k} \) which allows the power supply limit constraint to be respected. The overall strategy for coordination of the network then is to use the linear penalty if the power supply limit is not breached since it minimises total costs or energy (they are equivalent in this case), and in the presence of a power supply limit violation the quadratic price penalty is introduced by the price coordinator to minimise the peaks, possibly at the expense of comfort boundary violations.

4.1.2. Objective Function Tuning Parameter Considerations

The price controller works by adding a quadratic penalty to the objective function of the MPCs, leading to a spreading of the peak of \( u_{k}^{\text{sum}} \) over a longer period of time and therefore reducing the size of this peak. There could be situations where satisfying the power supply limit constraint requires the comfort boundaries to be violated as well. For this reason the ratios \( Q/R \) and \( Q/r \) and their effect on controller behaviour were investigated for a 2 building network without any price coordination, since these ratios determine how readily the comfort boundaries are violated. Low values of \( Q/R \) in particular allow the price coordinator to influence MPC behaviour more. Simulation values are detailed in Table 3, with 8 simulations being run in total; 4 in which only linear penalties were present and \( Q/r \) was varied and 4 where only quadratic penalties were present (\( p_{\text{lin}} = 0 \)) and \( Q/R \) was varied.

Comparing CBV values in Table 4 and Figures 3a and 3b, it is clear that CBV values at or below 1 \( ^\circ \text{C hour/day building} \) are not significant (this is important to keep in mind when interpreting results in Sections 4.1.3 and 4.2). Since this corresponds to a \( Q/r \) or \( Q/R \) ratio of 0.1, \( Q/r = 10 \) was chosen for subsequent simulations to ensure that initially the comfort bounds were strict soft
Table 3: Simulation parameters for the investigation into the comfort to flexibility ratios $Q/r$ and $Q/R$. 8 simulations were run in total, 4 with only linear penalties ($[p_{\text{lin}}, p_{\text{quad}}] = [0, 1]$) varying $Q/r$ and 4 with only quadratic penalties ($[p_{\text{lin}}, p_{\text{quad}}] = [0, 0.1]$) varying $Q/R$.

![Graphs showing comfort bounds and temperature over time with linear and quadratic penalties.](image)

(a) Linearly penalised system inputs  
(b) Quadratically penalised system inputs

Figure 3: Investigation of effect of comfort to flexibility ratio on MPC control strategy. Top figures show comfort bounds and internal and external temperatures while the bottom figures show the electrical power drawn by the heat pumps.

Constraints, while the $Q/R$ ratio was further investigated in Section 4.1.4.
<table>
<thead>
<tr>
<th>$Q/r$ or $Q/R$</th>
<th>10</th>
<th>1</th>
<th>0.1</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBV for $Q/r$</td>
<td>0.0136</td>
<td>0.135</td>
<td>1.34</td>
<td>13.1</td>
</tr>
<tr>
<td>CBV for $Q/R$</td>
<td>0.00882</td>
<td>0.0873</td>
<td>0.876</td>
<td>10.2</td>
</tr>
</tbody>
</table>

Table 4: Comfort boundary violations (CBV) for varying comfort to flexibility ratios $Q/r$ and $Q/R$.

4.1.3. Simulation of 2 building network with price coordination

To demonstrate the price coordinator in action, the 2 building network considered in Section 4.1.1 is simulated here for 3 cases:

- Uncoordinated - No interaction between the MPCs in different buildings, and hence possible violation of the power supply limit
- Centralised - The CMPC outlined in Section 2.2 is used to control the entire building network and hence respects the power supply limit
- Price Coordinator - The price coordinator detailed in Section 2.3 is used to attempt to respect the power supply limit

The price coordinator’s performance depends on a number of parameters, principally the value of $u_{\text{max}}$ and the relative ratios of $Q/R$ and $Q/r$, and the effect of these is investigated in Section 4.1.4. This Section however aims to give an initial insight into how the price coordinator behaves and performs, and hence the values chosen for these parameters are arbitrary to some extent. To this end, the power profiles for the building network in the 3 cases outlined above are shown in Figure 4 with performance metrics summarised in Table 5. Figure 5 presents iterations of the price coordinator for insight into how it ‘negotiates’ with the building network. Simulation parameters are listed in Table 6, which were kept the same for all 3 cases.

Figure 4 shows how the CMPC and price coordinator are both capable of reducing the peak power demand and hence respect the power supply limit. By comparing these with the uncoordinated case and observing the CBV values in Table 5, it is clear that both coordination methods reduce this peak by spreading the power demand over a longer period of time without sacrificing user comfort. The price coordinator’s alterations of the quadratic electricity price causes erratic load profiles compared to the centralised case however, though surprisingly for this case this does not lead to an increase in total energy consumption or comfort violations, though the power...
Table 5: Performance metrics for simulations of 2 building network for 3 different cases. Simulation times were recorded on an HP Elitebook 840 G2 with Intel Core i5-5200U CPU 2.20GHz 4, 4 GiB of RAM running on 64-bit Ubuntu.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Uncoordinated</th>
<th>Centralised</th>
<th>Price Coordinator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{total}}$</td>
<td>14.6225</td>
<td>15.0571</td>
<td>14.4825</td>
</tr>
<tr>
<td>CBV</td>
<td>0.0152</td>
<td>0.0162</td>
<td>0.0153</td>
</tr>
<tr>
<td>PSLV</td>
<td>6.1858</td>
<td>0</td>
<td>$1.5247 \times 10^{-5}$</td>
</tr>
<tr>
<td>Simulation Time [s]</td>
<td>19.1</td>
<td>21.8</td>
<td>29.7</td>
</tr>
</tbody>
</table>

Table 6: 2 building network simulation parameters. Note that the value of $u^{\text{max}}$ is not applicable in the uncoordinated case.

<table>
<thead>
<tr>
<th>Parameter [Units]</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u^{\text{max}}$ [kW]</td>
<td>3</td>
</tr>
<tr>
<td>$Q$</td>
<td>10</td>
</tr>
<tr>
<td>$R$</td>
<td>1</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
</tr>
<tr>
<td>Simulation time [days]</td>
<td>3</td>
</tr>
<tr>
<td>$N$ [# of time steps]</td>
<td>96</td>
</tr>
<tr>
<td>$[p^{\text{lin}}, p^{\text{quad}}]$ [£/kWh]</td>
<td>$[0.1, 0]$</td>
</tr>
<tr>
<td>Initial temperature [°C]</td>
<td>22</td>
</tr>
</tbody>
</table>

supply limit violations do increase.

Figure 5 shows how the price coordinator ‘negotiates’ with the building network in the first time step $k = 0$. Despite the high value of $Q/R$, the small change in $p^{\text{quad}}_{i,j,k}$ at $j = 1$ is able to influence the load profile of the network at the next price iteration $j = 2$. As these iterations progress, the peak occurring roughly at $i = 20$ is reduced to the point that it almost satisfies the power supply limit. This is not the case for the peak that occurs at $i = 60, 70$, for which the price coordinator tries to reduce by increasing ever more the price. This is ineffective however, since the optimal solution of the MPCs becomes to draw more power where $p^{\text{quad}}_{i,j,k} = 0$ and so the peak is only displaced. This explains the erratic load profile seen in the price coordinator case.
4.1.4. Pareto analysis of price coordinator performance

This Section analyses the effect of the comfort to flexibility ratio $Q/R$ on the performance of the price coordinator. To do this, Pareto curves for various values of $u^{\max}$ were produced as shown in Figure 6, plotting $E_{\text{total}}$ against CBV and displaying maximum power supply limit violations (a measure of peak reduction) using a colour gradient. $E_{\text{total}}$ was used as a performance metric since for constant $p_{k}^{\text{lin}}$ this is the same as the total electricity costs, though less ambiguous given the use in this paper of quadratic electricity price. Numbers above data points indicate the value of $Q/R$ to show the direction of increasing $Q/R$ on the Pareto curve, while the result for a CMPC, which only has a linear price penalty, is shown for comparison. Since the total electrical power drawn by the heat pumps in the 2 building network during occupancy was approximately 1.5 kW (see Figure 3a), values of the power supply limit above, below and at this value were chosen for this analysis. The parameters used for this analysis are shown in Table 7.

Figure 6 shows the effect of the tuning parameter $Q/R$ on the trade off between comfort and total cost. In Figure 6a the high value of $u^{\max} = 3$ means that reducing the network’s peak load does not require a significant trade off - the building network is able to reduce its peak power consumption without sacrificing total energy cost or comfort violations, as indicated by the CMPC solution which is located in the bottom left of Figure 6a. Here, a high value of $Q/R$ is advantageous as significant peak reduction is not needed. The high value of $Q/R$
Figure 5: Illustration of price coordination iterations for $k = 0$ and $j = 1, 2, 3, 4, 6$ and $10$. The x-axis represents the time steps in the MPC prediction horizon i.e. $i$. The total power drawn by the heat pumps is then $u_{j,k}^{\text{total}}$ plotted over $i$, and similarly for $P_{j,k}^{\text{grad}}$. 
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### Table 7: Simulation parameters for Pareto analysis.

30 logarithmically spaced points were used for $R$ (and therefore $Q/R$) while 3 different values of $u_{\text{max}}$ were used.

<table>
<thead>
<tr>
<th>Parameter [Units]</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\text{max}}$ [kW]</td>
<td>3</td>
</tr>
<tr>
<td>$Q$</td>
<td>10</td>
</tr>
<tr>
<td>$R$</td>
<td>1 - 1000</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
</tr>
<tr>
<td>Simulation time [days]</td>
<td>3</td>
</tr>
<tr>
<td>$N$ [# of time steps]</td>
<td>96</td>
</tr>
<tr>
<td>$[p_{\text{lin}}, p_{\text{quad}}]$ [£/kWh]</td>
<td>[0.1, 0]</td>
</tr>
<tr>
<td>Initial temperature [$^\circ$C]</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 6: Pareto curves for 3 different values of $u_{\text{max}}$ displaying the trade-off between comfort (CBV) and energy consumption ($E_{\text{total}}$) for the price coordinator. The colours of the markers show the maximum violation of the power supply limit during simulation, with green (bottom of colour bar) indicating no violations and red (top of colour bar) indicating a high peak violation, though different scales are used in the different figures. The maximum violation shown excludes violations for $k = 0$ since sometimes this was violated when additional price iterations would have ensured that this was satisfied. Numbers above the data points indicate the value of $Q/R$ at this location on the Pareto curve, though not all data points are labelled for the sake of clarity. The result for a CMPC with only a linear price penalty is shown for comparison.

The MPC objective function. Conversely, as $Q/R$ reduces, so does the emphasis on energy minimisation and as such, $E_{\text{total}}$ increases. Below a $Q/R$ ratio of approximately 0.1, the quadratic...
energy component begins to dominate the comfort component of the cost, leading to a reduction
in $E_{\text{total}}$ at the expense of an increase in comfort violation. In Figure 6b, a more traditional
Pareto curve is observed in which comfort comes at the cost of an increase in $E_{\text{total}}$ though
there is still an initial trade off between peak reduction and energy minimisation for high $Q/R$.
Figure 6c represents a case where comfort boundaries have to be violated in order to satisfy the
power supply limit. To achieve this, the quadratic energy component must dominate the comfort
violation component of the objective and as such, a low value for the $Q/R$ ratio is required to
ensure the price coordinator impact to be sufficient. This is emphasised by the high level of
comfort violation produced by the CMPC. While the CMPC requires complete knowledge of the
entire network of systems, the price-coordinator does not. To achieve a competitive performance
however, the price-coordinator must know the level of flexibility (captured here as the $Q/R$ ratio)
suited to the system.

It is clear from this that the required tuning of the ratio $Q/R$ is dependent on the $u^{\text{max}}$ (and
of course on the behaviour of the price controller) - a low value of $u^{\text{max}}$ which requires com-
fort bounds to be violated requires a low value of $Q/R$ (see Figure 6c) for the electricity price
increases chosen here. When comfort bounds do not have to be violated in order to satisfy the
power supply limit, the value of $Q/R$ matters less ((see Figures 6d and 6b), though lower values
may lead to unnecessary trade offs between total energy consumption and thermal comfort. This
disadvantages the price coordinator compared to the centralised controller in that the required
flexibility of the system (i.e. the tuning of $Q/R$ ratio) is not necessarily known in advance.

4.2. 100 building network case study

In an analagous way to Section 4.1.3, the 100 building network described in Section 3.2 was
simulated for 3 different cases, uncoordinated, centralised and price coordinator. The power sup-
ply limit was chosen to be 70 kW, since this intersected many of the peaks in power consumption
while not being so constraining that the price controller would have to violate comfort bounds.
Figure 7 displays the heat pump total power profiles $u_{\text{sum}}$ for the 3 cases while Table 9 compares
their performance metrics. The parameters used for the 100 building network simulation are
shown in Table 8 and were the same for all cases.

From Figure 7 it is evident that both the centralised controller and the price coordinator are
able to satisfy the power supply limit, and both achieve this by spreading the peaks in $u_{\text{sum}}$ over
a longer period of time and therefore reducing their size. As noted in Section 4.1.3, the building
Table 8: Simulation parameters for the 100 building network case study. Note that the value of $u_{\text{max}}$ is not applicable to the uncoordinated case.

<table>
<thead>
<tr>
<th>Parameter [Units]</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation time [days]</td>
<td>3</td>
</tr>
<tr>
<td>$R$</td>
<td>10</td>
</tr>
<tr>
<td>Horizon length [# of samples]</td>
<td>96</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
</tr>
<tr>
<td>$[p_{\text{lin}}, p_{\text{quad}}]$ [£/kWh]</td>
<td>[0, 1, 0]</td>
</tr>
<tr>
<td>$Q$</td>
<td>10</td>
</tr>
<tr>
<td>Initial temperature ($^\circ$C)</td>
<td>22</td>
</tr>
<tr>
<td>$u_{\text{max}}$ (kW)</td>
<td>70</td>
</tr>
</tbody>
</table>

Figure 7: Simulation results for the 100 building network case study. From left to right: uncoordinated, centralised and price coordinator case. Left axis is total power drawn by the network while right axis is the electricity price $p_{\text{quad}}$ resulting from the price coordinator simulation.

The network’s load profile is more erratic for the price coordinator’s case compared to the centralised case, though the increased building network size dampens this effect to some degree. Table 9 shows that the centralised approach is better than the price coordinator in terms of energy usage (0.7%), comfort boundary violations and power supply limit violations, though negligibly so. The increase in energy usage for example would amount to a difference of merely 7 kWh/building assuming 90 similar winter days. The centralised controller however took almost 8 times longer to simulate compared to the uncoordinated case, while the price coordinator only twice as long.
Table 9: Performance metrics for simulations of 100 building network for 3 different cases. Simulation times were recorded on an HP Elitebook 840 G2 with Intel Core i5-5200U CPU 2.20GHz, 4 GiB of RAM running on 64-bit Ubuntu.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Uncoordinated</th>
<th>Centralised</th>
<th>Price Coordinator</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{total} )</td>
<td>9.1921</td>
<td>9.2459</td>
<td>9.3230</td>
</tr>
<tr>
<td>CBV</td>
<td>0.0114</td>
<td>0.0070</td>
<td>0.0110</td>
</tr>
<tr>
<td>PSLV</td>
<td>0.8971</td>
<td>0</td>
<td>0.00028794</td>
</tr>
<tr>
<td>Simulation Time [min]</td>
<td>18</td>
<td>135</td>
<td>39</td>
</tr>
</tbody>
</table>

4.3. Discussion of results and suggestions for future work

The results of Section 4.2 show that the price coordinator is able to achieve its objective of satisfying the power supply limit constraint while comparing favourably with the centralised case, with similar key performance metrics and a fourfold decrease in computation time. This approach is highly flexible since the objective function of the MPCs contains three terms minimizing energy consumption or costs, comfort violations and peak magnitudes, allowing for an a priori trade-off between these three objectives to be explored. The price coordinator algorithm used here is however quite crude, since some increases in \( p_{qij}^{\text{quad}} \) have no effect on the MPCs control strategy while others are unnecessarily large (see Figure 5). More sophisticated methods for choosing \( p_{qij}^{\text{quad}} \) at each iteration, based on machine learning for example, could decrease the number of iterations and hence computation time while leading to solutions closer to the centralised case. Future work could also look at incorporating a time varying tariff for \( p_{q}^{\text{lin}} \) as is the case with some retailers (e.g. Octopus energy in the UK) to see what effect, if any, this has on the price coordinator’s performance.

This approach suffers from a number of disadvantages. While the multi-objective formulation of the MPC is flexible, Section 4.1.4 demonstrated that low tunings of \( Q/R \) could lead to unnecessary trade-offs, e.g. sacrificing total energy and comfort violations to satisfy the power supply limit when the centralised case shows that this is possible without any significant trade-off. Competitive performance of the price controller therefore requires tuning which may not be possible to do adequately a priori. Further work on the price coordinator could address this point by developing an algorithm that tuned the price coordinator and MPC parameters online. The price coordinator approach is also not well suited for other coordination problems, such as
building zones with interacting dynamics, without modification to the price coordinator. Finally, if the goal is to satisfy the power supply limit at all costs, there is no guarantee of doing this for a finite number of price iterations and the resulting solution is not guaranteed to be close to that of the centralised case.

5. Conclusion

In this paper, a hierarchical price coordinator was used to coordinate heat pumps in a building network in the presence of a power supply limit. The price coordinator method is a satisfyingly intuitive way of achieving coordination since peaks in power demand are reduced by increasing a pseudo electricity price, though a quadratic electricity price was used since a linear electricity price was not suitable for coordination. This approach is advantageous since it requires little information exchange between the MPCs and the building network while scaling better with the network size and being more reliable than the centralised case. It is also flexible, since a trade off between minimising total costs, comfort violations and peak magnitudes can be done explicitly. In its current form however, the proposed method could lead to unnecessary trade offs between these 3 criteria, warranting future research into algorithms for the price coordinator that improve on the proportional based method presented here. Finally, a 100 building network case study was presented which demonstrated that the price coordinator was able to perform similarly to the centralised case, with an increase in energy consumption of less than 7 kWh per building per year.
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