Finding extremal periodic orbits with polynomial optimisation, with application to a nine-mode model of shear flow
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Abstract

Tobasco et al. [Physics Letters A, 382:382–386, 2018] recently suggested that trajectories of ODE systems which optimise the infinite-time average of a certain observable can be localised using sublevel sets of a function that arise when bounding such averages using so-called auxiliary functions. In this paper we demonstrate that this idea is viable and allows for the computation of extremal unstable periodic orbits (UPOs) for polynomial ODE systems. First, we prove that polynomial optimisation is guaranteed to produce auxiliary functions that yield near-sharp bounds on time averages, which is required in order to localise the extremal orbit accurately. Second, we show that points inside the relevant sublevel sets can be computed efficiently through direct nonlinear optimisation. Such points provide good initial conditions for UPO computations. We then combine these methods with a single-shooting Newton–Raphson algorithm to study extremal UPOs for a nine-dimensional model of sinusoidally forced shear flow. We discover three previously unknown families of UPOs, one of which simultaneously minimises the mean energy dissipation rate and maximises the mean perturbation energy relative to the laminar state for Reynolds numbers approximately between 81.24 and 125.

1 Introduction

In the study of dynamical systems governed by nonlinear differential equations, the problem of finding unstable periodic orbits (UPOs) is of significant interest. The set of UPOs forms a skeleton for the chaotic dynamics of many nonlinear dissipative systems [1] and is sometimes dense in the chaotic attractor [2]. Therefore, the identification of UPOs is useful to understand the topology of the attractor. In addition, knowledge of UPOs and their respective stability eigenvalues can be leveraged to calculate the infinite-time average of any observable of interest over chaotic trajectories through a cycle expansion of the corresponding dynamical zeta function [3, 4]. A detailed treatment of cycle expansions can be found in [5]. Finally, UPOs also play a key role in the control of chaos [6].

One of the main challenges in the computation of UPOs is that the convergence of the Newton–Raphson algorithm applied to the flow map [5, Ch. 7], [7] relies on the availability of
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good initial guesses for both the UPO (or at least one point on it) and its period. One popular method to search for such initial guesses was introduced by Auerbach et al. [8], who suggested to look for near periodic sections of simulated chaotic trajectories, which signal shadowing of a UPO. Another approach exists for systems with at least two local attractors; see, for instance, [9–11]. The idea behind this approach is that initial conditions on the boundary of the local attraction basins converge to neither attractor, but rather to one of possibly many unstable “edge states”, whose stable manifolds are embedded in the basin boundary. Using a simple bisection algorithm, one can obtain a point lying very close to the basin boundary, such that its forward trajectory approaches very closely an edge state—very often, a UPO. Both aforementioned methods have proved effective in practice and are applicable to very-high-dimensional systems. However, there is little control on which UPOs can be identified.

In this work, we consider the problem of computing UPOs that are extremal, in the sense that they maximise or minimise the infinite-time average of a certain observable. Such orbits are especially interesting for control purposes, since their knowledge allows to design control strategies to stabilise desired dynamics or suppress undesired ones. Observe also that every periodic orbit is extremal for at least one observable, such as its own indicator function (equal to one on the periodic orbit and zero elsewhere). Thus, studying extremal UPOs in not restrictive. In particular, although indicator functions can not be used in our approach, varying the observable whose time average is to be optimised still allows one to systematically probe the state space and potentially identify a large number of periodic orbits.

The identification of extremal UPOs is inherently linked to the study of infinite-time averages of scalar-valued observables, as these are typically maximised (or minimised) on periodic orbits [12]. For systems governed by ordinary differential equations (ODEs), extremal time averages can be bounded rigorously to arbitrary accuracy using so-called auxiliary functions of the system’s state, which are similar to but distinct from the Lyapunov functions used in nonlinear stability analysis. This strategy, proposed by Chernyshenko et al. [13] and further considered in [14–16], generalises the “background method” developed by Doering & Constantin in fluid mechanics [17–20], which amounts to using a quadratic auxiliary function [21]. A dual formulation of the same approach, in the sense of convex duality, also exists and is based on the connection between infinite-time averages and invariant measures [22–24]. Auxiliary functions are attractive for two reasons. First, the optimisation of auxiliary functions is a convex problem, while directly optimising time averages over trajectories is a nonconvex and nonlinear problem. Second, for ODE systems with polynomial dynamics, polynomial auxiliary functions can be constructed and optimised numerically using methods for polynomial optimisation. Indeed, the constraint to be satisfied by any candidate auxiliary function becomes a polynomial inequality, and one can strengthen it into the condition that this polynomial admits a sum-of-squares (SOS) decomposition. Problems with SOS constraints can be posed as semidefinite programs (SDPs) and can be solved computationally using algorithms with polynomial-time complexity [25]. This connection has been exploited to study a number of properties of dynamical systems beyond time averages, including nonlinear stability analysis [13, 26–28], estimation of regions of attraction [29, 30] and nonlinear control [31–33].

The connection between auxiliary functions proving bounds on infinite-time averages and the corresponding extremal trajectories, which are often UPOs, has been recently established by Tobasco et al. [24]. Precisely, if an auxiliary function produces nearly sharp bounds, then it can be used to construct a function whose sublevel sets localise extremal and near-extremal trajectories in state space. Here we leverage this observation and propose a new approach to compute extremal UPOs for ODE systems with polynomial dynamics. The first step in this approach is to construct near-optimal auxiliary functions using SOS optimisation. We prove
that this is always possible with a small modification to the computational methods described in the previous works [13–15]. This follows from the argument in [24] using a standard argument in SOS optimisation, and is the dual version of Theorem 2 in [23]. The second step is to compute points in the ε-sublevel set of the function constructed using the near-optimal auxiliary function for small ε, and use these as initial conditions for converging to UPOs with existing algorithms. We demonstrate that while full sublevel sets of multivariate polynomials in high-dimensional spaces cannot be computed in practice, good initial conditions can be obtained with relatively inexpensive nonlinear optimisation methods such as quasi-Newton methods.

As a proof of concept, we apply our new method to a nine-dimensional model of sinusoidally forced shear flow [34]. We consider this particular system for two reasons. First, it is sufficiently low dimensional for the aforementioned SOS optimisation approach to be computationally feasible, but it is also sufficiently high dimensional that approximating extremal UPOs by computing full sublevel sets of polynomials as suggested in [24] is not possible. Second, lower bounds on the mean energy dissipation rate in the model were computed by optimising polynomial auxiliary functions [13]. For values of the Reynolds number Re larger than 40, these bounds appear to converge to a value strictly smaller than both the dissipation rate of the laminar flow state and the simulated dissipation rate of the turbulent flow state as the degree of the polynomial auxiliary function is raised. It was conjectured in [13] this behaviour is due to the existence of some periodic orbit which saturates the bounds. While a relatively large number of families of UPOs have already been found for this flow model [35], there remains the possibility that other UPOs have thus far eluded researchers.

Here we investigate whether optimising polynomial auxiliary functions of higher degree improves the bounds reported in [13], and whether for $Re > 40$ the mean energy dissipation rate is indeed minimised by UPOs. Using the methods described above, we obtain approximations to the UPOs which minimise the infinite-time average of the energy dissipation rate, as well as those maximising the infinite-time average of the energy of perturbations from the laminar flow state. We use our approximations to find three new families of UPOs which do not appear to be among those reported in [35].

The rest of this work is structured as follows. Section 2 reviews the auxiliary function method to bound extremal infinite-time averages. In section 3 we describe our approach to localising UPOs using auxiliary functions. Section 4 explains how to construct near-optimal auxiliary functions using SOS optimisation and includes theoretical results on the convergence of the numerical bounds to the extremal time average, as well as on the exploitation of symmetries in computations. Readers interested in computing UPOs may skip this section at first reading. Section 5 reports the results obtained when applying our methods to the nine-mode shear flow model from [34]. Finally, section 6 suggests possible future research directions and offers concluding remarks.

2 Infinite-time averages and auxiliary functions

Bounding infinite-time averages using auxiliary functions is the first step in our approach to computing extremal UPOs. Consider an autonomous dynamical system governed by the ODE

$$\frac{da}{dt} = f(a), \quad a(0) = a_0,$$

(1)

where $a \in \mathbb{R}^n$ and $f : \mathbb{R}^n \to \mathbb{R}^n$ is continuously differentiable. Following [24], we assume that there exists a compact set $\Omega$ in which all solutions $a(t;a_0)$ of (1) eventually remain, irrespective of the initial conditions $a_0$. Such a set may be found in a variety of ways, but one very common
approach is to let \( \Omega = \{ a \in \mathbb{R}^n \mid W(a) \leq C \} \), where \( W : \mathbb{R}^n \to \mathbb{R} \) is a radially unbounded and continuously differentiable function such that
\[
\lambda f(a) \cdot \nabla W(a) \leq C - W(a) \quad \forall a \in \mathbb{R}^n,
\] (2)
for some scalars \( C \) and \( \lambda > 0 \). While these conditions produce a globally absorbing set (this follows from Gronwall’s inequality; see, e.g., [15, 16]), we need not assume that \( \Omega \) is absorbing; trajectories may transiently leave \( \Omega \), provided that they eventually re-enter and remain in it. In particular, any closed ball containing a globally absorbing set is a suitable choice for \( \Omega \).

Given a continuous function \( \Phi : \mathbb{R}^n \to \mathbb{R} \), which represents an observable of interest, we define its infinite-time average along the trajectory starting from \( a_0 \) as
\[
\overline{\Phi}(a_0) := \limsup_{T \to \infty} \frac{1}{T} \int_0^T \Phi[a(t; a_0)] \, dt.
\] (3)
We use the \( \limsup \) in this definition because time averages need not converge. As already noted in [24], \( \overline{\Phi}(a_0) \) could alternatively be defined using the \( \liminf \), with no effect on the results presented in this work. Conditions under which time averages do converge are discussed in [37].

We are interested in the maximal value of \( \Phi \) over all trajectories,
\[
\Phi^* := \max_{a_0 \in \Omega} \Phi(a_0),
\] (4)
as well as the initial conditions and corresponding trajectories which achieve it. Observe that considering maximal time averages only is not restrictive because the minimal value of \( \overline{\Phi} \) coincides with the maximum of \( -\overline{\Phi} \). Additionally, there is no loss of generality in assuming that the initial condition belongs to \( \Omega \) because every trajectory enters it after some finite time, and the part of the trajectory before this time gives no contribution to \( \Phi(a_0) \).

Tobasco et al. [24] proved that (4) is a well-posed optimisation problem and that there exist optimal initial conditions \( a_0^* \) such that \( \overline{\Phi}(a_0^*) = \Phi^* \). In fact, there are clearly infinitely many such optimal initial conditions because \( \overline{\Phi}[a(t; a_0^*)] = \overline{\Phi}(a_0^*) \) for any fixed time \( t \). The same authors also proved that \( \Phi^* \) can be characterised equivalently as the optimal value of a minimisation problem, originally proposed in [13] and further studied in [14–16, 31], over continuously differentiable auxiliary functions \( V : \mathbb{R}^n \to \mathbb{R} \).

Precisely,
\[
\Phi^* = \inf_{V \in C^1(\Omega)} \max_{a \in \Omega} \{ \Phi(a) + f(a) \cdot \nabla V(a) \}.
\] (5)
In fact, since \( \Omega \) is compact by assumption, polynomials are dense in \( C^1(\Omega) \) [38, Ch. 1, Theorem 1.1.2] and the minimisation on the right-hand side may be restricted to the space \( \Pi_n \) of \( n \)-variate polynomials:
\[
\Phi^* = \inf_{V \in \Pi_n} \max_{a \in \Omega} \{ \Phi(a) + f(a) \cdot \nabla V(a) \}.
\] (6)
Replacing \( C^1 \) functions with polynomials may of course prevent the infimum over \( V \) in (6) from being attained even when that in (5) is, but this will not be important for our purposes. Whether the infimum in (5) is attained and under which conditions an optimal polynomial \( V \) exists are open theoretical questions that go beyond the scope of the present work.

The right-hand side of (6) can be understood as the minimisation of upper bounds on \( \Phi^* \) derived from two simple observations. The first is that
\[
\Phi + f \cdot \nabla V(a_0) \leq \max_{a \in \Omega} \{ \Phi(a) + f(a) \cdot \nabla V(a) \}
\] (7)
irrespective of the initial condition \( a_0 \) because infinite-time averages are determined only by the portion of trajectory that remains in \( \Omega \). The second is that the infinite-time averages of \( \Phi \) and \( \Phi + f \cdot \nabla V \) are equal for any polynomial \( V \) because

\[
f[a(t)] \cdot \nabla V[a(t)] = \frac{d}{dt} V[a(t)] = \lim_{T \to \infty} \frac{V[a(T)] - V(a_0)}{T} = 0.
\] (8)

The key feature of the minimax problems in (5) and (6) is that optimising auxiliary functions to obtain good upper bounds on \( \Phi^* \) does not require solving the ODE (1), but rather estimating the global maximum of \( \Phi + f \cdot \nabla V \) over \( \Omega \). For highly nonlinear or chaotic systems, therefore, finding nearly sharp bounds may be easier than a direct calculation of \( \Phi^* \) via extensive numerical simulations. In addition, while optimising fully general \( V \) is not easy, very good bounds can be obtained in practice by considering subsets of auxiliary functions that can be optimised numerically. This has already been clearly demonstrated by the results in [16, 36], where nearly optimal polynomial auxiliary functions for the Lorenz system and the Kuramoto–Sivashinsky equation were constructed numerically using SOS optimisation. In section 4 we show that if \( f \) and \( \Phi \) are polynomials and \( \Omega \) is a compact semialgebraic set subject to a mild technical condition, then arbitrarily sharp bounds on \( \Phi^* \) and the corresponding near-optimal auxiliary functions can be constructed numerically using a variation of the computational approach utilised in [13, 14, 16, 36].

3 Approximation of extremal trajectories

In addition to yielding arbitrarily sharp bounds on \( \Phi^* \), auxiliary functions can be used to localise the associated extremal trajectories in state space. To see this, suppose that a fully optimal auxiliary function \( V^* \) exists and is available. Then, the extremal trajectory \( a(t) \) must satisfy [14, 24]

\[
\lambda - (f[a(t)] \cdot \nabla V^*[a(t)] + \Phi[a(t)]) = 0
\] (9)

with \( \lambda = \Phi^* \). Since the quantity being averaged is nonnegative, the extremal trajectory must lie inside the set

\[
S_0 := \{ a \in \Omega : \lambda - [f(a) \cdot \nabla V^*(a) + \Phi(a)] = 0 \}.
\] (10)

While not all points in \( S_0 \) necessarily belong to the extremal trajectory, they provide guidance to locate it.

Unfortunately, an optimal auxiliary function may not exist because the infimum in (6) need not be attained. When it does exist, moreover, it may not be computable. Nevertheless, equation (6) implies that for any \( \delta > 0 \) there exists a \( \delta \)-suboptimal polynomial auxiliary function. More precisely, for all \( \delta > 0 \) there exists an integer \( d \) and \( V \in \Pi_{n,d} \) which proves a bound \( \Phi \leq \Phi^* + \delta \), where \( \Pi_{n,d} \) denotes the set of \( n \)-variate polynomials of degree \( d \) or less. In addition, we show in the next section that such \( V \) can always be computed numerically, although doing so for high-dimensional systems might require prohibitively large computational resources. As described in [24], any suboptimal \( V \) constructed numerically can also be used to approximately localise the extremal trajectory, although the results are weaker compared to the case in which \( V \) is optimal. Specifically, for any pair (\( \lambda, V \)), where \( \lambda \) is a \( \delta \)-suboptimal bound on \( \Phi^* \) and \( V \) is the corresponding \( \delta \)-suboptimal auxiliary function, let \( P_{\lambda,V} \) denote the nonnegative polynomial

\[
P_{\lambda,V}(a) := \lambda - [f(a) \cdot \nabla V(a) + \Phi(a)]
\] (11)

and consider the set of all points where \( P_{\lambda,V} \) is no greater than some arbitrary \( \varepsilon > 0 \):

\[
S_\varepsilon = \{ a \in \Omega : P_{\lambda,V} \leq \varepsilon \}.
\] (12)
For any $\delta$-suboptimal $V$, the extremal trajectory is guaranteed to lie in $S_\varepsilon$ for a fraction of time determined by the values of $\varepsilon$ and $\delta$. In particular, if the extremal trajectory is a periodic orbit, the fraction of its time period spent inside the set $S_\varepsilon$ is no smaller than $F := 1 - \delta/\varepsilon$ [24, Section 3]. Since $P_{\lambda,V}(a) \geq 0$ on the compact set $\Omega$, the volume of $S_\varepsilon$ is small for small $\varepsilon$. When $\delta \ll 1$, we can have $F$ close to 1 for $\varepsilon$ not too large, so $S_\varepsilon$ can be expected to approximate the location of extremal and near extremal trajectories. This has already been demonstrated in [24] for the Lorenz system [39].

Even when a polynomial auxiliary function $V$ producing a near-optimal bound $\lambda$ on $\Phi$ is available, however, approximating extremal trajectories using the full set $S_\varepsilon$ for a given $\varepsilon$ is computationally intractable except for very-low-dimensional ODE systems. When simply “gridding” the state space and evaluating $P_{\lambda,V}$ at the grid points to approximate $S_\varepsilon$ is not viable, a simpler strategy to compute points in $S_\varepsilon$ is to numerically look for points where $P_{\lambda,V}(a) \leq \varepsilon$ using any nonlinear minimisation algorithm, initialised using random initial conditions $a_0 \in \Omega$. The polynomial $P_{\lambda,V}$ is likely to be relatively “flat” in the immediate vicinity of the corresponding extremal trajectory, and steeper elsewhere. We therefore expect that the minimisation routine used would quickly descend to a flat region and then slowly approach a local minimum. In the process, one can obtain a sequence of points which are not local minima, but for which $P_{\lambda,V}(a) \leq \varepsilon$. In light of this, one should choose a minimisation algorithm which is unlikely to stall, but nevertheless converges slowly to local minima in order to produce many points in $S_\varepsilon$. Typical algorithms which fit these requirements are variants of the quasi-Newton method.

An important complication is that only a finite number of local minima of $P_{\lambda,V}$ may exist when $V$ is suboptimal. Thus, in order to obtain a larger collection of points in $S_\varepsilon$, one should not fully minimise $P_{\lambda,V}$. We propose two simple strategies to avoid this issue and produce a better approximation to $S_\varepsilon$. The first is to stop the minimisation routine prematurely by relaxing the tolerances. However, this prevents the computation of points where the functions used to define the stopping criteria take on values much smaller than their respective prescribed tolerances. Such points also lie in $S_\varepsilon$. Therefore, one should repeat the computation for progressively tighter tolerance values. The second approach is to use tight tolerances and store the sequence of points generated by the minimisation procedure as it progresses. In theory, this allows one to obtain a more extensive description of $S_\varepsilon$ than that obtained by not tracking the progress of the minimisation, leading to larger sections of the extremal trajectory being approximated. The two strategies are not exclusive, and the best results may be obtained when combining them. Whichever method is used, the process can be repeated by initialising the minimisation algorithm from different random initial conditions $a_0 \in \Omega$, in order to generate a large collection of points in $S_\varepsilon$. Observe that this process is amenable to a large degree of parallelisation, and can be scaled to high-dimensional systems by choosing inexpensive minimisation routines such as the BFGS quasi-Newton algorithm [40–43]. Our first approach was used in conjunction with the BFGS quasi-Newton algorithm to obtain the results presented in section 5.3. The MATLAB built-in function fminunc was used to implement the minimisation, with the step tolerance on $a$ (relative lower bound on the size of a step) set to $10^{-6}$ for all sets of results, and the first-order optimality tolerance (lower bound on $\|\nabla P_{\lambda,V}\|_\infty$) set to $10^{-6}$ for all results except for those presented in figure 7, where it was set to $5 \times 10^{-7}$.

Any points computed using this heuristic procedure provide educated initial guesses for algorithms that converge to UPOs by evolving the system’s dynamics forward in time. However, it should be stressed that there are no theoretical guarantees that our heuristic procedure will produce sufficiently accurate approximations to the extremal orbit. First, there might exist points in $S_\varepsilon$ that are not close to the extremal or near-extremal trajectories. Second, the analysis in [24] does not guarantee that the entire extremal trajectory is in $S_\varepsilon$. Therefore, one may not be able
to approximate the full trajectory in practice. Nevertheless, the results presented in [24] and those in section 5.3 demonstrate that very good approximations of the extremal orbits are often obtained in practice when $V$ is very close to optimal.

4 Numerical optimisation of auxiliary functions

The approach to approximating extremal UPOs described in the previous section relies on the availability of a near-optimal auxiliary function. The following subsections describe how suitable polynomial $V$ and $\lambda$ can be constructed computationally using SOS optimisation when $\Phi$ and (the entries of) $f$ are polynomials. Readers who are primarily interested in the application of our methods can safely skip this section at first reading and proceed to section 5 for numerical results.

4.1 Optimising auxiliary functions with SOS optimisation

Upper bounds on $\Phi^*$ can be optimised numerically when $V$ is restricted to belong to the set $\Pi_{n,d}$. For each integer $d$, the best upper bound on $\Phi^*$ available with $V \in \Pi_{n,d}$ is given by

$$\Phi^* \leq \inf_{V \in \Pi_{n,d}} \max_{a \in \Omega} \{ \Phi(a) + f(a) \cdot \nabla V(a) \}.$$  

$$= \inf_{V \in \Pi_{n,d}} \{ \lambda \mid \lambda - \Phi(a) - f(a) \cdot \nabla V(a) \geq 0 \text{ on } \Omega \}.$$  

(13)

The right-hand side is a convex and finite-dimensional minimisation problem with a polynomial inequality constraint. The optimisation variables are $\lambda$ and, in the most general case, the $(n+d)$ coefficients of $V$. Numerical solution of this problem to global optimality is difficult because polynomial inequalities are NP-hard except for a few special cases, such as univariate or quadratic polynomials [44]. To reduce the computational complexity, a common strategy is to replace nonnegativity with the sufficient condition that $\lambda - \Phi(a) - f(a) \cdot \nabla V(a)$ is representable as a sum of squares of other polynomials of degree no larger than $r(d)/2$, where

$$r(d) = \deg (\lambda - \Phi - f \cdot \nabla V)$$

$$= \max \{ \deg(\Phi), \deg(f) + d - 1 \}.$$  

(14)

While not all nonnegative polynomials admit an SOS representation, its existence (or lack thereof) can be established in polynomial time by solving an SDP [45, 46]. Additionally, a variety of open-source software packages are available to automatically reformulate optimisation problems with SOS constraints as SDPs and solve them. Upon strengthening the nonnegativity constraint in (13) with an SOS constraint, one obtains the computable upper bound

$$\Phi^* \leq \inf_{V \in \Pi_{n,d}} \{ \lambda \mid \lambda - \Phi - f \cdot \nabla V \in \Sigma_{n,r(d)} \},$$  

(15)

where $\Sigma_{n,q}$ denotes the set of $n$-variate SOS polynomials of degree no larger than $q$. By increasing $d$, the degree of $V$, one obtains a sequence of nonincreasing bounds on $\Phi^*$. This is the approach followed in [13, 14, 16, 36].

The SOS constraint in (15) enforces that $\lambda - \Phi(a) - f(a) \cdot \nabla V(a)$ is nonnegative everywhere on $\mathbb{R}^n$, not only on $\Omega$. A weaker sufficient condition for nonnegativity on $\Omega$, which also relies on SOS polynomials, can be formulated if $\Omega$ is a semialgebraic set. Precisely, assume that

$$\Omega = \{ a \in \mathbb{R}^n \mid g_1(a) \geq 0, \ldots, g_m(a) \geq 0 \}.$$  

(16)
for some polynomials \(g_1, \ldots, g_m\) of degree \(s\) or less. For each integer \(d\) such that \(r(d) \geq s\), consider the set
\[
\Lambda_d := \left\{ \sigma_0(a) + \sum_{i=1}^{m} \sigma_i(g_i(a)) \mid \sigma_0 \in \Sigma_{n,r(d)}, \sigma_1, \ldots, \sigma_m \in \Sigma_{n,r(d) - s} \right\}.
\] (17)

In other words, polynomials in \(\Lambda_d\) are weighted sums of SOS polynomials, where the weights are exactly the polynomials defining \(\Omega\). Clearly, polynomials in \(\Lambda_d\) are non-negative over \(\Omega\) and \(\Sigma_{n,r(d)} \subset \Lambda_d\). Since weighted SOS constraints can also be transformed into SDPs\(^1\), a computationally tractable upper bound on \(\Phi^*\) that improves on (15) is
\[
\Phi^* \leq \inf_{V \in \Pi_{n,d}} \inf_{\lambda \in \mathbb{R}} \left\{ \lambda \mid \lambda \Phi - f \cdot \nabla V \in \Lambda_d \right\}.
\] (18)

The real advantage of using weighted SOS constraints is that, if \(\Omega\) satisfies an additional mild condition, then we can guarantee that the infimum on the right-hand side converges to \(\Phi^*\) as the degree \(d\) of \(V\) tends to infinity. This means that, at least in principle, arbitrarily sharp bounds on \(\Phi^*\) can be computed by optimising polynomial auxiliary functions of sufficiently high degree using SOS optimisation. Theorem 1 below formalises these observations and is one of the main contributions of this paper. Its proof, which we report in detail below for completeness, is a standard argument in SOS optimisation and uses a result due to Putinar \([48, \text{Lemma 4.1}]\) on the existence of weighted SOS representations for strictly positive polynomials on a class of compact semialgebraic sets. For a detailed discussion of this result, known in the literature as Putinar’s Positivstellensatz, we refer the reader to section 2.4 in \([47]\).

**Theorem 1.** Suppose that \(\Omega\) is a compact semialgebraic set and that there exists \(L\) such that \(L - \|a\|^2 \in \Lambda_d\) for some integer \(d\). Then,
\[
\Phi^* = \lim_{d \to +\infty} \inf_{V \in \Pi_{n,d}} \inf_{\lambda \in \mathbb{R}} \left\{ \lambda \mid \lambda \Phi - f \cdot \nabla V \in \Lambda_d \right\}.
\] (19)

**Proof.** We only need to show that for every \(\varepsilon > 0\) there exists an integer \(d\) and a polynomial \(V \in \Pi_{n,d}\) such that \(\Phi^* + \varepsilon - \Phi - f \cdot \nabla V \in \Lambda_d\). Equality (6) guarantees the existence of an integer \(d'\) and a polynomial \(V \in \Pi_{n,d'}\) such that \(\Phi^* + \varepsilon - \Phi - f \cdot \nabla V\) is strictly positive on \(\Omega\). Then, by virtue of our assumptions on \(\Omega\), Putinar’s Positivstellensatz \([48, \text{Lemma 4.1}]\) guarantees that \(\Phi^* + \varepsilon - \Phi - f \cdot \nabla V\) belongs to the set of weighted SOS polynomials \(\Lambda_{d''}\) for some integer \(d''\). Setting \(d = \max(d', d'')\) concludes the proof since \(\Pi_{n,d''} \subset \Pi_{n,d}\) and \(\Lambda_{d''} \subset \Lambda_d\).

This result is dual to Theorem 2 in \([23]\), since polynomial auxiliary functions are dual to sequences of approximations to the moments of the invariant measure supported on the trajectory achieving the optimal average \(\Phi^*\); see \([47]\) for more details. In addition, observe that the assumption that \(L - \|a\|^2 \in \Lambda_d\) is mild and what is really needed is compactness. Indeed, any compact \(\Omega\) is contained within some ball \(L - \|a\|^2 \geq 0\), so we can always ensure that \(L - \|a\|^2 \in \Lambda_d\) by adding \(L - \|a\|^2 \geq 0\) to the list of polynomial inequalities that define \(\Omega\).

\(^1\)A weighted SOS constraint \(p \in \Lambda_d\) is equivalent to the \(m + 1\) SOS constraints \(p - \sum_{i=1}^{m} \sigma_i(g_i) \in \Sigma_{n,r(d)}\) and \(\sigma_1, \ldots, \sigma_m \in \Sigma_{n,r(d) - s}\). This formulation of weighted SOS constraints, also referred to as the generalised S procedure \([14, 30]\), is slightly suboptimal for computational purposes than the approach described in \([47, \text{Section 2.4}]\), because it introduces more optimisation variables than necessary. However, it is convenient because most software packages for SOS optimisation do not natively support the method of \([47, \text{Section 2.4}]\).
4.2 Exploiting symmetry in weighted SOS constraints

The computational cost of solving SOS optimisation problems increases quickly with problem size. As a result, solving the optimisation problem on the right hand side of (18) is practical only for small or medium sized problems, such that \( \binom{n+d}{d} \) is \( \mathcal{O}(100) \) or so. At the time of writing, the most computationally demanding part of our SOS approach to approximating extremal trajectories is the computation of near-optimal \( V \) and \( \lambda \) using SOS optimisation. This is due to the poor scalability of general-purpose algorithms for SDPs. To reduce computational cost, one can exploit information about the boundedness and symmetry of \( V \) that can be deduced a priori [16, Appendix A]. Theorem 2 below shows that symmetry can be exploited in weighted SOS constraints, too. A proof of this theorem is also presented below, where we adapt the argument of [16, Proposition 1].

**Theorem 2.** Let \( T : \mathbb{R}^n \to \mathbb{R}^n \) be an invertible linear transformation that generates a finite symmetry group, meaning that \( T^K \) is the identity for some integer \( K \). Suppose that the system, the function \( \Phi \) and the set \( \Omega \) are invariant under \( T \), meaning that \( f(Ta) = Tf(a) \), \( \Phi(Ta) = \Phi(a) \) and \( g_i(Ta) = g_i(a) \) for all \( i \in \{1, \ldots, m\} \). If there exist \( V, \sigma_0, \sigma_1, \ldots, \sigma_m \) that satisfy the weighted SOS constraint in (18):

\[
\lambda - \Phi(a) - f(a) \cdot \nabla V(a) = \sigma_0(a) + \sigma_1(a) g_1(a) + \cdots + \sigma_m(a) g_m(a).
\]

Consider now symmetrised versions of \( V, \sigma_0, \sigma_1, \ldots, \sigma_m \):

\[
\hat{V}(a) := \frac{1}{K} \sum_{k=0}^{K-1} V(T^k a),
\]

\[
\hat{\sigma}_i(a) := \frac{1}{K} \sum_{k=0}^{K-1} \sigma_i(T^k a) \quad \text{for} \quad i = 0, 1, \ldots, m.
\]

Note that \( \hat{V}(Ta) = \hat{V}(a) \) since \( T^K \) is the identity, and similarly for \( \hat{\sigma}_0, \hat{\sigma}_1, \ldots, \hat{\sigma}_m \). The claim is proven if:

\[
\lambda - \Phi(a) - f(a) \cdot \left[ \frac{1}{K} \sum_{k=0}^{K-1} (T^k)^T \nabla V(T^k a) \right] = \hat{\sigma}_0(a) + \hat{\sigma}_1(a) g_1(a) + \cdots + \hat{\sigma}_m(a) g_m(a).
\]

To show that the above equality holds, evaluate (20) at \( T^k a \) and use the symmetries of \( f \) and \( \Phi \) to obtain the following:

\[
\lambda - \Phi(a) - f(a) \cdot [(T^k)^T \nabla V(T^k a)] = \sigma_0(T^k a) + \sigma_1(T^k a) g_1(a) + \cdots + \sigma_m(T^k a) g_m(a).
\]

Averaging both sides of (23) for \( k = 0, 1, \ldots, K - 1 \) gives (22), thus proving the claim.

A similar argument also holds if one wishes to prove a globally absorbing set using an SOS relaxation of the sufficient condition (2). Specifically, if the ODE is invariant under a linear transformation \( T \), then there is no loss of generality in assuming that the function \( W \) in an SOS relaxation of the inequality (2) is also \( T \)-invariant.
5 Application to a model of shear flow

To demonstrate the techniques described so far, we apply them to study a nine-dimensional quadratic ODE system. The system was introduced by Moehlis et al. [34] as a model of sinusoidally forced shear flow in a periodic channel, and takes the form

\[ \frac{da_i}{dt} = \lambda_1 \delta_{i1} - \frac{1}{Re} \lambda_j a_j + N_{ijk} a_j a_k, \quad i, j, k = 1, \ldots, 9, \] (24)

where summation over repeated indices is assumed and \( \delta_{i1} \) is the usual Kronecker delta. The state \( a = (a_1, \ldots, a_9) \) represents the amplitude of physically relevant flow modes, \( Re \) is the Reynolds number, and \( \lambda_j, N_{ijk} \) are numerical coefficients. All coefficients \( \lambda_j \) are strictly positive, so all modes are linearly damped, and \( \lambda_1 \leq \lambda_j \leq \lambda_9 \). The coefficients \( N_{ijk} \), instead, are such that \( N_{ijk} a_j a_k = 0 \), meaning that the quadratic terms conserve energy. Here we consider numerical values corresponding to the “NBC” configuration in [34, 35]. For this as well as all other possible configurations, system (24) is invariant under the two linear transformations

\[ T_1 a = (a_1, a_2, a_3, -a_4, -a_5, -a_6, -a_7, -a_8, a_9), \] (25a)
\[ T_2 a = (a_1, -a_2, -a_3, a_4, a_5, -a_6, -a_7, -a_8, a_9). \] (25b)

The linear transformations (25a,b) generate a four-element group \( \{1, T_1, T_2, T_1 T_2\} \). As noted in [35], if one finds a periodic or fixed point solution to (24), there will be up to three other symmetry-related periodic orbits or fixed points obtained by the actions of the elements of the symmetry group.

At all values of \( Re \), system (24) has a locally stable equilibrium point \( a_l = (1, 0, \ldots, 0) \), which represents the laminar flow state. For our chosen configuration, unsteady and often chaotic solutions corresponding to turbulent flows are observed for \( Re \geq 80.54 \), and a large collection of UPOs have been computed [35]. The laminar state is expected to be globally asymptotically stable below this value of \( Re \), and Lyapunov functions certifying global stability were constructed using SOS optimisation in [27] for \( Re < 54.1 \). For larger \( Re \), Chernyshenko et al. [13] optimised lower bounds on the infinite-time average of the energy dissipation rate,

\[ D := \sum_{i=1}^{9} \frac{\lambda_i a_i^2}{Re}, \] (26)

using polynomial auxiliary functions of degree up to 8. Here we repeat the computations using polynomials up to degree 10. We also compute bounds on the infinite-time average of the energy of perturbations from \( a_l \) (henceforth referred to as perturbation energy),

\[ E := (1 - a_1)^2 + \sum_{i=2}^{9} a_i^2. \] (27)

In both cases, we use the auxiliary functions obtained with SOS optimisation to approximate the extremal trajectories as described in section 3. All our SOS computations were implemented using the MATLAB modelling toolbox YALMIP [49] and the SDP solver MOSEK [50]. We also exploited the symmetries defined by (25a,b) as described in section 4.2 in order to reduce computational cost.

It can be shown that the unit ball centred at the origin absorbs trajectories of (24). Theorem 1 thus guarantees the existence of near-optimal \( V \) for the weighted SOS problem (18). Although the existence of near-optimal \( V \) is not guaranteed for the standard SOS problem (15), preliminary investigations suggested that it also yields near-optimal \( V \) and good orbit approximations. All numerical results reported below were therefore obtained by solving (15), because it is computationally less expensive than (18).
5.1 Bounds on the infinite-time average of energy dissipation rate

Figure 1 illustrates lower bounds on $\overline{D}$ computed by solving (15) with $\Phi = -D$ for $d = 2, 4, 6, 8$ and 10. The polynomial auxiliary functions $V$ used here are of more general ansätze, and some of higher degree, than those used to derive the bounds in [13], which results in tighter bounds. Also shown in the figure are one of the families of UPOs found in [35], born at $Re = 80.54$, and three branches discovered using the strategy outlined in section 3 (see section 5.3 for more details). These branches, which we refer to as PO1, PO2 and PO3, are born at $Re = 81.24$, $Re = 241.5$ and $Re = 330.2$ respectively, and are to the best of our knowledge new and not among those reported in [35].

In the range $82 \lesssim Re \lesssim 125$, as the degree of $V$ increases, the lower bounds converge to the lower PO1 branch, which therefore represents a family of minimal orbits for $\overline{D}$ for this range of Reynolds numbers. At $Re = 89$, for example, our numerically computed bound with degree-10 $V$ is only 0.0494% less than the average over the numerically computed periodic orbit. This resolves the conjecture that the gap between the bounds on $\overline{D}$ in [13, Figure 1] and values corresponding to the laminar solution $\alpha_l$, as well as that between the bounds and the simulated dissipation rate of the turbulent flow, was due to the existence of a branch of UPOs which saturates the bounds (at least in the aforementioned range of $Re$).

From $Re \approx 125$, the SOS bounds begin to deviate from the lowermost branch of PO1 orbits. This can be seen clearly in panel (b) of figure 1. Increasing the degree of $V$ to 12 brings no
Figure 2: (a) Upper bounds on $\mathcal{E}$ computed by optimising over polynomial auxiliary functions of degree 6 (○), 8 (●) and 10 (★). Also shown are families of UPOs computed by Moehlis et al. [35] (——), and three new families of UPOs (—). (b,c) Detailed views of the results in panel (a).

significant improvement in the bounds for $Re > 125$, suggesting that the degree-10 $V$ used are almost optimal. We conjecture that there exists another family of UPOs with lower mean energy dissipation rate than all known UPOs, although attempts to find it have so far been unsuccessful. We will return to this issue in section 5.3.

Finally, for $Re \lesssim 67$, the SOS bounds computed with degree-10 $V$ deviate from the values corresponding to the laminar state by less than the numerical tolerance of the SDP solver. We believe that the laminar solution is globally stable up to $Re = 80.54$—the point at which the first family of orbits is born—meaning that our SOS bounds in the range $67 \lesssim Re \lesssim 80.54$ are far from sharp and $V$ of very high degree is required to produce sharp bounds near criticality. We leave it to future work to determine possible reasons for this behaviour, and whether it is generic.

5.2 Bounds on the infinite-time average of perturbation energy

Figure 2 shows upper bounds on $\mathcal{E}$ computed by solving (15) with $\Phi = \mathcal{E}$ for $d = 6, 8$ and 10. The figure also illustrates the mean perturbation energy of numerous families of UPOs discovered by Moehlis et al. [35], as well as that of the three new families PO1, PO2 and PO3. As the degree of $V$ is raised, in the range $82 \lesssim Re \lesssim 125$ the upper bounds on $\mathcal{E}$ converge to the same branch of UPOs in the family PO1 which minimises $\mathcal{D}$. At $Re = 90$, for example, the bound computed with degree-10 $V$ is larger than the average over the UPO by only 0.0775%. This branch of orbits is simultaneously maximal for $\mathcal{E}$ and minimal for $\mathcal{D}$. As for the case of the mean energy dissipation
5.3 Approximations to extremal periodic orbits

The same auxiliary functions optimised with SOS programming to bound \( \mathcal{E} \) and \( \mathcal{D} \) can be used to approximate the corresponding extremal trajectories as described in section 3. Fixing \( \Phi \) to be either \( -\mathcal{D} \) or \( \mathcal{E} \), problem (15) was solved by optimising over polynomial auxiliary functions \( V \) of the form \( P_9(\mathbf{a}) + \|\mathbf{a}\|^{10} \) or \( P_{10}(\mathbf{a}) \), where \( P_k(\mathbf{a}) \in \Pi_{9,k} \). In each case, the polynomial \( \mathcal{P}_{\lambda,V} \) defined as in (11) was built with numerically determined coefficients. We then proceeded by minimising \( \mathcal{P}_{\lambda,V} \) over \( \mathbb{R}^n \) from random initial conditions with the BFGS quasi-Newton algorithm \([40–43]\) to obtain points that lie in the set \( \mathcal{S}_\varepsilon \) for some small \( \varepsilon \).

The red dots in figure 3 show the SOS approximation to the trajectory maximising \( \mathcal{E} \) at \( Re = 95 \). The results were obtained with \( V = P_9(\mathbf{a}) + \|\mathbf{a}\|^{10} \) and \( \varepsilon = 2.55 \times 10^{-4} \). These points resemble closed curves, suggesting that the extremal trajectory is a UPO. Indeed, using any of the points as the initial guess for a basic single-shooting Newton–Raphson algorithm \([5, \text{Ch. 7}], [7]\), we found a UPO that fits our approximation extremely well. Other UPOs at \( Re = 95 \) which
are simultaneously maximal for $\mathcal{E}$ can be obtained from symmetry considerations, as described after (25b). All such UPOs are plotted as black lines in figure 3. Numerical continuation of one of these symmetry-related orbits using the package MatCont [51] yields the family of UPOs so far referred to as PO1. No bifurcations were detected using MatCont on the extremal PO1 branch (upper PO1 branch in figure 2). The PO1 family is not among the UPOs reported in [35], exists for $Re = 81.24$ and, as described in section 5.2, it maximises $\mathcal{E}$ up to $Re \approx 125$.

The same UPOs shown in figure 3 are also plotted in figure 4, this time alongside our SOS approximation of the minimal orbits for $\mathcal{D}$. This approximation was obtained with $V = P_9(a) + \|a\|^{10}$ and $\varepsilon = 1.23 \times 10^{-7}$; a different value for $\varepsilon$ is used because near-optimal bounds on $\mathcal{D}$ require a different $V$ than near-optimal bounds on $\mathcal{E}$. It is clear that the same branch of PO1 orbits simultaneously minimises the mean dissipation rate and maximises the mean perturbation energy. Although the approximation obtained when bounding the former is slightly worse, our Newton–Raphson solver converged robustly to the same UPO using initial guesses from either approximation. Surprisingly, for both choices of $\Phi$ specifying a more general ansatz for $V$ results in a worse approximation of the extremal periodic orbits. Figure 5 shows our SOS approximation of the orbits maximizing $\mathcal{E}$, obtained with a generic degree-10 $V$ and $\varepsilon = 2.55 \times 10^{-4}$. The approximation is qualitatively correct but there is a marked offset of $O(0.01)$ in the $a_1$ direction. Equally worse approximations are obtained with generic degree-10 $V$ when approximating the orbits minimising $\mathcal{D}$ (not shown for brevity). One possible explanation for this behaviour is that while multiple choices of $V$ yielding the same bound on $\Phi^*$ exist, not all provide a good approximation to the extremal trajectories. Optimising $V$ over a larger class of polynomials might lead to the same bound on $\Phi^*$ (within reasonable numerical tolerances) but a poorer approximation of the extremal trajectory, because this is not penalised. Another factor is that the optimisation problem (15) becomes increasingly ill-conditioned as the degree of $V$ and the number of optimisation variables increases. This is a common problem for large SOS programs [52]. Restricting the form of $V$ used in our computation counteracts both these facts, and we believe that this is
why it results in a slightly better orbit approximation. A more systematic investigation, both theoretical and computational, is left for future work.

An identical approximation of the maximal orbits for $\mathcal{E}$ was performed at $Re = 105$. At this higher value of $Re$, the SOS bounds on $\mathcal{E}$ and $\mathcal{D}$ still agree very well with the averages over the most extremal UPOs of the PO1 family. Figure 6 shows these orbits, together with the SOS approximations obtained after optimising $V = P_9(a) + \|a\|^{10}$ to yield near-optimal bounds on $\mathcal{E}$. The approximation points were computed with $\varepsilon = 3.93 \times 10^{-6}$. The results are just as convincing as at $Re = 95$, and equally good approximations are obtained when maximising lower bounds on $\mathcal{E}$.

Finally, we repeated the analysis at $Re = 250$, for which there remains a gap between the available UPO data and our bounds on both $\mathcal{E}$ and $\mathcal{D}$. Figure 7 compares the most extremal known UPOs at $Re = 250$ to our SOS approximations of the extremal orbits, which consist of points in the set $\mathcal{S}_{4.71e-6}$ obtained after optimising upper bounds on $\mathcal{E}$ with $V = P_9(a) + \|a\|^{10}$. The two do not match and the SOS approximations do not look like closed orbits, although they do resemble sections of a UPO. Even worse results were obtained when maximising lower bounds on $\mathcal{D}$. It should be stressed once again that the approximation procedure of section 3 is not guaranteed to localise the entire extremal UPO, but only regions of state space where it spends a large fraction of its time period, provided that $V$ is very close to optimal. The small difference in the optimal bound on $\mathcal{E}$ obtained with degree-8 and degree-10 $V$ (cf. figure 2) suggests that the latter is close to optimal, and we conjecture that the extremal UPO at $Re = 250$ indeed passes near the approximating points shown in figure 7. We also expect that $V$ of higher degree would produce a better approximation, but we could not test this due to both the increase in required computational resources and the aforementioned degradation in numerical conditioning.

Unfortunately, the approximation points in figure 7 did not provide sufficiently good initial conditions to converge to the extremal UPO at $Re = 250$ with our single-shooting Newton–Raphson algorithm. This is due in part to our degree-10 $V$ not being sufficiently close to optimal, but also due to the UPOs of the system becoming more and more unstable as the Reynolds...
number is raised. We believe that the latter issue is particularly relevant, and that it could be resolved with multiple-shooting or other, more sophisticated methods for converging UPOs beyond the authors’ expertise.

For some initial points, however, our basic single-shooting Newton–Raphson algorithm did converge to a UPO not reported in [35], which is plotted in figure 7 together with three others obtained from symmetry considerations. This UPO was then numerically continued using MatCont to produce the family previously referred to as PO2. The orbits shown in figure 7 belong to the upper branch of this family in figure 2. A third family of UPOs, earlier referred to as PO3, bifurcates from this outer branch. Finally, although no bifurcations were detected on the outer extremal branch of the PO1 family using MatCont, the PO2 family in fact bifurcates from this outer branch. This can be seen clearly in panel (c) of figure 2.

6 Conclusions

In this paper we discussed the numerical implementation of an approach to approximate trajectories that maximise or minimise infinite-time averages of ODE systems governed by polynomial dynamics. The approach, originally proposed in [24], relies on the construction of an auxiliary function $V$ that produces a near-sharp bound $\lambda$ on the infinite-time average of a quantity $\Phi$, followed by the computation of sublevel sets $S_\varepsilon$ of the function $\lambda - \Phi - f \cdot \nabla V$. Here, we have proved that arbitrarily optimal polynomial $V$ and the corresponding bounds can always be constructed computationally when the optimisation problem (6) is implemented using weighted SOS constraints. Since such constraints can be reformulated as SDPs, the first step of the approximation procedure can always be carried out efficiently (precisely, in polynomial time) given enough computational resources. We have also proposed a simple and highly parallelisable scheme based on direct nonlinear minimisation of $\lambda - \Phi - f \cdot \nabla V$ to compute points in the set $S_\varepsilon$ for high-dimensional systems, for which finding the whole set $S_\varepsilon$ is impossible in practice. These
Figure 7: Most extremal known UPOs for $E$ at $Re = 250$, projected onto various 2D subspaces (→). Also shown are points in the set $S_{4.71}^- (\bullet)$, with the auxiliary function used of the form $P_9(a) + \|a\|^{10}$.

points often approximate the extremal trajectories well, and provide good initial conditions to algorithms for converging UPOs.

The potential of these methods was demonstrated by applying them to a nine-dimensional model of shear flow [34]. We have calculated upper bounds on the mean energy of perturbations from the laminar state and lower bounds on the mean energy dissipation rate at a range of $Re$, and produced approximations to the corresponding extremal orbits. This has resulted in the discovery of three families of UPOs, born respectively at $Re = 81.24$, $Re = 241.5$ and $Re = 330.2$. These families are, to the best of our knowledge new, and not among those previously reported in [35]. The first family of UPOs is simultaneously minimal for $\mathcal{D}$ and maximal for $\mathcal{E}$ when $81.24 \lesssim Re \lesssim 125$, but cease to be extremal at higher $Re$. The other two families of UPOs appear not to be extremal at any $Re$. Since increasing the degree of $V$ brings very little improvement in our bounds for both $\mathcal{D}$ and $\mathcal{E}$ when $Re \gtrsim 125$, we conjecture the existence of another family of UPOs, which simultaneously optimises both quantities and attains values that almost saturate the corresponding bounds. Finding these extremal orbits remains a topic for future work, although figure 7 gives an idea of the regions of state space in which they lie.

While we have focused on finding UPOs that optimise $\mathcal{E}$ and $\mathcal{D}$, other orbits can be discovered by varying the choice of $\Phi$. Indeed, any particular UPO can in principle be found by letting $\Phi$ be an indicator function, equal to unity on the UPO of interest and zero elsewhere, or a smooth polynomial approximation thereof. Of course, this cannot be done in practice unless a priori information on the location of a certain orbit is available. Nevertheless, varying $\Phi$ enables one to systematically search for periodic orbits guided by the SOS approximations. This much is true not only for the shear flow model considered here, but also for many other ODE systems. In addition, the methods can be extended to discrete-time and stochastic dynamics; see [23] for a discussion of this from the perspective of invariant measures.

In principle, the techniques discussed in this work are applicable to polynomial ODEs of arbitrarily high dimension. At the time of writing, however, constructing near-optimal auxiliary functions using off-the-shelf software becomes prohibitively expensive for ODEs with more
than $O(10)$ states, because the computational resources required by standard interior-point SDP solvers grow quickly as the degree of $V$ is raised, and the numerical conditioning degrades. To help alleviate these problems, Theorem 2 provides a method to reduce the number of decision variables in the related SDPs by invoking symmetries. Alternatives to computationally intensive general-purpose interior-point SDP solvers for optimisation with SOS constraints have been proposed recently \[53–55\] and further gains are possible if (scaled) diagonally dominant SOS constraints are used \[56\]. These are stronger than standard SOS conditions but can be implemented as linear or second-order cone programs instead of SDPs. We expect that the computational barrier to studying high-dimensional systems using SOS optimisation will be removed in the near future using a combination of any of these very promising techniques.

Finally, we remark that the algorithm we used in this work to numerically converge UPOs is a simple single-shooting Newton–Raphson method. Our SOS approximations to UPOs can be made even more useful if one employs more sophisticated techniques, which extract more information from the approximation than a single point used as the initial guess. One option is to initialise a multiple-shooting Newton–Raphson method \[57\] using a selection of the approximation points obtained from the SOS computation. Another interesting possibility is to leverage a variational method for finding UPOs introduced by Lan & Cvitanović \[58\] and further developed by Boghosian et al. \[59\]. This method finds a UPO by evolving an initial loop which approximates it. Connecting by smooth curves the approximation points obtained with the methods discussed in this work would generate such an initial loop, although it is not immediately clear how this connection should be performed. Whether the SOS approximation method presented here can successfully be utilised in conjunction with multiple-shooting or the variational approach of \[58, 59\] remains to be seen and should be investigated by future work. In principle, such a combined approach has the potential to become a powerful new method to tackle the long standing problem of searching for UPOs in differential dynamical systems.
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