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Abstract 

Planar discrete dislocation plasticity (DDP) calculations that simulate thin single crystal films 

bonded to a rigid substrate indented by a rigid wedge are performed for different values of 

film thickness and dislocation source density. As in prior studies, an indentation size effect 

(ISE) is observed when indentation depth is sufficiently small relative to the film thickness. The 

dependence of the ISE on dislocation source density is quantified in this study, and a modified 

form of the scaling law for the dependence of hardness on indentation depth, first derived by 

Nix and Gao, is proposed, which is valid over the entire range of indentation depths and 

correlates the length scale parameter with the average dislocation source spacing. Nano-

indentation experimental data from the literature are fitted using this formula, which further 

verifies the proposed scaling of indentation pressure on dislocation source density. 
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1 Introduction  
Small-scale indentation is increasingly used to measure yield stress and Young’s modulus for 

thin films and small material volumes. It has been established experimentally that continuum 

relationships for hardness applicable to large scale conical (or pyramidal) and spherical 

indentation [1, 2] fail when indentation depths are sufficiently small (nano/micro); the 

observation is that which is typical of nearly all material size effects, i.e. that sufficiently small 

indentation depths correspond to larger indentation pressures [3-9]. 

Among the early models of the indentation size effect (ISE), Nix and Gao [10] developed an 

analytical formula that predicts size-dependent hardness based on geometrically necessary 

dislocations and the strain gradient. Some further work based on strain gradients was 

conducted in Refs. [11-14], in order to study the relationship between the indentation size 

effect and material length scale parameters. Taylor-based nonlocal theory (TNT) of plasticity 

was developed in [15], a strain gradient form of non-local plasticity theory [16], which is 

capable of capturing the ISE. 

Continuum methods require fitting a length scale parameter to experimental data, e.g. the 

formula developed by Nix and Gao worked reasonably well to capture the experimental 

behaviour [17] after suitably fitting a length scale parameter in the model to the data. On the 

other hand, the length scales in discrete dislocation plasticity, which capture dislocation 

mediated size effects naturally, are measurable and have clear origins in the microstructure. 

The indentation size effect has been studied in detail using discrete dislocation plasticity 

methods. Among them, the work of Balint et al. [18] found that the formula of Nix and Gao 

was capable of fitting nominal indentation pressure versus depth reasonably well. However, 

it was found that the material length scale parameter assumed a physically reasonable value 

on the order of the source spacing only when the scaling exponent n of the relationship was 

allowed to deviate from the usual 0.5, to 0.65-0.7. Furthermore, the form of the Nix and Gao 

formula was not able to fit the prediction for actual indentation pressure versus depth. In 

addition, the effect of source density on the material hardness was qualitatively investigated 

in [18, 19], but a scaling relationship was not identified.  

The dislocation source density parameter provides a natural link between the material 

response and the average source spacing. Source limited behaviour has been observed in prior 

DDP studies of tension [20, 21] and cantilever beam bending [22, 23]. Although the effect of 

source density on hardness was discussed briefly in [24], a quantitative study and scaling 

relationship between hardness and source density has not been identified. 

While the Nix and Gao model [10] and its variants, e.g. [25, 26], are based on geometrically 

necessary dislocations (GNDs) to give the indentation size effect at the micrometre length 

scale at room temperature, suggestions have been made by others that GNDs are not 

observed during the early stages of indentation [27], hence that the ISE may be controlled by 

other mechanisms, such as thermal activation. Franke et al. [28] experimentally observed that 

an elevated temperature reduced the ISE in copper; a similar trend was observed at lower 

temperatures in [29], depending on the propensity of the material to cross slip. Maughan et 

al. [30] found that various factors, including dislocation density, grain size, etc., play a 

significant role in the ISE. 

In this paper, we propose a new indentation pressure formula based on the Nix and Gao model 

that captures the finite, zero indentation depth elastic hardness limit, in addition to the size 

effect region and the depth-independent continuum limit, which also provides an 
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interpretation and quantitative link between the length scale parameter in the formula and 

the average dislocation source spacing.  

The article is organised as follows: Section 2 provides a summary of the planar discrete 

dislocation plasticity method used by the authors and defines the problem under investigation, 

including key parameters used in this study. Section 3 provides the derivation of the new 

formula based on the original Nix and Gao approach [10]; this is followed by physical 

interpretation of each individual parameter identified, and the provision of guidelines for their 

derivation via modelling and/or experimental investigation; this section concludes with the 

fitting of a wide range of experimental data for validation purposes. Section 4 provides an in-

depth discussion of the findings shown in Section 3, and Section 5 summarises the key findings 

with concluding remarks. 

2 Numerical Methodology 

2.1 Discrete dislocation plasticity (DDP) formulation 
In this study, we use a model based on the planar discrete dislocation plasticity (DDP) 

computational framework established by Van der Giessen and Needleman [3]. This framework 

has been extensively applied to study fundamental problems at the micro-scale, including size 

effects in uniaxial tension (e.g. [31]), compression of micro-pillars (e.g. [32]), micro-

indentation (e.g. [33, 34]), bending ([22, 23]), etc. In particular, we focus on the nano-

indentation problem studied by Xu et al. [35], with the aim of capturing the source density 

dependence of the ISE, and to derive a scaling relationship for hardness that captures the ISE 

and is valid for all indentation depths. 

The thin film is modelled as a FCC single crystal, and the 2D plane of interest is taken 

perpendicular to the [101̅] crystallographic direction to satisfy the plane strain constraint 

(please refer to Ref. [20] and [36] for discussion of this configuration), i.e. 𝜀33 = 𝜀13 = 𝜀23 =

0. 

Extensive details of the planar DD formulation can be found in [3]; key points of the 

methodology are given here, with parameter choices specified in Section 2.2. The loading is 

applied incrementally (see Section 2.2) and the dislocation structure is evolved quasi-statically. 

At every time-step of the simulation, the displacement, strain and stress fields are obtained 

from the linear superposition of two fields (see eq.(1)), respectively, as defined in [3]. The ( ̃ ) 

fields arise from the cumulative contribution of the infinite body fields of the dislocations 

within the specimen, while the ( ̂ ) fields are the correction needed to satisfy the applied 

tractions and displacements on the finite boundary. The linear superposition scheme is 

illustrated schematically in Figure 1. 

𝒖 = �̃� + �̂�   

𝝈 = �̃� + �̂�  (1) 

𝜺 = �̃� + �̂�   
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Figure 1. The superposition scheme of the planar DDP formulation. 

The specimen is initially assumed to be dislocation free but is populated with a specified 

density of dislocation nucleation sites and obstacles. A dipole of dislocations, representing a 

planar cut of a dislocation loop through its pure edge segments, is nucleated if the predefined 

threshold shear stress 𝜏𝑛𝑢𝑐 is reached at a nucleation site and maintained for the nucleation 

period  𝑡𝑛𝑢𝑐. Temperature can affect dislocation nucleation and motion by its influence on the 

nucleation strength and drag coefficient, as well as the elastic properties [37, 38], however 

the nano-indentation process studied here is assumed to be isothermal ( T = 20℃ ), 

representative of the quasi-static indentation processes commonly used to measure strain 

rate independent material properties; significant temperature change is not expected to occur 

in this situation, hence the influence of temperature is ignored in our simulations. 

The nucleation time is taken to be a constant 𝑡𝑛𝑢𝑐 = 10𝑛𝑠, as estimated in Ref. [39], in all 

simulations; this is sufficiently large for the nucleated loop to achieve its unstable 

configuration as stated in Ref. [39]. The only factors that can affect rate sensitivity in the model 

are the nucleation time and the drag coefficient, i.e. additional sources of rate sensitivity such 

as escape of dislocations from obstacles, as discussed for example in Ref. [40], are excluded 

from this investigation. New dislocation dipoles are spaced apart by 𝐿𝑛𝑢𝑐 =
𝐺𝑏

2𝜋𝜏𝑛𝑢𝑐(1−𝜈)
, and 

sources are distributed randomly on the slip planes with nucleation strengths taken from a 

Gaussian distribution (representing the population of trapped dislocation line lengths in the 

material) with the parameters given in Table 1; hence a distribution of dipole spacings results 

from the distribution of source strengths. Although the nucleation dipole distance can evolve 

with the dislocation density [41], that effect is not expected to be significant in the present 

work. This assumption has been widely used in other indentation calculations using the DDP 

framework, e.g. [18, 42].  

Once nucleated, dislocations are assigned a glide velocity (there is no dislocation climb in the 

simulations) from a linear mobility law [43], based on the Peach-Koehler force acting on the 

dislocation and a specified drag coefficient, 𝐵 . A cut-off velocity of 20 𝑚/𝑠  was used to 

prevent the need for extremely small time increments without sacrificing the micro-

mechanistic features. The effect of introducing a cut off velocity was discussed in e.g. Ref. [44]. 

Finite deformations effects, as studied in Ref. [45], are neglected in this study; a small strain 

assumption has been made. Other DDP associated parameters are the same as those set in 

the study presented in Ref. [35]. Further details of the formulation can be found in [3]. 

2.2 Problem definition 
Starting from the investigation reported in Ref. [35], whose focus was to utilize a multi-scale 

coupling method to study the response of a thin film across the scales, we now perform 

simulations to shed light on the indentation pressure response of the thin film, i.e. the coating 

material, for very small values of indentation depth and as a function of the dislocation source 

density. We therefore aim to explore the effect that material defects and dislocation 

structures have on the material response. A DDP description of the wedge indentation of a 
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single crystal aluminium-like film characterized by dimension ℎ × 𝑙  bonded by a rigid 

substrate was analysed, see Figure 2, where 𝑙 is the length of the dislocation process window, 

which is fixed as 𝑙 =  30 𝜇𝑚 for  a film of length 𝐿 =  1000 𝜇𝑚 .  The region outside the 

dislocation activity region is modelled as elastic. Here the thickness of the thin film is varied 

as ℎ = 10, 20, 30, 50 and 100𝜇𝑚. Plasticity in the DDP process window is the result of the 

collective motion of edge type dislocations along predefined slip planes.  

The indenter is modelled as a rigid wedge, whose surface is inclined by an angle 𝛼 = 5°  with 

respect to the x axis. The indenter shape is the same as in the research presented in Ref. [35], 

where the contact condition was discussed in more detail. There are three predefined slip 

systems in the thin film oriented by  𝜙𝑠 =  ±35.3, 90, 𝑠 = 1, 2, 3 with respect to the y-axis. 

We vary the density of nucleation sources and obstacles in a wide range, which aims to reveal 

the source spacing effect on the indentation pressure of the films. Other computational 

parameters are summarized in Table 1. 

Table 1. DDP material parameters used in the wedge-shaped indentation problem. 

Parameter Name Symbol Unit Value 

Young’s Modules  E GPa 70 
Poisson Ratio υ - 0.33 

Burger’s Vector b nm 0.25 
Spacing of Slip Planes - nm 100b 

Drag Coefficient B Pa · s 10−4 
Annihilation Distance Le nm 6b 
Source Strength Mean τ̅nuc MPa 50 

Source Strength standard deviation − MPa 10 
Obstacle Strength  τobs MPa 150 
Nucleation Time tnuc ns 10 

The computation of an indentation history is carried out in an incremental manner with a 

monotonically increasing value of applied indentation depth with a constant rate prescribed 

as 𝛿 ̇ . Perfect sticking boundary conditions are imposed along the contact boundary between 

the process window upper surface and the indenter. Thus, the boundary conditions are: 

�̇�𝑥 =  0, �̇�𝑦 =  �̇�   on   𝑆contact (2) 

In eq. (2) , 𝑆contact represents the fraction of the upper surface in contact with the indenter 

and 𝛿  is the indentation depth. The nominal contact size,  𝐴𝑁  ≡ 2𝑑/ tan(𝛼) , and actual 

contact size 𝐴, which is defined as the distance between the rightmost and leftmost nodes 

within the contact, were used, as in Ref. [46]. The nominal and actual contact sizes are in 

general different, and the difference depends on the degree of pile-up or sink-in experienced 

during indentation. This is discussed in detail in Refs. [18, 19, 35], where the correlation 

between surface behaviour during indentation and contact size is revealed. The definition of 

𝐴  and 𝐴𝑁 is sketched in Figure 3(b). In this study we ignore the contribution of surface 

roughness, which can also be incorporated as shown in Ref. [47].  

The fixed boundary conditions and free surface conditions are imposed as: 

�̇�𝑦 =  0   on   𝑦 = 0   with   �̇�𝑥 =  0   at   𝑥 = 0 (3) 

𝑇𝑥 = 𝑇𝑦 =  0   on   𝑥 = ℎ ∉ 𝑆𝑐𝑜𝑛𝑡𝑎𝑐𝑡. (4) 
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In eq. (4), 𝑇𝑖 = 𝜎𝑖𝑗𝑛𝑗 is the surface traction on a surface with its outward normal vector 𝑛𝑗. 

The total normal reaction force of the thin film in response to the indenter penetration is 

computed as the integral of the traction along the contact: 

𝐹 =  − ∫ 𝑇2(𝑥, ℎ)𝑑𝑥
𝐴 2⁄

−𝐴/2

 (5) 

According to the definition of nominal and actual contact size, the actual and nominal 

indentation pressure, 𝑝𝐴  and 𝑝𝑁 , are correspondingly computed as the ratio of the total 

normal reaction force to the actual and nominal contact length, respectively, which gives: 

𝑝𝐴 = 𝐹/𝐴 (6) 

𝐻 ≡ 𝑝N = 𝐹/𝐴𝑁   (7) 

In this research, we mainly consider the definition of nominal indentation pressure, 𝑝N, to 

represent the hardness of a material as the jumps in the actual indentation pressure, 𝑝𝐴 , 

introduce difficulties in numerical fitting. 

 

Figure 2. (a) Sketch of the indentation boundary value problem solved using the DDP 
computational framework. The black circle denotes the coordinate system origin. (b) The 

definitions of the actual contact size 𝐴, the nominal contact area 𝐴𝑁, the indentation depth 
𝛿 and the sink-in depth 𝛿𝑠. The calculations ignored the surface roughness. 

Based on the definitions from eq. (6) and (7), the indentation pressure requires determining 

the contact size, which depends on the mesh size used along the contact edge. Therefore, we 

applied a highly biased mesh (the biased ratio is up to 60) from the contact middle point to 

the edge of the process window. The finest mesh is allocated near the indenter tip in order to 

obtain a higher spatial resolution within the contact and, thus, to accurately capture the 

gradients of the field parameters in the DDP region. This highly focused mesh improves the 

accuracy of the indentation response, particularly when the indentation depth is extremely 

small. The mesh convergence analysis performed as part of this study showed that further 

refinement did not improve the accuracy, even when the indentation depth was very small. 

Please see Section 3.3 for further discussion. 

A rate of indentation displacement 𝛿 ̇ = 0.4 m ∙ s−1 was imposed on the rigid indenter in 

order to improve the computational efficiency. This rate was found to reasonably capture the 
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quasi-static indentation pressure response [18], although the detailed dislocation structure 

within the thin film can vary under different loading rates, as shown in DDP calculations 

performed by other researchers, see e.g. [48, 49]. The time step ∆𝑡 = 0.5𝑛𝑠 ≪ 𝑡𝑛𝑢𝑐 is used 

in all simulations. All the indentation simulations shown in this paper achieved an applied 

indentation depth of  𝛿 = 300 nm , where the indentation pressure response normally 

reaches the indentation depth independent limit, i.e. the macroscopic continuum hardness 

value.  

3 Results and Discussion 

3.1 Indentation size effect captured via DDP 
Actual indentation pressure 𝑝𝐴 curves versus applied indentation depth 𝛿  are plotted in 

Figure 3(a) for three films with different values of thickness and  𝜌𝑛𝑢𝑐 = 𝜌𝑜𝑏𝑠 = 42.8μm−2 

indented by the α = 5° wedge; the predictions are consistent with prior studies (e.g. [18, 47]). 

The indentation pressure variation for the size-independent elastic (ℎ = 50 μm) film is also 

included to illustrate the influence of dislocation plasticity on indentation pressure. The elastic 

indentation pressure was divided by 5 to fit the scale, as done in [18]. The plastic calculations 

show the indentation size effect, i.e. that indentation pressure decreases with increasing 

contact length, hence indentation depth, before approaching a steady value provided 

interaction with the substrate is minimal. As in prior studies (e.g. [18, 35]), it is also observed 

that the indentation pressure for the ℎ = 2 μm film increases when the indentation depth 

δ > 0.1μm , due to the interaction between dislocation plasticity and the rigid bottom 

boundary. This phenomenon is more apparent in Figure 3(b), which shows nominal 

indentation pressure 𝑝𝑁  versus indentation depth 𝛿 . This hardening behaviour is also 

observed in polycrystalline materials subjected to sub-micron indentation [46], and is strongly 

linked to Hall-Petch grain-size strengthening. 

 
Figure 3. The (a) actual and (b) nominal indentation pressure variation of films versus 
applied indentation depth with the α = 5° wedge. Results are shown for three film 

thicknesses. Pressure for an elastic film (ℎ = 50 μm) is also shown (rescaled – divided by five 
to fit). 

The mesh size used here is more refined as ∆x = 5nm within the contact under the indenter 

tip compared to Ref. [18] (roughly ∆x = 12nm), to more accurately identify the value of the 

contact size and thus the indentation pressure at the very beginning of the indentation 

process; the response at larger indentation depths is nevertheless unaffected by the 

additional mesh refinement. Observations in [16] of very high actual indentation pressure at 

low indentation depth were attributed to actual contact length remaining relatively constant 
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for small indentation depths, due to material sink-in, but it is also partially attributable to 

mesh resolution within the initial contact length.  

3.2 Indentation pressure vs. indentation depth: a new physically-
based formula 

A shortcoming of the Nix and Gao formula is that it predicts infinite indentation pressure for 

infinitesimally small indentation depths, hence is not applicable for small indentation depths. 

In order to quantitatively predict the nominal indentation pressure, p𝑁 , versus applied 

indentation depth, 𝛿, for the entire range of indentation depths within the indentation size 

effect zone for thin films, the following modified form of the Nix and Gao formula is derived 

below: 

𝑝𝑁 ≡ 𝐻 = 𝐻𝑝 + 𝐻0 (1 +
𝛿

�̅�
)

−
.   (8) 

In eq. (8), 𝐻𝑝 is the depth-independent (bulk material) limit, which occurs when the applied 

indentation depth 𝛿 is sufficiently large compared to 𝛿 ̅. The sum of the terms 𝐻𝑝 and 𝐻0 is 

interpreted as the initial elastic material hardness (in the 𝛿 = 0 limit), and  is a material-

dependent fitting parameter. The parameter 𝛿 ̅is a characteristic length scale parameter that 

is linked to the average source spacing, which will be discussed in more detail in Section 3.5. 

Eq.  (8) results from a modification to the model of Nix and Gao to capture the 𝛿 = 0 limit and 

introduce a dislocation source density dependence; defect density has been shown to 

significantly affect the ISE in the recent experimental investigation and first-order mechanistic 

approach proposed by Maughan and co-workers [30]. The derivation of eq.  (8) is similar to 

that presented in Nix and Gao [10], but with notable differences as follows. The process starts 

from Taylor’s law [50] that relates the flow stress 𝜏 to the total dislocation density 𝜌:  

𝜏 = 𝜏𝑌 + 𝛼𝜇𝑏𝜌
1

2⁄  
 

(9) 

although in the derivation by [10], the intrinsic (low dislocation density) flow stress of the 

material, 𝜏𝑌, was not used. In eq. (9), 𝜇 is the material’s shear modulus, 𝑏 is the Burgers vector 

and 𝛼 is a constant, which in Ref. [10] was assigned a value of 0.5. In Nix and Gao [10], 𝜌 in eq. 

(9) is interpreted as the total dislocation density 𝜌𝑡𝑜𝑡, hence in their derivation the 

contributions from statistically stored and geometrically necessary dislocations to hardening 

are assumed to combine by summation: 

𝜌 = 𝜌𝑡𝑜𝑡 = 𝜌𝑆 + 𝜌𝐺  
 

(10) 

The assumption of eq. (10) is sensible, but is not necessarily valid a priori, particularly given 

the empirical nature of the square root scaling of hardening on dislocation density in eq. (9), 

and the comparatively sessile nature of geometrically necessary dislocations, from which it is 

reasonable to expect that the contribution of GND’s to hardening may be different to that of 

SSD’s. Besides, using Taylor’s scaling relationship with the dislocation density interpreted as 

an explicit total of SSD’s and GND’s in the derivation of the Nix and Gao formula leads 

problematically to a predicted hardness that approaches infinity as the indentation depth 

approaches zero. Many researchers have discussed the model shortcoming, as discussed in 

e.g. the review paper by Voyiadjis and Yaghoobi [51]. Although some attempts have been 

made to solve this problem, notably by Nix et al. [26, 52], by providing different methods of 

modifying the plastic zone volume and assigning a GND saturation cap, these and other 

proposed corrections are most often phenomenological in nature, and they depend upon 

fitting procedures. 
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Here we take a different interpretation of Taylor’s hardening law by regarding the dislocation 

density as an effective measure of the density of dislocations that contribute to the hardening 

of the material, rather than as an explicit total of dislocations (notably, in Taylor’s hardening 

law, 𝜏𝑌 does not correspond to a zero dislocation density situation, hence some interpretation 

of 𝜌 seems appropriate). When 𝜌 is regarded as an effective dislocation density rather than 

an explicit total, it is also reasonable to assume that the contributions to the flow response 

from statistically stored, 𝜌𝑆, and geometrically necessary dislocations, 𝜌𝐺, combine in parallel, 

or in some other way, rather than in series: 

1

𝜌
=

1

𝜌𝑒𝑓𝑓
=

1

𝜌𝑆
+

1

𝜌𝐺
 

 

(11) 

This expression, although still phenomenological in nature, allows to qualitatively capture the 

experimental evidence that indentation pressure decreases with the indentation depth. It 

follows from the above assumption that:  

𝜏 = 𝜏𝑌 + 𝛼𝜇𝑏𝜌
1

2⁄ = 𝜏𝑌 + 𝛼𝜇𝑏𝜌𝑒𝑓𝑓
1

2⁄ = 𝜏𝑌 + 𝛼𝜇𝑏 (
1

𝜌𝑆
+

1

𝜌𝐺
)

−
1
2

, 

 

(12) 

where the geometrically necessary dislocation density can be obtained from geometric 

arguments in terms of the indentation depth, 𝛿, Burgers vector, 𝑏, and indenter angle, 𝜃, as 

in Nix and Gao: 

𝜌𝐺 =
3

2𝑏𝛿
𝑡𝑎𝑛2 𝜃 

 

(13) 

Assuming von Mises plasticity and Tabor’s factor of 3, as in Nix and Gao, the expression for 

the hardness is: 

𝐻 = 3√3𝜏 = 3√3𝜏𝑌 + 3√3𝛼𝜇𝑏√𝜌𝑆 (1 +
𝜌𝑆

𝜌𝐺
)

−
1
2
 

 

(14) 

Eq. (14) can also be re-written as: 

𝐻 = 𝐻𝑝 + 𝐻0 (1 +
𝛿

𝛿̅
)

−
1
2

, 

 

(15) 

where: 

𝛿̅ =
3 𝑡𝑎𝑛2 𝜃

2𝑏𝜌𝑆
 

 

(16) 

𝐻𝑝 ≡ 3√3𝜏𝑌  (17) 

𝐻0 ≡ 3√3𝛼𝜇𝑏√𝜌𝑆  (18) 

𝐻0 is interpreted as “the hardness that would arise from the statistically stored dislocations 

alone, in the absence of any geometrically necessary dislocations”, as in [10]. As in Ref. [18], 

the -0.5 exponent is replaced with -, which allowed the planar discrete dislocation plasticity 

predictions to accurately fit the experimental data for 𝛿 > 1𝜇𝑚. Note that the length scale 

parameter 𝛿̅  and hardness constant 𝐻0 cannot be directly determined from eq. (16) and 

eq. (18), respectively, as the formulae do not account for the variation of SSD and GND 

densities during the deformation; furthermore, dislocations are not readily identified In DDP 

as either statistically stored or geometrically necessary [53], although there are methods 
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available that can reasonably partition the total dislocation density into SSD and GND density 

[54]. Instead, the determination of both parameters is detailed later, in Sections 3.3 and 3.4, 

respectively. 

Our final formula therefore reads: 

𝐻 = 𝐻𝑝 + 𝐻0 (1 +
𝛿

𝛿̅
)

−

 

 

(19) 

Again, we note that the only deviations from the derivation of Nix and Gao are in retaining 𝜏𝑌 

in Taylor’s hardening law, and in assuming statistically stored and geometrically necessary 

dislocations combine in parallel rather than in series. However, these modifications mean that 

eq. (19) predicts a finite hardness in the 𝛿 → 0 limit and provides a direct link between the 

length scale 𝛿̅  and the source density (see Section 3.5). In the following sections, all the 

parameters in eq. (19) are determined with a physically-based interpretation: in Section 3.3, 

the hardness constants 𝐻𝑝 (i.e. the indentation depth independent continuum limit) and 

𝐻𝑒 =  𝐻0 + 𝐻𝑝 (i.e. the parameter corresponding to the elastic, very small indentation depth 

limit) are determined, and in Sections 3.4 and 3.5 the correlation between indentation 

pressure variation and dislocation source density is used to link the length scale parameter 𝛿̅ 

to the microstructure. In Section 3.6, we validate the newly proposed formula by 

demonstrating its ability to fit nano-indention experimental data. Note that the formula 

derived does not apply to situations where substrate interaction causes added hardening (see 

the indentation pressure response of the ℎ = 2 μm film in Figure 3(b)) in addition to the 

indentation size effect.  

3.3 Determination of hardness parameters 𝐻𝑝 and 𝐻0 
Actual indentation pressure 𝑝𝐴 and nominal pressure 𝑝𝑁  curves versus applied indentation 

depth 𝛿  are plotted in Figure 4 (a) and (b) respectively for three films with different 

thicknesses. The values of nucleation source density of those films are selected as 𝜌𝑛𝑢𝑐 =

𝜌𝑜𝑏𝑠 = 8.28 μm−2, which is an appropriate value for a low source density material. Based on 

Figure 4, it can be concluded that that indentation pressure evolution is not affected by film 

thickness provided that indentation depth does not exceeds a threshold value, beyond which 

the rigid boundary starts to play a role (see results for ℎ = 2 μm films discussed in Section 

3.1).  

 
Figure 4. (a) Actual and (b) nominal indentation pressure variation of films with different 

values of film thickness but identical dislocation source density. 
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In Figure 4 (a) and (b), the ℎ = 10 μm and ℎ = 20 μm film curves plateau; this is the end of 

the indentation size effect zone where the material response is that of a continuum (i.e. 

indentation depth independent), and the plateau value is identified as the continuum 

hardness 𝐻𝑝. The value of 𝐻𝑝 is independent of both film thickness ℎ and dislocation source 

density as it represents the hardness of the bulk material in the indentation depth 

independent limit (as shown by the plateau value in Figure 5 (b)); the value of 𝐻𝑝 does not 

account for the substrate interaction that occurs in the case of very thin films relative to the 

indentation depth. Thus, the value of  𝐻𝑝 is obtained here as  𝐻𝑝 ≅ 218MPa from Figure 4. It 

is worth noting that the value of  𝐻𝑝 is a constant in this study as all films are comprised of a 

single crystal, i.e. there is no grain size strengthening involved; however, the value of  𝐻𝑝 is 

generally observed to be dependent on the grain size of a polycrystalline film, as shown in 

[31], and therefore attention should be paid when quoting the correct value of hardness for 

polycrystalline materials characterised by different microstructures. 

The hardness parameter  𝐻𝑒 = 𝐻0 + 𝐻𝑝 is interpreted as the elastic response at the very 

beginning of the indentation process. The value of 𝐻𝑒  should not be affected by the film 

thickness, nor by the dislocation source density as plasticity has not yet been initiated. By 

extrapolation the results of Figure 4 and Figure 5 suggest there is a consistent value of the 

initial nominal indentation pressure, which supports this assertion; although the initial part of 

the indentation curve is resolved more accurately than in [16], it is not possible to resolve the 

finite element mesh sufficiently to accurately identify  𝐻𝑒 from the simulations. To determine 

𝐻𝑒, we apply Sneddon’s analytical model [55], which involves nominal contact length hence is 

consistent with the use of eq. (19); 𝐻𝑒 = 1390𝑀𝑃𝑎 for aluminium subject to indentation by 

a 𝛼 = 5°  wedge-shaped indenter. It is anticipated that the curves shown in Figure 4(b) would 

extrapolate to the Sneddon value as 𝛿 goes to zero, but they are affected by the refinement 

of the finite element mesh for 𝛿 < 0.05𝜇𝑚 ; extrapolating an exponential fit to the 𝛿 >

0.05𝜇𝑚 data in Figure 4(b) implies a value at 𝛿 = 0 of 1295MPa, which is close to the value 

predicted by the Sneddon formula. Although the curves in Figure 4(b) do not coincide, 

extrapolating individual fits to the curves to 𝛿 = 0 still produces a fairly consistent value of 

 𝐻𝑒, which is roughly in-line with the Sneddon value. The details of the calculation can be 

found in Appendix I. 

Upon obtaining the values of 𝐻𝑝 and 𝐻𝑒 (directly from Sneddon’s formula), the value of the 

parameter 𝐻0 is then calculated according to:  

𝐻0 = 𝐻𝑒 − 𝐻𝑝  (20) 
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Figure 5. (a) Actual (b) nominal indentation pressure variation of films of thickness h =

10μm but different nucleation source density 

For the material and the indenter shape considered here, the value of 𝐻0 is computed as 𝐻0 =

1180MPa.  

The values of 𝐻0 and 𝐻𝑝 will be fixed after they have been obtained using the procedure 

outlined below when obtaining the best fit for indentation pressure curves using eq. (19). 

3.4 The dependence of indentation pressure and length scale 
parameter on dislocation source density 

Actual pressure 𝑝𝐴 and nominal pressure 𝑝𝑁  curves versus applied indentation depth 𝛿 are 

plotted in Figure 5 (a) and (b) respectively for a ℎ = 10 μm film with different dislocation 

structures indented by a 𝛼 = 5° wedge-shaped indenter. Values of dislocation source density 

and obstacle density are varied as ρnuc = ρobs = 8.28, 16.56, 24.83 and 32.85 μm−2 in order 

to study the dependence of the indentation pressure of films on dislocation source density. 

As can be seen in Figure 5, both the actual and nominal indentation pressure decay faster for 

a larger value of the source density. This is attributed to source starvation, as observed in [16], 

and also in tension, bending and lattice rotation calculations [20, 56, 57]. The dislocation 

source density does not affect the hardness value when the indentation depth is either very 

small or sufficiently large.  

The dependence of the indentation pressure on the source density can be quantitatively 

linked to the value of the parameter 𝛿 ̅  in eq. (19). While eq. (16) approximates the 

dependence of 𝛿 ̅on statistically stored dislocation density, which is linked to the source 

density, the relationship can be explored directly using DDP to determine an explicit scaling 

relationship. A first step to understand the link between the size effect and the presence of a 

strain gradient is usually made by introducing geometrically necessary dislocations (GNDs) [58, 

59]. However, these studies ignore other changes that occur as the dimension of the region 

affected by plasticity is decreased, such as the reduced availability of sources. As shown in 

Figure 5, the indentation pressure of a film with fewer available dislocation sources exhibits a 

larger value of indentation pressure at a given applied indentation depth.  This source limited 

plasticity has also been observed in other loading scenarios, including tension [20, 21] and 

micro-cantilever bending [22]. We pursue an explicit formula for the dependence of 𝛿 ̅on the 

source density, similar to the relationship found between flow stress and source spacing, for 

example in Ref. [22].  
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3.5 Determination and physical interpretation of 𝛿 ̅ 
Indentation calculations on ℎ = 10, 20, 30, 50  and 100μm  films with different source 

densities are performed, and the nominal indentation curves are fitted using eq. (19); details 

of the fitting procedure are given in Section 3.6. Three realizations of source and obstacle 

structures were simulated for each film thickness, as done in [60]. The fitting parameter 𝛿 ̅is 

plotted against average source spacing, 𝑠 = 1/√𝜌𝑛𝑢𝑐, (in units of 1000b) in Figure 6. The data 

points are averages of the three realizations for each film thickness; in each case the variance 

was of comparable size to the symbols used to plot the results, hence is omitted from the plot. 

The value of 𝛿 ̅ shows little or no dependence on film thickness ℎ. However, it is evident that 

there is a strong relationship between 𝛿 ̅and the average source spacing s. Although there is 

a linear correlation for the majority of the simulations in the investigated range, the overall 

trend is sigmoidal; the plateaus for very small and large values of the average source spacing 

are extreme cases. In particular, the value of 𝛿 ̅ tends to a constant positive value when the 

dislocation source spacing is sufficiently small, which corresponds to a saturation of 

dislocation sources, beyond which additional sources do not appreciably change the 

behaviour. In the figure we have indicated this limit as 𝛿𝑝 (which is around 0.25𝜇𝑚 for the 

simulations and parameters investigated here). 

For larger values of average source spacing the value of 𝛿 ̅ increases in a linear fashion, which 

shows a similar dependence to other DDP studies [22, 47]. However, the variation of 𝛿 ̅ levels 

off to a plateau value 𝛿𝑒   (at around 4𝜇𝑚  in this investigation) when the average source 

spacing increases further. This phenomenon is due to the extreme starvation of nucleation 

sites leading to a more elastic behavior, which is also responsible for the perceived increased 

in the indentation pressure response, which preserves a relative high value at large 

indentation depths as shown in Figure 3a. 

 
Figure 6. The linear relationship between fitting parameter 𝛿 ̅ against average source spacing 

The linear trend found for the majority of the data set can be represented by: 

𝛿 ̅ =
𝑘

√𝜌
𝑛𝑢𝑐

+ 𝛿 ̅0 

 

(21) 
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The best fit parameters to the data of Figure 6 using eq. (21) for different film thicknesses are 

tabulated in Table 2. 

The slope fitting parameter 𝑘 in eq. (21) reflects the sensitivity of the dependence of the 

length scale parameter 𝛿 ̅ on the nucleation source density 𝜌𝑛𝑢𝑐. The constant in the linear 

relationship, 𝛿 ̅0, does not have a physical interpretation because eq. (21) does not apply in 

the source-saturated region when source spacing is sufficiently small (e.g. less than about 

1000b). The value of 𝑘 for thinner films increases with increasing film thickness; however films 

thicker than ℎ = 30𝜇𝑚 deviate from this trend, which is attributed to the fact that the values 

obtained for the calculations with a large average source spacing have a much greater 

variance (see the R2 value reported in Table 2 for the 50𝜇𝑚 film) due to the extreme starvation 

of nucleation sites in this situation (near the 𝛿𝑒  limit). Hence, the fit of eq. (21) shown in Figure 

5 uses only the data for the ℎ = 10 − 30𝜇𝑚 films reported in Table 2. It should be noted that 

the linear slope calculations are also affected by the values computed for ℎ = 10𝜇𝑚 when 

the results start to deviate from the linear trend for very small source spacing values (close to 

the 𝛿𝑝 limit). This implies that a more accurate fit could be obtained using a sigmoid function 

that interpolates between 𝛿𝑝 and 𝛿𝑒  and captures the linear trend between the two limits; 

however, this is outside of the scope of the current paper, since it depends upon accurate 

determination of 𝛿𝑝  and 𝛿𝑒 , which are linked to microstructural features that could be 

explicitly obtained by experiments. The proposed formula and the physically based length 

scale parameter used to correlate hardness and indentation depth provides a mechanistic 

understanding for the full interpretation of a thin film and coating system response under sub-

micron indentation. With the benefit of direct observations and measurements [61], or 

otherwise indirect numerical fitting of the dislocation source density, the formula principally 

enables prediction of the hardness of an investigated material at a given applied indentation 

depth. 

Table 2. Best fit parameters of the dependence of  𝛿 ̅ on source density 𝜌
𝑛𝑢𝑐

 using eq.(21) 

ℎ(𝜇𝑚) 𝑘 𝛿 ̅0 R2 
10 0.8676 -0.1462 0.9858 
20 0.9154 -0.2924 0.9992 
30 0.9762 -0.1532 0.9937 
50 0.8923 0.2262 0.9458 

100 0.8242 -0.1852 - 

Overall Fit 0.9504 -0.3321 - 

3.6 Fitting experimental data with the newly proposed formula 
Several sets of hardness evolution data generated in nano-indentation experiments on Cu [62], 

Pt and Ni single crystals [30] are fitted by the proposed formula (eq.(19)) in order to verify its 

validity and the proposed dependence of indentation pressure on nucleation source density. 

For simplicity and due to lack of information available about all the materials investigated, the 

values of  𝐻𝑝 and  𝐻0 were not set a priori and were included in the fitting routine. However, 

the values found by fitting are in line with macroscopic values or those reported in the 

literature. In particular, the values of  𝐻𝑝 were close to the macroscopic handbook hardness 

values for the corresponding metals. The experimental data and best fit curves are compared 

in Figure 7. As shown in the figure, the indentation size effect is successfully captured by the 

newly proposed formula, and the corresponding fits perform very well, with 𝑅2 > 0.99. 
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As expected, indentation experiments were not able to detect the initial elastic hardness value 

 𝐻𝑒 of specimens due to the limitations of the measurement devices. However, their values 

can be predicted using our fitting formula to extrapolate the corresponding curves. Other 

fitting parameters are also tabulated in Table 3. As mentioned above, the plastic hardness 

constants  𝐻𝑝 are comparable to the macroscopic hardness values obtained in handbooks. In 

addition, the exponent fitting parameter 𝜂 is found to within the range 0.5-0.7, which agrees 

with the previous predictions, such as [18, 19]. Of more significance, from the comparison 

between the fitting parameters of annealed and strain hardened copper specimens, the 

values of the parameter 𝛿 ̅ found via the fitting verifies the strong link between the nucleation 

source density 𝜌
𝑛𝑢𝑐

 and the length scale parameter: a larger dislocation source density 𝜌
𝑛𝑢𝑐

 

(strain hardened sample in the experiments) leads to a sharper decay of indentation pressure, 

i.e. a smaller value of 𝛿 ̅(eq.(21)). Therefore, although we cannot establish a quantitative 

correlation between dislocation source density and heat treatment due to the fact that the 

exact dislocation structures were not measured for the samples tested in the literature, the 

existing evidence that there are more dislocation nucleation sites in strain hardened samples 

[63] supports our argument and provides a good qualitative validation of the results obtained 

using our DDP simulations. Moreover, the decrease of the length scale fitting parameter in 

pure Ni specimens after being annealed [30] further confirms the dependence of indentation 

pressure on the dislocation source density. Our proposed formula can guide researchers to 

seek appropriate experimental evidence from preliminary microstructural characterisation 

and assessment of crystallographic defects before conducting tests; this will in turn enable to 

shed light on the origin of the ISE response in various materials. 

These sets of experimental data are also fitted using Nix and Gao’s [10] and Balint et al.’s [18] 

formulae, which in our notation read respectively:  

𝐻

𝐻𝑝
= (1 +

𝛿∗

𝛿
)

1 2⁄

 

 

(22) 

𝐻

𝐻𝑝
= (1 +

𝛿∗

𝛿
)

−𝜂

 

 

(23) 

with 𝛿∗ now identifying the length scale parameter as introduced by Nix and Gao. Although 

the quality of the fitting provided by all formulae is generally good and characterised by high 

values of 𝑅2, various considerations emerge from the comparisons. 

The fitted continuum hardness values of the copper specimens are neither consistent 

between themselves (the values of size-independent hardness are 𝐻𝑝 = 926MPa  using 

eq.(22) and 𝐻𝑝 = 746MPa using eq.(23) for annealed copper, respectively), nor agree with 

the empirical hardness of an annealed single crystal copper (ranging from 400-500 MPa) 

reported in the literature, see e.g. Ref. [64]. The continuum hardness value predicted using 

the newly proposed formula is instead consistent with this range. 
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Figure 7. Hardness data (data points) and their corresponding best fit curves in the 
indentation size effect zone for (a) Cu single crystals, (b) Pt and (c) Ni obtained in nano-

indentation experiments. 
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Table 3. Best fit parameters for the experimental data in Figure 7 using the new formula. 

Specimen Treatment 𝐻𝑝(𝑀𝑃𝑎) 𝐻0(𝑀𝑃𝑎) 𝛿 ̅(𝜇𝑚) 𝜂 𝑅2 

(111) Cu Annealed 479 3873 0.02734 0.6117 0.996 

(111) Cu Strain hardened 627 2995 0.02038 0.4941 0.991 

Pt Annealed 298 7253 0.01388 0.6927 0.992 

Ni Annealed 2330 7800 0.00641 0.6346 0.990 

The fact that the continuum hardness value cannot be correctly estimated inevitably leads to 

a deviation from the fitting curve to the experimental data when the indentation size-

independent hardness value is required as an outcome of the indentation experiments for a 

certain type of specimen composed of a single crystal [19], polycrystalline materials [46] or a 

thin coating layer (e.g. [65]). To illustrate this point, we have also performed the fitting by 

fixing the value of 𝐻𝑝 = 479MPa, obtained through our analysis for annealed Cu as this is 

within the range of values provided in the literature, using Nix and Gao’s formula (eq.(22)) and 

keeping 𝛿∗ as the only fitting parameter. The fitting obtained by Nix & Gao’s formula with the 

fixed value of continuum hardness is illustrated in Figure 8, which clearly shows the potential 

pitfalls of the original formula if attention is not paid to its interpretation. It should be noted 

here that the deviation between experiments and the fitting provided by eq.(22) as proposed 

in Figure 8 could be improved when the length scale parameter derived in Nix and Gao’s 

original form is corrected using a modified coefficient based on the physical interpretation of 

the microstructure, e.g. [30, 66]. 

 
Figure 8. The deviation of Nix and Gao’s formula fitting with the continuum hardness for the 

annealed Cu samples. 

Therefore, based on the fitting results on the nano-indentation data, our new formula not 

only provides the indentation pressure variation with a physical interpretation of the length 

scale parameter within the indentation size effect zone, but also improves the previous 

predictions on interpreting experimental data when the applied indentation depth is relatively 

large compared to the film thickness. 
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3.7 Summary of key findings and further considerations 
The DDP simulations performed in this study have allowed us to complete a thorough 

investigation of the size effect experienced in wedge-shaped indentation at the nano- and 

micro-scale. This has resulted in a multifaceted outcome. Firstly, a new formula has been 

proposed to fit experimental nano-indentation data, which is derived from the 

microstructure-based mechanisms of the indentation process, and contains fitting parameters 

that have been provided with a physical interpretation. They can be in principle determined 

through in-depth microstructural analysis and the determination of the size-independent 

hardness of the material and its “elastic” limit (towards zero indentation depth).  Secondly, 

while most of the recent literature describes indentation pressure curves starting from the 

continuum (size-independent) hardness to the zero-indentation limit (i.e. from right to left 

along the indentation depth axis), the new formula enables capturing the entire indentation 

process and its transition from the initial response at nominally zero indentation depth to the 

size-independent limit: the hardness constants employed in the formula, 𝐻𝑝 and 𝐻0, not only 

describe the continuum hardness of a material (as in [10] and [18]), but also allow to predict 

the hardness value at the very beginning of an indentation process. 

Another very important aspect of our investigation emerges from the evaluation of the effect 

that the dislocation structures (and, in particular, dislocation source density) have on the 

indentation process.  Specimens tend to exhibit a more pronounced plastic response when 

there is a large number of dislocations relieving the internal stress field. Thus, indentation 

pressure of a specimen with more available dislocation sources decreases more apparently 

with the indentation depth. This prompted an investigation of the link between the length 

scale parameter identified in our formula and dislocation source densities, which showed a 

strong linear relationship between the length scale parameter and the source spacing.  

We herein argue that the indentation pressure at a given applied indentation depth depends 

on the initial dislocation structure, more specifically, the dislocation source density of a thin 

film, whose value is considered as a constant during the two-dimensional indentation 

simulation. In fact, during an actual indentation process, the density of dislocation nucleation 

sites within the specimen may increase. This phenomenon has been studied using both so 

called 2.5D discrete dislocation dynamics plasticity (2.5D-DDP) simulations [67], which can 

account for this within the idealization limits of a plane strain setting, and three-dimensional 

discrete dislocation plasticity (3D-DDP) calculations, e.g. Ref. [68]. Therefore, the fact that 

dislocation source density can be history dependent should be considered [69]. However, for 

the planar problem considered here, the assumption that dislocation dipoles only nucleate 

from the original source population is a good first approximation, as stated in the literature 

[18, 20, 23]. Furthermore, evidence that the initial dislocation structure of a specimen 

dominates the subsequent behaviour has also been reported in simulations (e.g. [67, 70]) and 

experiments at the sub-micron scale (e.g. [71]). In future contributions we envisage to 

consider the effect that the instantaneous dislocation source density has on the indentation 

pressure of thin films with the aim to investigate history dependence and rate-sensitivity (e.g. 

Ref. [40]).  Extending the formula to include the effect of the substrate for larger indentation 

depths may also lead to a physically-based unified formula to study indentation of thin films. 
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4 Conclusion 
Plane strain analyses of single crystal films indented by a rigid wedge have been performed 

using discrete dislocation plasticity (DDP) employing a small-strain framework. Based on the 

results obtained varying film size and dislocation source density, a new indentation pressure 

formula has been proposed that describes the indentation pressure variation for the entire 

range of applied indentation depth. Fitting parameters have been provided with physical 

interpretation and a methodology for their determination has been provided. Furthermore, 

through a number of detailed computations carried out to investigate the dependence of 

indentation pressure of thin films upon dislocation source density, an important link between 

the length scale parameter identified in the new formula and the dislocation source density 

has been identified. This dependence, which is material dependent, is revealed as an intrinsic 

consequence of dislocation source saturation and starvation. 

The new formula provides a very good correlation with both the simulation results considered 

here and relevant nano-indentation experiments. The correlation between dislocation source 

density and material response under indentation provides a better understanding of source 

limited plasticity, which has also been observed in tension and bending problems. The 

improved understanding of the physics governing the indentation size effect and its links to 

dislocation structures opens new important research avenues and important perspectives to 

revisit nano- and micro-indentation experiments and their interpretation. 
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Appendix I  
This appendix aims to show the consistency in our calculation of the value of the intrinsic 

hardness parameter, 𝐻𝑒, with Sneddon’s theoretical prediction. Sneddon’s analytical solution 

[55] of hardness of an elastic material under  a rigid cone indention reads: 

−𝑃 =
2𝐸 tan 𝛼

𝜋(1 − 𝛾2)
𝛿2 

where 𝑃 is the indentation reaction force, 𝐸 is Young’s modulus, 𝛾 is Poisson’s ratio and 𝛿 is 

the indentation depth. The sketch below depicts schematically a certain instant of the 

indentation process and the key geometric parameters. 

 

This gives the value of contact area in terms of indentation depth as: 

𝐴𝑐 = 𝜋𝑎2= 𝜋(𝛿 tan 𝛼)2 

Therefore, the nominal indentation pressure can be written as: 

𝐻𝑒 ≡ 𝑃 𝐴𝑐⁄ =
2𝐸

𝜋2(1 − 𝛾2) tan 𝛼
 

In our simulations, the elastic constants for aluminium is given as: 

𝐸𝐴𝑙 = 70𝐺𝑃𝑎 𝛾 = 0.33  

And the wedge shape is described by its indentation angle, 𝛼 = 5°. Therefore, the elastic 

indentation pressure of aluminium pressed by this type of wedge-shaped indenter is 

calculated as: 

𝐻𝑒,𝐴𝑙 = 1.39𝐺𝑃𝑎 = 1390𝑀𝑃𝑎 

Please note the initial elastic hardness is determined by the shape of the indenter and results 

can be equivalently determined for other indenters’ shapes [72]. 

mailto:tribology@imperial.ac.uk
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