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Abstract

Carbon capture and storage (CCS) is a key technology for least-cost climate

change mitigation, but its deployment rate is significantly slower than projected.

This thesis provides novel, quantitative insight into the myriad of risks associ-

ated with CCS and provides pragmatic solutions to the development of large-scale

CCS from multiple angles.

Using the financial metrics that inform private sector investments, this work

shows that lack of investor confidence adds a large risk premium to the cost of

CCS, contributing 40-70% of its cost. Lowering perceived risk is found to provide

a more significant cost reduction than technological innovation would (e.g. with

better solvents for capture). Reduced risk could result from governments acting

as a ‘loan guarantor’ in the event of CO2 transport and storage failing to meet

demand.

The value of the oil market, CO2 storage credits, and technological learning

on the deployment rate of CCS are assessed through the development of MIICE,

a model of iterative investment in CCS with CO2 enhanced oil recovery (CO2-

EOR). With a highly detailed representation of cost metrics, financing, the CO2-

EOR process and characteristics for thousands of fields, MIICE demonstrates

that even with an increasing storage credit (starting at 25$/tCO2), technological

learning available and oil prices below 85$/bbl, CCS deployment with CO2-EOR

revenue is not lucrative enough to trigger gigatonnes worth of investment by

mid-century.

With a UK example, the impact of CCS deployment and operation scenar-

ios on reservoir behavior is assessed by simulating varying CO2 injection rates,

in their frequency and amplitude, into a geological reservoir model of the UK’s

main storage sink: the Bunter Sandstone saline aquifer. This work demonstrates

the resilience of the storage sink to such variations and provides evidence for

accurately representing CO2 storage in energy systems models.

By developing detailed process models of four variations of CO2 compression

and purification units (CPUs), the potential for an accommodating capture pro-

cess, in its cost and product purity, is exhibited. Considering a multi-source to

sink approach, this result is used to demonstrate the value of a transport net-

work in reducing total system cost i.e., of a group of capture plants. The value

of shared capture infrastructure in reducing total capture cost for multiple point

sources is also demonstrated.

This body of work demonstrates the importance of commercial innovation

and a holistic view of CCS in order to achieve its large-scale deployment. The

public-sector can play a key role in enabling this with: greater focus on poli-

cies eliminating the cross-chain risk of CCS, stronger incentives for CO2 market

development, measures to improve public perception and representation of CO2

storage, and schemes attributing greater value to multi-project CCS development

rather than individual, isolated projects.
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Chapter 1

Introduction

This introductory chapter presents the motivation and background of the

work for this thesis, first in sections 1.1 and 1.2, followed by the justification

and structure of the rest of this thesis in section 1.3, and a list of publications

resulting from this work.

1.1 Motivation

Carbon capture and storage (CCS) is recognized as an essential technology

to limit greenhouse gas emissions (GHG) in order to avoid dangerous climate

change1. The Intergovernmental Panel on Climate Change (IPCC), a United

Nations (UN) scientific, inter-governmental body, reviews integrated assessment

models (IAMs) from literature that propose portfolios of solutions to limit global

warming to well below 2◦C, which in 2015 has been set as the goal of the UN-

FCCC’s COP21 Paris Agreement2. The scenarios evaluated by these IAMs have

demonstrated with “high confidence” that CCS is needed in order to have a

“likely” chance of limiting warming to below 2◦C. This means greater than 66%

probability of stabilizing atmospheric CO2 concentrations to 450 ppm by the end

of the century. Only 4 of the 12 models analyzed by the IPCC were able to solve

without CCS in the their portfolio of technologies. The long term mitigation

costs resulting from the 4 models without CCS were found to be, on average,

138% more expensive than with CCS between 2015 and 21001. One of the key

reasons for this is that the models rely on negative emissions technology (NET),

bioenergy with CCS (BECCS), being available to make up for predicted over-

shoots of atmospheric CO2 concentrations1. BECCS is the most technologically

advanced and well understood of NETs1,3.

While the development of CCS has been in progress since the 1970s, proven

1



2 Chapter 1. Introduction

since on an industrial scale, and recognized as a least-cost climate change mit-

igation technology, its deployment has been significantly slower than what was

expected and said to be needed in future1,4–7. By the end of 2017, according to

the Global CCS Institute Database, there were 21 large-scale CCS facilities in

operation or in execution totaling 37 MtCO2/year capture capacity4, but over

40 CCS projects canceled or on hold8. The emissions reduction potential from

CCS, both in the energy and industrial sectors, is estimated to amount to 2

GtCO2/year by 20309, or 54 times the current capacity.

The IPCC’s 2005 Special Report on Carbon Capture and Storage highlighted

the importance that CCS was to play in mitigating climate change by reducing

emissions from fossil fuel driven industries, including primary energy generation

and heavy industry sectors5. However, since then, all around the world, focus

and subsidies have been directed towards other key, cost-effective energy gener-

ating technologies, such as wind turbines, solar photovoltaics and concentrated

solar power. As a result their costs have been driven down and their deploy-

ment accelerated10,11. CCS, meanwhile, is complimentary to renewable energy

generation as it can make up for these sources’ intermittent nature by providing

dispatchable power with a low CO2 emissions intensity. CCS also remains the

only means to decarbonize industrial sources, such as steel, iron, cement and

fertilizer production. Dependency on fossil fuels for energy security, particularly

in developing countries such as India and coal-rich nations such as Australia and

Canada, reluctant to strand their assets, will also continue to set a place for CCS

in the power sector12. China, the largest consumer of coal globally, contributed

50% of global demand in 2016 and while its consumption is predicted to peak

within the next two decades, it continues to build and consume more unabated

coal capacity9,13,14. If China, and the rest of the world, plan to continue to use

their existing, under construction and planned coal power plant capacities, then

retrofitting these plants with CCS is currently the only solution to reduce these

emissions9.

Nevertheless, there are a number of reasons why CCS has yet to be deployed

at the scale that is expected. Some of what needs to be done to trigger eco-

nomically sound deployment of CCS on a large scale, and globally, is addressed

here in this thesis. None of these reasons, however, stem from a lack of technical

feasibility of CCS3,4.

Several reviews have been published describing the technical status, costs

and challenges of CCS5,15–17, the political upheavals around CCS and financial

challenges18,19 and most recently the review by Bui et al. 20183. There is a lot

of perceived uncertainty and risk around CCS and this typically has translated

into a high cost of capital4,20,21 and there is a common notion that reducing this
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perceived uncertainty and risk to CCS will reduce its cost of capital and thereby

allow for the large-scale deployment needed20–22. Establishing a value to this

reduction of risk, however, is not straightforward.

A key element of risk is the multi-component nature of the full CCS chain and

the reliance on external factors to the CCS process. These have created steep

barriers to its large-scale deployment. Few studies have attempted to address

CCS deployment issues by focusing on multiple components of the process at

once. Here, techno-economics and feasibility of CCS deployment are assessed

from the perspective of an individual or group of investors and from the per-

spective of the CO2 off-taker. This is done by looking at multiple components of

the process at once, from the energy system’s CO2 supply and capture system,

transport, CO2 storage and usage. Thus, this work seeks to identify and address

key issues hindering the large-scale deployment of CCS. These include:

1. The proportion of CCS cost that is paid for in financial risk and thus

establishing key focus points for reducing overall system cost.

2. The policy and economic risk of CCS that stems from the lack of a long-

term and reliable market incentive for CCS. This is considered through

either a value of CO2 as a raw material and/or a universal incentive to

reduce CO2 emissions from fossil fuel based industries.

3. The representation of CO2 storage in energy systems models considering

CCS deployment that will inform the public perception of long-term CO2

storage. This is done by assessing CO2 storage reservoir response to fluc-

tuations in CO2 injection as a result of varying CO2 capture deployment

and demand.

4. The limiting cost and purity requirements associated with CCS when adopt-

ing a myopic, single-facility viewpoint. By considering a large-scale plan for

CCS deployment with multiple facilities, cost reduction benefits are drawn

from the transport network infrastructure that links streams at varying

levels of purity and more or less expensive CO2 capture facilities.

1.2 Background to carbon dioxide capture, trans-

port and storage

Multiple pathways of carbon dioxide capture, transport and storage exist.

With regards to CO2 capture, three main variations are considered to have
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reached a high level of technological readiness3(above 6 on a scale of 1 to 10) 1:

post-combustion, oxy-combustion and pre-combustion17,24. In this thesis, some

elements of post-combustion and oxy-combustion capture are discussed, and rec-

ommendations on measures for their deployment are provided. Part of the cap-

ture process has been modeled in detail in this work (Chapter 5), but the selec-

tion process for each of these is not discussed here. Currently all industrial CCS

projects in operation or under construction have amine-based post-combustion

technology capturing carbon dioxide4. In October 2014, oxy-combustion capture

was the method of choice for one of two large-scale CCS demonstration projects

in the United Kingdom, the White Rose CCS project, and therefore was consid-

ered a viable CO2 capture method. Today, with the White Rose CCS project

canceled8, one CCS project planned with oxy-combustion capture remains and

is in early stages of development: the Shanxi International Energy Group CCUS

based in China4. Oxy-combustion capture is also worth considering as the means

to capture CO2 from cement production and in iron and steel production where

an air separation unit is already present.

Transporting CO2 is considered to be most efficient via pipeline for distances

of up to 1,000 km and as a supercritical fluid at conditions above the critical point

of 31.1◦C and 74 bar, and typically held at a pressure of 100 - 120 bar17. The

oil and gas industry has decades of experience transporting CO2 via pipelines,

e.g. in getting CO2 from its point source to an oil field for enhanced oil recovery

(EOR) or from a natural gas processing site to a designated storage site25,26.

Carbon dioxide is transported safely through over 6,000 km of pipelines in the

United States since the 1970s and more recently in Norway, the North Sea, North

Africa and the Middle East, provided pressure and single phase conditions are

maintained26,27. The costs associated with building pipeline transport for CO2

are comprised mostly of upfront costs for licensing, network design, materials and

labour. Operating costs for transport are minor in comparison and will include

operating and maintenance of the pipeline and booster stations typically needed

for transport over 100 km15,16,28,29. Transportation of CO2 as a cryogenic liquid

via ship is also considered to be a viable option particularly for distances over

1,000 km or for small quantities of gas, but is substantially more energy intensive

than pipeline transport3,17.

Carbon dioxide injection and storage, similarly to transport, has also been

taking place for decades in certain parts of the world, both onshore e.g., in the

Permian Basin in Texas for EOR, and offshore e.g., at Sleipner in the Norwe-

gian part of the North Sea for storage3,17,26. The availability of the largest CO2

storage sinks are proven to be in deep geological reservoirs that may have previ-

1Technological readiness levels are defined and described for CCS in the Global CCS Insti-
tute Status Report: 201123 and Bui et al. EES 20183
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ously or still contain oil and gas or are filled with brine i.e., high salinity water.

Various estimates are provided for global CO2 storage capacity. Depleted oil and

gas fields are estimated to be able to provide up to 920 GtCO2
30 and deep saline

aquifer storage is estimated as sufficient to store a century of CO2 emissions from

large point sources worldwide31 with early estimates of 10,000 GtCO2
30,31. These

estimates are based on a volumetric approach to calculating CO2 storage capac-

ity. Meanwhile, estimations of storage capacity based on a dynamic injection

approach that incorporates reservoir pressure limitations have been conducted

for certain regions, such as North America and Europe, and demonstrate more

limited storage capacities26,30–33. The deep geological reservoirs considered for

CO2 storage are sealed with impermeable or very low permeability rock and are

therefore expected to be able to store CO2 safely for thousands of years via the

same mechanisms with which these reservoirs have stored other hydrocarbons

(oil & gas) for centuries.

Of the 21 large-scale CCS facilities operating or under construction, 16 of

these are to use CO2 for EOR (CO2-EOR), gaining revenue from crude oil pro-

duction, and then using the depleted hydrocarbon reservoir as a storage sink4.

Capturing CO2 to be able to use it for CO2-EOR is particularly appealing in

oil-rich regions where infrastructure for CO2 transport and storage already ex-

ist from EOR activities or can easily be converted from existing oil production

operations. These 16 facilities are located in the US and then in Canada, Saudi

Arabia, UAE and Brazil4. In China, two CCS projects are under construction

with enhanced oil recovery as the main sink for CO2 although the Asia-Pacific

region is scarce with EOR capacity: about a tenth of its CCS target3. Globally,

it has been estimated that, in the 54 largest oil basins, there is the capacity to

store 140 GtCO2 for 470 billion barrels of oil produced from proven reserves and

up to 320 GtCO2 stored for 1,070 billion barrels of oil recovered when considering

‘undiscovered’ resources from known large hydrocarbon reservoirs34.

Detailed descriptions of the variation of pathways for CCS can be found in

the breadth of CCS review literature, including, most recently, Bui et al. 20183,

and previously Gale et al. 201535, De Connick et al. 201436, Boot-Handford et

al. 201417 and earlier, the IPCC special report on CCS5.

1.3 Objectives and structure

The work presented in this thesis assesses dynamics and links between the

energy system, CO2 capture, transport and storage, and a market presence for

CO2 (sequestration or use). This work moves away from a ‘myopic view’ of CCS

where analyses are conducted on a project by project basis. Instead, outcomes
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of large-scale CCS deployment (i.e., multiple projects and facilities) are modeled

and analysed, focusing on the effects this can have on multiple moving parts of

the process: from emissions point sources to the CO2 grave.

The rest of this thesis is structured as follows. Chapter 2 defines the financial

metrics used to calculate the levelized cost of CCS and the value of perceived

risk, in order to better target cost reduction opportunities for CCS. Chapter 3

presents the development and results of MIICE (model of iterative investment in

CCS with CO2-EOR) that demonstrates the breadth of conditions under which

the revenue from CO2-EOR will not prove to be sufficient to catalyze gigatonnes

worth of CCS investment, even when considering a US-type transport and stor-

age infrastructure set-up. MIICE provides insight to policy makers on the value

of factors like oil price, CO2 tax, capital cost and technological learning. Chapter

4 demonstrates, through reservoir simulation, that a CO2 storage reservoir can

be robust and resilient to varying CO2 injection rates, in frequency and ampli-

tude. Such variations may come as a result of a changing energy system and

gradual CCS deployment needs. Chapter 5 models the value transport and stor-

age infrastructure can provide for CO2 capture cost reduction and the financial

benefit that can be drawn from planning CCS deployment for multiple future

point sources at once. Finally, Chapter 6 summarizes the conclusions of this

thesis and scope for further research.

This thesis builds heavily on the following open access and peer-reviewed journal

papers, as a first author and co-author, and listed in reverse chronological order.

The work contributing to each publication is presented and discussed in the

respective chapters indicated here and restated at the beginning of each relevant

chapter.

• The impact of time-varying CO2 injection rate on large scale storage in the

UK Bunter Sandstone, C. Kolster, S. Agada, N. Mac Dowell, S. Krevor. In-

ternational Journal of Greenhouse Gas Control, 68, 77-85, January

201837. https://doi.org/10.1016/j.ijggc.2017.10.011. Chapter 4.

• CO2 enhanced oil recovery: a catalyst for gigatonne-scale carbon capture

and storage deployment?, C. Kolster, M. S. Masnadi, S. Krevor, N. Mac

Dowell, A. R. Brandt. Energy & Environmental Science, 2594-2608,

November 201738. pubs.rsc.org/en/content/articlelanding/2017/ee/

c7ee02102j. Chapter 3.

• The impact of energy systems demands on pressure limited CO2 storage

in the Bunter Sandstone of the UK Southern North Sea. S. Agada, S.

https://doi.org/10.1016/j.ijggc.2017.10.011
pubs.rsc.org/en/content/articlelanding/2017/ee/c7ee02102j
pubs.rsc.org/en/content/articlelanding/2017/ee/c7ee02102j
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Jackson, C. Kolster, N. Mac Dowell, G. Williams, H. Vosper, J. Williams, S.

Krevor. International Journal of Greenhouse Gas Control, 65, 128-

136, October 201739. https://doi.org/10.1016/j.ijggc.2017.08.014.

Chapter 4.

• The role of CO2 purification and transport networks in carbon capture and

storage cost reduction, C. Kolster, E. Mechleri, S. Krevor, N. Mac Dow-

ell. International Journal of Greenhouse Gas Control, 58, 127-

141, March 201740. https://doi.org/10.1016/j.ijggc.2017.01.014.

Chapter 5.

• Cost and performance of some carbon capture technology options for pro-

ducing different quality CO2 product streams, R. T. J. Porter, M. Fair-

weather, C. Kolster, N. Mac Dowell, N. Shah, R. M. Woolley, Interna-

tional Journal of Greenhouse Gas Control, 57, 185-195, February

201741. https://doi.org/10.1016/j.ijggc.2016.11.020.Chapter 5.

https://doi.org/10.1016/j.ijggc.2017.08.014
https://doi.org/10.1016/j.ijggc.2017.01.014
https://doi.org/10.1016/j.ijggc.2016.11.020


8 Chapter 1. Introduction



Chapter 2

Financial risk and the cost of

CCS

The work presented here was conducted following that described in chapters 3,

4 and 5 with the aim of providing a clear methodology for calculating the levelized

cost of CCS and demonstrating in a quantitative manner, why it is vital to

focus on commercial incentives for CCS rather than isolated single technological

improvements. This work responds to a perceived gap in the literature around

the nature of CCS cost calculations, that have failed to clearly outline financial

assumptions used to obtain a levelized cost of CCS and the link between cost

and financial risk. The initial hypothesis is that the cost of CCS is likely driven

by the financial and material risks associated with the technology as seen by

potential investors. In order to validate this hypothesis, this work draws on

the capital asset pricing model (CAPM), an economic model widely used in the

energy sector and with solid theoretical foundation. The CAPM demonstrates

the relationship between an asset’s risk and an investor’s expected return. The

values of expected return obtained from the CAPM are then used to calculate

the cost of CCS and the proportion of its cost that is paid in risk aversion. The

full methodology is outlined in the next sections of this chapter.

2.1 Introduction

The elevated cost of carbon capture and storage (CCS) has very often been

the focal point in discussions on the deployment need for CCS as a global emis-

sions reduction solution. However, no single method or definition of CCS cost

has been universally established and a wide range of costs are still quoted in

literature15,16,21,22,28. The upfront capital cost of CCS is high. However, it is

9
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the cost of capital i.e., the rate of return on the investment, that will determine

whether or not that investment is worthwhile. The cost of capital is calculated

by following a financing method of choice for CCS and determining the perceived

investment risk. To date, most projects that had a large reliance on government

backing for CCS have failed, whether regional (e.g. EU NER300) or national

(e.g. Mongstad in Norway, the UK CCS competition or US FuturGen)8,19. At-

tracting private sector investment is seen as vital to establish a ‘best value for

money’ perception of CCS and is key to the roll out of any large-scale technology

(similarly to nuclear power plants)18,42. This work argues that, with private sec-

tor involvement, taxpayers’ willingness to bear the burden of CCS cost is likely to

improve, which in turn enables easier government budget allocation to support

CCS (e.g. through insurance on capital or CO2 liability allocation) and thereby

reducing an investor’s perception of CCS risk. This chapter clearly defines the

key financial metrics used to determine CCS cost and assesses the proportion

and the allocation of risk included in the cost of CCS in order to better orientate

the focus of researchers and policy makers for improved monetization of the CCS

process.

2.2 Financing metrics and the capital asset pric-

ing model (CAPM) for energy sector in-

vestments

When deliberating over a potential investment, an investor will establish their

expected rate of return as a function of the amount of risk to be taken on. The

Capital Asset Pricing Model (CAPM) of Sharpe43 and Lintner44, has historically

been used in the energy sector to calculate this investment risk and hence define

an investor’s expected asset return or equity return (RE). It assumes a value of

systematic risk β for the security (typically between 0 and 2), the market return

RM of the security’s sector 1 and scales it against the risk free rate of return

RF (typically taken as the percentage yield on a long term government bond

e.g. 3% for a US 10 year Treasury Bill and 1.55% for a UK 10 year government

bond47)48. The CAPM defines the equity return with:

RE = RF + β × (RM −RF ) (2.1)

1RM is typically taken as the return/performance of a portfolio of companies e.g. the S&P
500 with a 2016 annual return 2016 11.59%45 or the FTSE 100 with a 2016 annual return of
11.4%46
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CCS is not an energy generating technology, but it is likely to be deployed

initially for the energy sector, either as part of a new power plant or retrofitted

onto a refurbished plant build. Hence, it is reasonable to define its equity re-

turn similarly to that of an asset in the energy and power generation sector.

The CAPM equity return RE is then used to define the weighted average cost

of capital (WACC) or is assumed as the internal rate of return (IRR) on in-

vestment for a 100% equity financed investment. In literature, the IRR value

assumed/desired by investors is typically used as the nominal discount rate (NR)

in a discounted cash flow analysis to define the net present value (NPV) of an

investment. WACC is defined as:

WACC = RD ×D/E +RE × (1−D/E) (2.2)

where RD is the cost of debt, RE the cost of equity , D/E is the fraction of

capital financed by debt and (1- D/E) the fraction financed by equity.

The real discount rate, DR, is the nominal discount rate adjusted for inflation.

DR is taken as the interest rate to calculate the capital recovery factor (CRF) on

an investment (see Equation 2.3), which is used to obtain a levelized or annualized

cost on the investment. The capital recovery factor (CRF) is defined as:

CRF =
DR× (1 +DR)n

[(1 +DR)n]− 1
(2.3)

where n is the number of years over which the investment is to be recovered and

DR is the real discount rate assumed. CRF decreases with higher investment

period n and increases with DR. In order to get from a nominal rate such as

IRR to a real rate such as DR, adjusted for inflation i the following equation is

applied:

DR =
1 + IRR

1 + i
− 1 (2.4)

As defined by the WACC equation, DR will be closest to the cost of debt (RD)

or the cost of equity (RE) as defined by the CAPM, depending on whether the

ratio of debt to equity is greater or lower than 50:50, respectively.

Here, it is assumed that the equity return RE, adjusted for inflation, serves as

the upper bound for the assumed DR and therefore the minimum required rate

of return or IRR on investment (N.B. RE is used as the nominal discount rate).

This is because, for countries in Europe and North America or China, where

debt can be financed at relatively low interest rates (2% - 8%)49, factoring in the

cost of debt to calculate WACC will typically bring it below the equity return RE.

In literature, different assumptions are made on discount rates and financing



12 Chapter 2. Financial risk and the cost of CCS

methods, whether assumed to be equity financed or split between equity and

debt, and most often CCS costs are given in relation to a power plant with and

without CCS15,50,51. Rubin et al. 2015 reports capital recovery factors of 9% -

12 % for investment in a supercritical coal-fired power plant with CCS15. A case

study example of an investment in a coal-fired power plant with CCS presented

in NETL report “Cost and Performance Baseline for Fossil Energy: Volume 1”

assumes a debt to equity ratio (D:E) of 45:55, an RE of 12% and RD of 5.5%

and a 30 year project lifetime51. Other reports on fossil-based energy projects

suggest a D:E of 60:40, an RE of 20% and RD of 8.5%, a D:E of 50:50 with 20%

RE and 10% RD, or 100% equity financed for example50. While these assump-

tions will vary from project to project, it is critical that assumptions made are

clearly outlined.

The CAPM provides a means to define quantitatively the value of risk on

CCS and therefore the discount rate that should be used. The CAPM security

line is plotted to define the appropriate RE based on the market risk premium

assumed (i.e. [RM - RF ]) and as a function of the systematic risk β associated

with the asset to receive investment. The value of systematic risk β is a measure

of the deemed volatility of the security when compared to the security’s market

sector. If β is equal to 1, the asset or security’s value moves with that of the

market. If β is less than 1, the security is less volatile than the market and would

appeal to risk averse type investors, and if greater than 1, the security is deemed

more volatile than the market, appealing to more risk loving investors. The risk

free rate RF taken here is the yield on a US 10YR T-Bill (10 year treasury bill)

or 2.4% in December 201752. A 3% inflation rate is assumed, leading to negative

real interest rates on government bonds16.

Based on a selection of energy sector published equity return values47, the

security lines for high, medium and low market risk premium values are plot-

ted in Figure 2.1. equivalent to 13%, 10% and 8%. Highlighted in the CAPM

formula (see equation 2.1), the market risk premium is the slope of the CAPM

security line (Figure 2.1). Because there are no publicly listed companies that are

solely invested in CCS, the best proxy for β values are those of publicly listed

companies that have CCS investments in their portfolio or energy companies

that could be investing in CCS in the future. These are most likely to be oil

& gas companies as precedent has shown. These are summarized in Table 2.1.

Petra Nova CCS, the second large-scale deployment of CCS in the power sector,

operational in early 2017, located in Houston, Texas, was a 50/50 joint venture

by NRG Energy and JX Nippon Oil & Gas Exploration. The parent company

of the latter is JXTG Holdings Inc. The CO2 capture technology used at Pe-

tra Nova was developed jointly by Mitsubishi Heavy Industries Ltd and Kansai
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Electric Power Co53. The first power sector deployment of CCS, Boundary Dam,

took place in October 2015 by SaskPower, which is owned by the government

of Saskatchewan54 and therefore does not have a known measure of systematic

risk β. Other energy companies, such as EDF, Total, BP and Shell have at some

point shown interest in investing in CCS and may be amongst the first to do so

in the future and therefore are good benchmarks for financial metrics for CCS

investing entities.
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Figure 2.1: CAPM security line for high, medium and low energy sector market
risk premium values ([RM - RF ]).

Table 2.1: Systematic risk β of a sample of energy sector listed companies,
February 6, 201847

Listed Company Listing β
NRG Energy Inc. NRG.N 1.09

JXTG Holdings Inc 5020.T 0.58
Mitsubishi Heavy Industries Ltd 7011.T 1.37
Kansai Electric Power Co. Inc 9503.T 1.25

Electricite de France SA EDF.PA 1.28
Total SA TOTF.PA 0.94
BP PLC BP.L 0.93

Royal Dutch Shell PLC RDSa.L 0.80

The CAPM security lines (see Figure 2.1) show that for CCS interested com-

panies with β values below or equal to 1, expected asset return RE will always
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be smaller or equal to the market risk premium (i.e. below a high 13%, medium

10% or low 8%), while those valuing CCS risk with β above 1 will face higher

systematic risk but expect to get a return higher than the market risk premium

(i.e. greater than a high 13%, medium 10% or low 8%). Hence, for the range of

β values given in Table 2.1 (0.58 - 1.37), if a low market risk premium value is

assumed (i.e. 8% blue line), a CCS investment estimated to have low systematic

risk, the expected rate or return or IRR would be between 7% and 10%, while

high systematic risk assumptions are expected to be matched with an IRR be-

tween 11% and 13%. At medium market risk premium (i.e. 10% black dotted

line), low systematic risk investments would have an expected return of 8% to

12%, and high risk investments a return of 13% to 16%. Finally, at high market

risk premium (i.e. 13% red line), low systematic risk investments would have

an expected return of 10% to 15% and high systematic risk investments, 16% to

21%. Here, we assume a 10% IRR for deemed low risk CCS investment and 20%

IRR for high risk CCS investment.

2.3 Evaluating the cost of CCS

The cost of CCS is typically given as a cost per unit of CO2 emissions avoided

(e.g. $/tCO2) or, when referring specifically to CCS with power, as a cost per

unit of energy (e.g. $/MWh). In this work, cost per unit of CO2 emissions

avoided is used since this metric allows for leveled comparison of CCS across

sectors and across different power generating sources 2. These costs are given on

an annualized (i.e. levelized) basis by grouping capital and operating costs and

normalized to a metric tonne of CO2 basis. Most often, the cost metric chosen

is then split into cost allocated to capture, transport and storage of CO2.

Here, two perceptions of CCS investment risk are translated into annualized

CCS cost and distinguished as ‘High Risk’ and ‘Low Risk’. At ‘High Risk’, a

20% IRR is assumed, equivalent to the CAPM equity return RE for systematic

risk values β of 1.3, 1.8 or 2.3 based on security lines of decreasing slopes, i.e.

the security’s value is more volatile than the sector’s market (see Figure 2.1). At

‘Low Risk’, a 10% IRR is assumed, which, following the CAPM security lines, is

equivalent to the CAPM RE for β of 0.6, 0.8 and 1, i.e. the security’s value is

less volatile or equivalent to its sector’s market.

In order to distinguish the proportion of CCS cost that is attributed to the

2The amount of CO2 avoided per MWh of energy production varies substantially depending
on the efficiency and type of system and fossil fuel e.g. assuming these are combined with an
amine-based post combustion capture plant natural gas combined cycled would output about
2.65 MWh/tCO2 captured whereas a supercritical pulverized coal fired power plant would
output 0.96 MWh/tCO2 captured16
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relevant level of perceived risk on capital in juxtaposition to the actual or risk

free based cost of capture, transport and storage, the following steps are taken.

The upfront capital cost of CO2 capture, transport and storage (CAPEX) is first

levelized based on the CRF of the risk free rate RF over a 30 year investment

span of 2.4%, which is equivalent to an inflation-adjusted CRF of 2.9% (see

equation 2.3) 3. The same levelization is done based on the IRR assumed for the

‘High Risk’ and ‘Low Risk’ investments (i.e. 20% and 10%), equivalent to an

inflation-adjusted CRF of 16.3% and 7.6%. To the cost of capital (given on an

annualized $/tCO2 basis), the equivalent operating cost for capture, transport

and storage (OPEX) are added, resulting in a total levelized cost for CCS in

$/tCO2 (LCOCCS) and illustrated with equation 2.5.

LCOCCS = CAPEX × CRF +OPEX (2.5)

The difference between the ‘High Risk’ or ‘Low Risk’ LCOCCS and the

LCOCCS based on a risk free rate of CRF is the risk premium paid for CCS4.

The capital and operating cost of CO2 capture, transport and storage costs are

given in Table 2.2. These values were obtained and approximated based on the

MIICE model developed as part of this work and published in Kolster et al.

201738. The levelized cost of CCS will differ based on whether the project is

assumed to be at first of a kind (FOAK) or Nth of a kind (NOAK) cost levels.

This results in a risk free LCOCCS (i.e. annualized based on a CRF of 2.9%) of

25$/tCO2 at FOAK conditions and 18$/tCO2 at NOAK conditions.

Figure 2.2 shows this split in allocated cost and the cost reduction that results

from technological learning (from FOAK to NOAK), but also separates out the

part of cost that is attributed to perceived risk of capital. Here, technological

learning is assumed only for CO2 capture. This brings the upfront capital cost of

CO2 capture from an assumed $500 Million for an FOAK 1 Mtpa CO2 capture

facility down to $250 Million for an NOAK facility based on an assumed 10%

learning rate. Assuming 0.11 kW/tCO2 captured (post combustion capture on

SCPC), the upfront capital cost of CO2 capture is equivalent to 4,500 $/kW at

FOAK conditions and 2,250 $/kW at NOAK conditions.

However, based on the breadth of CCS cost literature, it is clear that CCS

cost analyses and values most often differ because of dissimilar assumptions, e.g.

geography/topography, cost of materials, licensing, years of defined investment.

3All cost values are in 2016 USD
4NB: The market risk premium is [RM - RF ], different from the risk premium paid on CCS

and attributed to the cost of CCS
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Table 2.2: Overnight capital cost and operating cost and assumptions for CO2

capture, transport and storage based on simplified MIICE55 data in 2016 USD,
published in Kolster et al. 201738 and Rubin et al. 2015 storage costs15.

Cost type Value per MtCO2 cap-
tured per year

Assumption

Upfront Capital
Cost
Capture FOAK $500 Million Amine-based post combus-

tion capture on supercritical
pulverized coal firing power
plant (SCPC)

Capture NOAK $250 Million Same as above
Transport $10 Million 100km pipeline transport

onshore
Storage $20 Million Average for geological reser-

voir storage offshore or on-
shore15

Operating cost
Capture $9 Million Fixed and variable O&M

and fuel cost
Transport $0.5 Million O&M cost only
Storage $1 Million O&M, fluid pumping and

injecting

Therefore, the specifics of cost figures is best understood as an approximate range

rather than a fixed value. The work of Rubin et al., 2015, quotes capital cost

values between $300 Million and $400 Million per MtCO2 captured using post

combustion technology on a supercritical pulverized coal flue gas stream15, but

is not clear on whether this refers to FOAK or NOAK costs. Meanwhile, for

the same type of process, the Petra Nova CCS project was delivered at a cost of

$714 Million per MtCO2 captured (it cost $ 1 Billion and captures 1.4 MtCO2

per year53). Also quoted in the Rubin et al. CCS cost review: $ 1 Million to

$ 10 Million per MtCO2 transported over 250 kilometers of pipeline onshore or

offshore and $ 5 Million to $ 25 Million per MtCO2 stored, whether in a saline

aquifer or a depleted oil and gas reservoir onshore or offshore5. The cost for

capture here is based on the assumption that the CO2 capture process is amine-

based post combustion applied to a supercritical pulverized coal firing power

plant as these are widely cited in literature, and this is the first type of CO2

capture plant associated with a primary energy producing facility4,15,16,28,53,54.

Estimates of cost of CO2 capture for natural gas combined cycle (NGCC) power

plants and for industrial plants are estimated to be less costly, but may be less

5All values have been converted from the original quoted currency to 2016 USD based on
CPI inflation factors and exchange rate average on January 31st of the given year.
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Figure 2.2: Estimated CCS levelized cost breakdown into risk premium, capture,
transport and storage costs when CCS is considered either a high risk investment
(at 20% IRR to investors) or a lower risk investment (at 10% IRR to investors)
at FOAK cost level or NOAK cost level assuming 10% learning rate to reach
gigatonne-scale CCS deployment.

willing to bear the cost of CO2 capture as they are less likely to be first to be

phased out with regulations on emissions15.

Figure 2.2 shows that, most importantly, the proportion of cost attributed

to the risk premium is lowest at 42% for Low Risk NOAK CCS and highest at

74% with High Risk FOAK CCS. Hence, the cost reduction attributed to reduc-

ing perceived risk is more significant than the value attributed to technological

learning. At FOAK conditions going from high to low risk perception reduces the

overall levelized CCS cost by 48% and at NOAK conditions by 44%, reducing the

value of risk premium by as much as 65%. In contrast, when the investment is

considered ‘High Risk’ the levelized cost reduction achieved through technologi-

cal learning (FOAK to NOAK) is of 42% and when deemed ‘Low Risk’ is 38%,

which is an effective reduction in the cost of CO2 capture, transport and storage

(i.e. only blue and green bars) of 28%. We may also consider that while CCS

goes from FOAK to NOAK conditions the investment risk is associated with it

transitions from ‘High Risk’ to ‘Low Risk’. Hence, the combination of techno-
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logical improvement and reducing perceived investment risk takes the LCOCCS

from 97 $/tCO2 to 31 $/tCO2 or a 68% total annualized cost reduction.

From a UK perspective, 2016 IChemE report, “The Commercialisation of

CCS: What needs to happen next?”, stresses the importance of improving in-

vestor confidence and reducing perceived risk in order to reduce CCS cost21. The

report describes several factors attributed to the perceived ‘High Risk’ of CCS

to investors, which is then reflected in its cost21. A cross-chain risk for CCS

arises from the need for reliable transport and storage infrastructure to meet the

supply of CO2 captured. This is because, while the contracts and equipment

for CO2 capture at a power plant are well understood and widely available, the

large infrastructure requirements for pipelines suitable for CO2 transport, equip-

ment for CO2 injection and monitoring are novel for the UK. Indeed, perceived

investor risk may also vary by location and precedent. In North America, for

example, CO2 transport infrastructure and underground injection are well un-

derstood and developed as a result of decades of experience of using CO2 for

enhanced oil recovery. Hence, that cross-chain risk associated with large infras-

tructure costs required to develop CO2 pipelines and ensure the availability of

appropriate storage sink development, will not exist. Meanwhile, in areas of the

US where CO2-EOR has been deployed for decades, the investment risk will ini-

tially be associated with the ability to capture CO2 at low cost19,56.

Liability over the CO2 as it moves from the capture plant to transport net-

work and storage reservoir also poses a cross-chain risk to CCS in managing the

risk of leakage20,21,57. The cost and risk of a first mover project will also be

higher than the next because of the oversized infrastructure developed to meet

additional demand from the next project, which contributed to the cancellation

of the UK CCS competition projects in 2015, White Rose and Peterhead19,21,57.

Other attributable risks to CCS include the lack of clear and long-term policy and

market for CCS and a tainted public perception as a result of costly projects 6 or

canceled projects 7 3,8,58,59. In the IChemE report, Hackett argues that putting

in place policy mechanisms and government support to reduce these risks and

improve investor confidence will significantly reduce CCS cost and improve de-

ployment with private sector actors.

Hence, it is critical to recognize that focusing solely on technological inno-

vation (e.g. through improved solvents for absorption of CO2) for CCS cost

reduction may not be as fruitful as commercial innovation.

6Kemper County CCS project is billions of dollars over-budget58
7Over 40 canceled CCS projects globally today8, including the cancellation of EU-led ini-

tiatives to promote CCS through the NER300 and the cancellation of the UK CCS competition
in 20153,59
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2.4 Public sector role in CCS risk reduction

This work has shown that reducing perceived investor risk may be most sig-

nificant in reducing the cost of CCS and boosting its deployment. The govern-

ment and public sector have a key role to play in driving this risk reduction.

The Oxborough report suggests having government owned transport and stor-

age (T&S), which would help reduce some or all of the cross-chain risk of CCS

by assuring the availability of adequate T&S infrastructure to meet CO2 capture

demand and eliminating the issue of long-term CO2 liability since this would be

taken on by government57. Fully government owned CCS followed by its subse-

quent privatization, as suggested in the Oxborough report57, could completely

eliminate the initial cross-chain risk that comes with first mover projects and

the burden of oversized T&S infrastructure by the private sector. In contrast,

Hackett suggests that the government can reduce this risk by acting as a ‘loan

guarantor’ or ‘insurer of last resort’, i.e. guaranteeing liability over the CO2 in

case of lack of CO2 transport and storage availability21.

Having government secure a predictable revenue stream for CCS, to ensure a

positive return, could also help to reduce perceived investment risk. This could

be through a CO2 tax credit for example, similarly to the US 45Q bill that re-

wards CO2 storage and usage60–62, through a contract for difference (CfD) that

rewards CCS deployment as a low carbon technology in the UK3,20,21. Further-

more, similarly to the implementation of landfill regulations on waste in the UK

or flue gas desulphurisation on power plants in the US, regulation that imposes a

limit on a power plant’s CO2 emissions will reduce an investor’s decision to either

investing in CCS or stranding the asset20. Drawing from the way the storage of

radioactive waste in the nuclear power sector was handled in the UK, the trans-

parency of site selection and improved understanding of CO2 storage reliability

and location through public engagement and outreach are also key to reducing

perceived CCS risk19,20. Finally, governments can also provide schemes to benefit

over-sized projects and boost economies of scale for larger shared infrastructures,

paving the way for future deployment, in order to reduce the capital cost burden

of capture and T&S infrastructure fueling investor’s risk perception of CCS20,21.

Efforts to quantify the value of such solutions, better understand and reduce this

perceived risk, are explored in the following chapters of this thesis.

2.5 Contributions made

In this work, a fully transparent methodology for assessing the levelized cost

of CCS was developed using a well-understood economic model, the CAPM. The
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CAPM is used to establish a clear relationship between the assumed systematic

risk (β) of an investment in CCS and the required return for an investor. The

value of required rate of return then translates into a capital recovery factor

(CRF), the metric used to levelize (or annualize) the cost of a technology and

obtain a cost per metric tonne of CO2 avoided. The aim of this was then to

quantify the risk proportion of the CCS cost by measuring it against the cost

obtained as a result of a ‘risk free’ return on investment and CRF. Through this

analysis, it was demonstrated that, depending on the level of technological learn-

ing achieved, the proportion of the levelized cost of CCS associated to financial

risk can range from 40% to 75% of the total cost of CCS on a $/tCO2 basis. In

fact, reducing the required rate of return by 50% (from 20% IRR to 10% IRR)

can reduce the levelized cost of CCS by as much as 47%. Meanwhile, reducing

the capital cost of CO2 capture by 50% as a result of technological learning, can

reduce the levelized cost of CCS by 38% to 42% depending on the assumption

on risk. Combining both effects - risk reduction and technological learning - this

analysis shows that the cost of CCS, on the two extremes, can start at 97$/tCO2

and be driven down to 32$/tCO2.

This work is the first to provide such a clear and simple quantification of the

value of risk on the cost of CCS, proving that financial risk is a key driver of high

CCS cost. Hence, measures to reduce this financial risk are very important in

order to render CCS investment more appealing and path the way for its large-

scale deployment. The methodology established here is easily replicable and can

be followed to establish the relationship between any assumption on systematic

risk of CCS and the levelized cost of CCS.



Chapter 3

Can CO2 enhanced oil recovery

act as a catalyst for

gigatonne-scale CCS

deployment?

The work presented in this chapter aimed to quantify the impact of coupling

CCS with CO2-EOR on the actual deployment level of CCS on a large scale.

Also, to what extent and by how much, external economic factors (e.g. oil price,

CO2 tax, R&D, subsidies or grants) could influence the level of CCS deployment.

This chapter describes the methodology and characterization of the iterative in-

vestment model (MIICE) developed to answer these questions while maintaining

a high level of detail into the CCS and CO2-EOR process.

The majority of the work presented in this chapter was conducted during

an 8-month research visit at Stanford University in the Energy Resources En-

gineering Department with Assistant Professor Adam R. Brandt and in collab-

oration with Dr. Mohammad Masnadi. Key contributions were provided by

Kurt House, Visiting Professor at Stanford University, as well as supervisors

Niall Mac Dowell and Samuel Krevor at Imperial College. This work is also

presented in Kolster et al. 2017 published in Energy & Environmental Science

(http://pubs.rsc.org/en/content/articlehtml/2017/ee/c7ee02102j) and

the open-source model of iterative investment in CCS with CO2-EOR (MI-

ICE) developed can be downloaded here (originally coded in MATLAB and

transcribed into GNU Octave, a free software equivalent to MATLAB): http:

//doi.org/10.1039/C7EE02102J55.

Given the availability and expertise at hand while conducting this work at

Stanford, a majority of the assumptions made are based on North American data

21

http://pubs.rsc.org/en/content/articlehtml/2017/ee/c7ee02102j
http://doi.org/10.1039/C7EE02102J
http://doi.org/10.1039/C7EE02102J
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and cater mostly to the region’s experience.

3.1 CCS and CO2 enhanced oil recovery

Countries and regions that have been most pro-active about the deployment

of CCS, including the USA, Canada, UK, Norway, China and Australia for ex-

ample, often quote the reliance of CCS on using CO2 for enhanced oil recovery

(CO2-EOR) as being a key trigger for improving the economics of CCS4,18,63. In

countries like the USA, where infrastructure for CO2 transport and underground

injection is already in place, this reliance is of particular relevance and has been

vocalized by policy makers with the 45Q bill providing tax credits of 50$/tCO2

and 35$/tCO2 for CO2 sequestration and use respectively60,61. In the power

sector, the two CCS plants that are operational today, capturing a total of 2.4

MtCO2/year (Saskpower Boundary Dam in Saskatchewan, Canada and Parish

Petra Nova CCS in Texas, U.S.A.)53,54,64–68, both sell their CO2 for use in EOR.

In this chapter, an open-source technology investment model is built to examine

whether CO2-EOR might actually serve as a “catalyst” to reduce long-run costs

of CCS and induce gigatonne-scale deployments.

During CO2 enhanced oil recovery (CO2-EOR) supercritical CO2 is injected

into the pay zone 1 of an oil reservoir to increase oil production. In the most

typical approach, the injection occurs after more conventional production tech-

niques have been applied, having recovered 30% - 45% of the original oil in place

(OOIP)69. The CO2 acts as a solvent, mobilizing previously trapped isolated

pockets of immobile oil, while also swelling and reducing the viscosity of the

fluid70,71. Combined, these effects can boost oil recovery by several percent-

age points over what is possible with conventional production, typically adding

another 5% - 20% recovery from the OOIP. Carbon dioxide EOR has been con-

ducted primarily in North America since the 1970s due to abundant sources of

natural CO2. In recent years, a lack of cheap CO2 supply, ‘low’ oil prices (with

WTI2 crude prices averaging at 43 - 50 $/bbl from 2015 to 2017 included72), and

a lack of strong universal incentives for CO2 usage (e.g., a widespread CO2 usage

credit) has stymied new projects. From 2012 - 2014, 11 new miscible CO2-EOR

projects were reported in the US, while 2014 - 2016 only saw 3 new projects.

Approximately 80% of current CO2 used for EOR comes from natural sources of

CO2 instead of abundant anthropogenic sources73.

1Pay zone refers to the part of the reservoir that contains extractable hydrocarbons
2WTI (or West Texas Intermediate) is the price of crude sourced from mostly U.S. fields

while Brent crude is that of crude produced from fields in the North Sea. The two prices are
usually very similar with Brent crude typically priced slightly higher due to crude density and
transportation costs involved.
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In 2010, Herzog74 challenged how to get CCS deployment from the megatonne-

scale to the gigatonne-scale. The study highlighted the need for a clear business

model for large scale investment and the uncertainty around sufficient storage

capacity for gigatonne-scale CCS deployment. However, with the increasing in-

terest and literature around CCS alone, CCS with bioenergy (BECCS) and CCS

with CO2-EOR across the globe, it is clear that there is scope for upscaling

CCS3,9,75–80. Storage capacity and availability for CO2, in depleted oil reservoirs

with EOR or in saline aquifers, has also since been clarified and studied exten-

sively25,31,39,81,82.

The utilization rate of CO2 for EOR affects net emissions abatement. Life cy-

cle assessments (LCAs) have been conducted on CO2-EOR, with a wide range of

results25,83–87. For CO2-EOR, the LCAs differ most significantly on the account-

ing treatment of produced oil. An assumption of additionality assumes that

producing oil via CO2-EOR will add to the global supply of oil and therefore

LCAs should include emissions from the combustion of the resulting petroleum

products (i.e. diesel fuel). Additionality results in CO2-EOR with net posi-

tive emissions25,84. The alternative assumption of displacement assumes that

EOR-derived oil displaces oil that would have come from another source. Dis-

placement results in a net reduction in emissions from CO2-EOR85,86. ARI and

Melzer Consulting Group found total CO2 emissions from CO2-EOR operations

are of 470 kgCO2/bbl of oil produced and 40 kgCO2/bbl of oil produced when

excluding refining and end-use of crude oil recovered25. Cooney et al. studied

the gate-to-gate GHG emissions from CO2-EOR, drawing the boundary around

the EOR facility, which excludes emissions associated with the source of CO2

and end-use of crude oil. They found that for advanced EOR operations, the

GHG emissions are between 59.2 and 99.5 kgCO2e/bbl of crude88. Such ranges

in emissions to be considered for the life cycle analysis of CO2-EOR activities

demonstrate the complexity of accurately assessing environmental impacts.

Commercial CO2-EOR practice does not emphasize long-term storage; at end

of pattern life CO2 is often produced from the well to induce last oil production,

then CO2 is recycled for other oil fields, resold, or vented. This does not reflect

the ability to store CO2 in depleted oil fields56. Scott et al. 201589 categorize

storage with CO2 EOR as “easy to manage and inherently safe” due to the vol-

ume (and pressure) replaced in the process (i.e. volume of produced oil replaced

by equivalent volume of dense phase CO2 injected), comparing it to saline aquifer

storage which is “complex to manage although expected to be secure”89.

This work presents efforts to simulate CCS deployment to determine the

conditions that would result in gigatonne-scale CCS deployment. This work

presents one of the first detailed studies to assess the commercial value of CCS
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with CO2-EOR in this new and unfavorable economic environment. It does so by

developing a novel and open-source model of iterative investment in CCS with

CO2-EOR (MIICE) that takes into account the techno-economic dynamics of

CCS and CO2-EOR and assumes a large variety of well characterized oilfields

in order to discuss what technological, economic, and regulatory advances are

needed for CO2-EOR to accelerate gigatonne-scale CCS deployment. One of the

major novelties of this work is the dynamic approach to assessing CCS coupled

with CO2-EOR whereby costs and revenue streams change over time as a result

of changing prices and accumulated experience, modelled as technological learn-

ing or learning-by-doing. Another novel aspect of this work relies on the fact

that here a dynamic production of oil and CO2 is considered rather than using a

constant ratio of CO2 injected to oil produced. Another novelty lies in the way

CO2-EOR operations are modelled. While the model does not include a reservoir

simulation study for each oil field considered, the model does includes extensive

detail on thousands of potential fields, i.e. characteristics such as permeability,

porosity, depth, initial water saturation and area, which determine a unique pro-

duction schedule for each project, and field development parameters. Altogether,

and with the randomized nature of field parameter selection incorporated in the

model, this strives to replicate an uncertainty in real-world CO2-EOR dynamics.

In the rest of this chapter, first, the methodology is outlined, including the

development of the techno-economic CCS model and the modelling of EOR

projects. Next, five indicative scenarios are described and explored in detail,

and sensitivity cases that explore key drivers of model outcomes are outlined.

Results for the five indicative scenarios are then presented, as well as sensitivity

plots illustrating single-variable and multi-variable explorations of outcome. The

chapter is concluded with qualitative lessons learned and points for further work.

3.2 Model of iterative investment in CCS with

CO2-EOR (MIICE)

3.2.1 Methodology overview

First, an overview of the basic MIICE (model of iterative investment in CCS

with CO2-EOR) work-flow is provided (Figure 3.1). MIICE begins by gener-

ating a candidate world containing illustrative oil fields. In the initial model

year, potential EOR projects in these oil fields are evaluated given the oil price,

CO2 tax, and cost of CO2 capture in that time period. Projects with positive

net present value (NPV) are developed in accordance with standing limits on
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investment rate. A positive NPV is also defined by an investment’s internal

rate of return (IRR) being greater than the discount rate assumed. The simu-

lation then steps forward, updating the list of potential EOR fields, removing

those with developed projects, simulating technological learning, and tracking

CO2 stored and oil produced from operating projects. The remaining potential

projects are re-evaluated given updated conditions (e.g., updated CO2 tax and

oil price, learning-adjusted cost of CO2 capture). The model continues year-by-

year until the simulation period is complete.

The baseline assumptions made for key model parameters are listed below in

Table 3.1. The study boundary includes capturing, transporting and injecting

CO2 and producing oil via EOR. Our boundary excludes power plant investment

(i.e., assumes a separate stakeholder investment in a new power plant or continu-

ation of an existing power plant). NPV is calculated by performing a discounted

cash flow analysis of revenues from oil production and CO2 storage. Negative

cash flows include CO2 tax for CO2 that is not captured, leaked in EOR, or not

stored in field operations, as well as variable and operating and maintenance

(O&M) costs for CO2 capture, transport, storage and EOR management. All

cash flows are adjusted for inflation. Initial upfront capital investment includes

all project inputs, amortized over project lifetime/investment horizon of 30 years

with a fixed charge factor (also referred to as capital recovery factor)15, of 0.118

[1/y]. MIICE is initiated in year 2016 and runs to year 2050. Though based

largely on North American data, particularly in considering CO2-EOR field data

and operation, the model is assumed to be geographically neutral.
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Figure 3.1: Flow diagram representing the process and economic evaluation
mechanism adopted in MIICE. GROWTH LIMIT refers to the industry growth
rate ceiling. The dotted line focuses on pattern deployment strategy and illus-
trated in more detail in Figure A3.
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Table 3.1: Parameters used to compute net present value (NPV) of a CCS with
CO2-EOR project

Parameter Value Assumption/Reference
Project lifetime 30 years Model based assumption16

Nominal discount rate (NDR) 15 % High risk fossil fuel projects50

Currency value 2016 US$ All costs are adjusted for constant $
Equity 100% High risk fossil fuel projects50

Yearly inflation rate 3.3% Model based assumption16

Fixed charge factor 0.1185 Calculated based on NDR and inflation rate
Tax rate on oil revenue North America based oil production practice29,90

Royalties 15% Will depend on state legislation (W. Texas based90)
Severance tax 2% Percentage of royalty tax (W. Texas based90)

Ad valorem tax 1.5% Percentage of royalty tax (W. Texas based90)
Corporate tax on CO2 storage revenue 0% Unclear on the taxation scheme of a credit

Limit on technological learning First 1000 projects Study based assumption

3.2.2 CO2 enhanced oil recovery

The model initially generates 10,000 possible oil fields based on randomized

combinations of characteristics with ranges derived from a database of existing

CO2-EOR projects91 (see Table 3.2). The model eliminates nonsensical combi-

nations and keeps 1,000 fields randomly from the population of feasible fields.

By using a database of existing CO2-EOR projects, we assume that similar fields

will be chosen going forward. The database provides characteristic values for

reservoir permeability, porosity, depth, and field areal extent. Distributions are

drawn to include 85% of database observations (see Appendix Figure A2). These

are limited to fields in which miscible EOR is conducted as this is most widely

applied and understood, achieving better recovery than immiscible EOR69,92. Ini-

tial water saturation and net pay thickness3 are not tabulated in the database,

so representative values are obtained from literature and personal communica-

tions93–96.

Table 3.2: Characteristic values for potential CO2-EOR fields based on existing
data from the Oil & Gas Journal EOR Survey and field data of miscible EOR
operations91,97.

Characteristic Lower Bound Higher Bound Unit
Permeability 1 110 milliDarcy

Porosity 5 30 fraction
Reservoir depth 914 3140 meters
Reservoir area 8,094,000 80,920,000 m2

Initial water saturation 15 75 fraction
Net pay thickness 10 50 meters

The CO2-EOR industry has historically been limited by a lack of low-cost

CO2
70. Operations have therefore sought to minimize fresh CO2 purchased. This

3Net pay thickness: the thickness (one dimensional) of the targeted hydrocarbon rich region
of the oil field
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is manifested by CO2 recycling and alternating injection of CO2 with water i.e.

water-alternating-gas (WAG). WAG is common in the CO2-EOR industry and is

said in some instances to improve the contact between CO2 and oil in the reser-

voir25,70,98, while others find that WAG does not necessarily improve the recovery

of oil compared to continuous CO2 injection99–102. In a world of emissions limits,

continuous CO2 injection and limited CO2 recycling could be incentivized103.

MIICE assumes operations and costs for continuous CO2 injection only. For a

limited project and field lifetime of 30 years, as assumed here, including WAG

would change project economics by reducing CO2 storage. Hence, MIICE pro-

vides an upper bound of sequestration potential for CO2-EOR.

Fluid properties for CO2 and oil are functions of multiple quadratic equa-

tions that would significantly increase the computational intensity of the model.

Hence, constant fluid properties are assumed for CO2 and oil. The hydrostatic

pressure gradient is equivalent to the US Gulf coast at 10.52 kPa/m (0.465 psi/-

foot)104, the temperature gradient assumed is 30◦C/km and surface temperature

is 15◦C105. CO2 density and viscosity are estimated at the median of the reser-

voir depth range of 2026 m as 614.08 kg/m3 and 47.8 microPa.S. The minimum

miscibility pressure (MMP) sets a minimum CO2 injection pressure (key for mis-

cible CO2-EOR). Average MMP is calculated using the Cronquist correlation

(see Equation 3.1)34. Tank oil gravity of 37 API and oil formation volume factor

at initial reservoir conditions of 1.3 are assumed103,106. These parameters are

summarized in Table 3.3.

MMP = 15.988× T (0.744206 + 0.0011038×MWC5) (3.1)

withMMP : minimum miscibility pressure (psi), T : reservoir temperature (Faren-

heit) and MWC5: molecular weight of pentanes & heavier fractions of oil.

Oil production rates and CO2 production rates are a function of cumulative

CO2 injected. Both are dimensionless variables normalized by hydrocarbon pore

volume (HCPV). HCPV refers to the pore volume of the reservoir that is filled

with hydrocarbons:

HCPV = Ahφ(1− Swi) (3.2)

where HCPV is the hydrocarbon pore volume at surface conditions [m3], A is

Pattern area [m2] h is net pay thickness [m], φ is Average field porosity [fraction]

and Swi is initial water saturation [fraction]. The original oil in place is defined

as OOIP = HCPV/βoi where βoi is the initial oil formation volume factor. Each
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Table 3.3: Reservoir characteristics assumed and calculated in order to obtain
fluid properties

Parameter Value Unit Reference
Median reservoir depth 2026 m 91

Pressure gradient 10.52 kPa/m 104

Temperature gradient 30 ◦C/km 105

Surface temperature 15 ◦C Assumption of study
Reservoir pressure (P) 21.3 MPa Calculated

Reservoir temperature (T) 75.8 ◦C Calculated
CO2 density at reservoir P & T 614.08 kg/m3 107

CO2 viscosity at reservoir P& T 47.8 microPa.s 107

CO2 fluid phase Supercritical 107

Average reservoir oil gravity 37 API 91

MWC5 183.67 g/mol 34

Average MMP 17.6 MPa Calculated
Formation volume factor 1.3 m3/m3 Assumption of study

field has a unique HCPV, which will determine its production rates of CO2 and

oil.

An injection pattern refers to the arrangement of production and injection

wells for EOR. Multiple well arrangement injection patterns exist including two-

spot, three-spot, five-spot, nine-spot and twelve-spot. These can either be cen-

tered around a producer (called normal) or an injector (called inverted). Here,

MIICE assumes that all patterns are 5-spot inverted patterns with 1 injector

and 4 producers as this is commonplace in CO2-EOR practice29,34,90,108. As a

rule of thumb each pattern has a surface area of 40-acres and on a field-scale

it is assumed that the ratio of producers to injectors is 1.8:1, which corre-

sponds to nine adjacent 5-spot patterns. This is assumed constant in current

MIICE version. However, as more patterns are developed together, side by

side, this ratio would decrease. This can be modified in MIICE (access here:

http://doi.org/10.1039/C7EE02102J)55.

Reservoir simulations are typically used to model the rate of oil production

and CO2 injection and production from a CO2-EOR process in one given field

using proprietary tools such as ECLIPSE and CMG. However, these require large

and complex data inputs for model initialization, history matching and pressure

dynamics69. Therefore, in order to allow for MIICE to be broadly applicable, the

CO2-EOR process is modeled with a set of normalized outputs from such simu-

lations: relationships defining the cumulative production profiles of oil and CO2

as a function of the cumulative CO2 injected. Data profiles for cumulative pro-

duction of oil and cumulative production of CO2 as a function of cumulative CO2

injected are obtained for 6 fields from literature109. Also, P10, P50 and P90 sta-

tistical results for a U.S.-based CO2 EOR reservoir simulation were obtained110.

Each of these profiles is fitted with eq. 3.3 for cumulative oil production and

http://doi.org/10.1039/C7EE02102J
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eq. 3.4 for cumulative CO2 production69,111. Cumulative production of oil as a

function of CO2 injection follows a logistic curve with fitting parameters a, b,

c and d, while the cumulative production of CO2 as a function of cumulative

CO2 injected follows an exponential curve with fitting parameters a∗, b∗, c∗ and

d∗. The corresponding profiles are presented in Figure 3.2. All production pro-

files quoted refer to CO2-EOR operations after primary and secondary recovery

including water flooding.

Qoil =
a

1 + exp(−b (QCO2in − c))
− d (3.3)

withQoil representing normalized cumulative oil production (1/OOIP) andQCO2in

representing cumulative CO2 injection (1/HCPV). Also:

QCO2out = a∗ exp(b∗(QCO2in − c∗))− d∗ (3.4)

with QCO2out representing cumulative CO2 production (1/HCPV) and QCO2in

representing cumulative CO2 injection (1/HCPV).
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Figure 3.2: Cumulative production of CO2 (dash) and oil (solid) on a HCPV
basis. (a) Reproduction of 9 empirical curves109,110 (b) Low, medium, and high
cases for simulation.

Three of the nine cumulative production profile pairs are used to represent

low, medium and high oil recovery and CO2 production cases (see Figure 3.2).

The corresponding curve fitting parameters for low, medium and high oil recovery

are given in Appendix Table A3. Each time the model assesses the economics of

a CCS with CO2-EOR project, a profile is chosen randomly. All patterns within

one field follow the same profile and operations - CO2 injection, production and

storage rate, and oil productions rate - are modeled on a yearly basis. The model
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assumes that during the lifetime of a field, CO2 that is produced at one time

step is recycled and re-injected into the field at the next time step. The recycled

CO2 is coupled with fresh CO2 from the capture plant assumed to be distributed

evenly into all open patterns. A total of 0.5 % of CO2 produced is assumed to

leak while the rest is recycled and re-injected. The rate of CO2 storage is taken

as the difference between the incremental CO2 injected and the incremental CO2

produced. The HCPV and OOIP, unique to each field, determine the total CO2

stored and oil produced at each pattern.

Each field has an area A and a maximum number of patterns that can be

deployed. At every field iteration, the model calculates the minimum amount of

patterns pmin needed for injection of all the fresh CO2 from the capture plant

at a pressure differing by a safety factor foil of the maximum allowable injection

rate, Qmax. Qmax for each well within a pattern is defined using Darcy’s law for

radial flow:

Qmax =
2πkh(∆P )

µ ln re
rw

(3.5)

with Qmax representing the maximum volumetric flow rate at the injection point

[m3/s], k, the average reservoir permeability [m2], h, the field thickness (net pay

thickness) [m]. ∆P, the pressure differential [Pa], µ the viscosity of CO2 [Pa.s],

rethe drainage radius assumed to be 1000 feet (304.8 m), and rwthe wellbore

radius assumed to be 6 inches (0.1524 m).

Production of oil progresses along the cumulative curve profiles, and injec-

tion ceases once the following condition is met: Qoil/QCO2in ≤ 0.1. After a set of

patterns pmin cease injection, a set of new patterns is opened, repeated until field

area or the project duration limit is reached. foil is chosen so that the field size

can process 30-years worth of CO2 captured. This will vary with each project

size and for each field coupling considered. The process is described in Appendix

Figure A3. The fracture gradient assumed is 0.926 psi/ft and hydrostatic gradi-

ent is 0.465 psi/ft112. Also, the injection pressure is set never to exceed 80% of

fracturing pressure.

The model computes well costs, CO2 costs, and operating & maintenance

(O&M) costs. Capital costs for CO2-EOR include well design and installation of

production and injection wells, drilling and completion (D&C), well conversion

for CO2-EOR operation, all of which are a function of the depth of the field. Capi-

tal costs also include CO2 separation units, a function of the maximum recycling

rate, and distribution infrastructure. Redevelopment of old fields is assumed,

converting 3/4 of injection and production wells previously used for primary

production and WAG, and only 1/4 of wells are assumed to be new75,90. Oper-

ating costs included are periodic O&M costs, which are a function of field depth,

oil and water lifting costs, which are a function of oil price, and CO2 recycling
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O&M, a function of the initial oil price and CO2 recycling volume. Monitoring

cost is assumed at 2 M$/y per field33. These assumptions and values are clearly

outlined in the MIICE script (http://doi.org/10.1039/C7EE02102J55). Quali-

tative details of the capital and operating cost parameters assumed for CO2-EOR

operations in MIICE are outlined in Tables 3.4 and 3.5. Detailed cost equations

are provided and can be accessed in MIICE55.

The model assesses four project sizes for each CO2 capture plant: 1, 2, 3 and

4 MtCO2/year. These sizes encompass current and planned CCS projects (cur-

rent 1-2 MtCO2/year from 100-300 MW coal plants, prospective 3-4 MtCO2/year

from coal plants of 450 - 600 MW54).

Table 3.4: Capital cost parameters and assumptions for CO2-EOR with detailed
equations presented in the MIICE script.

Cost Parameter Function of Assumption(s) Reference
CO2 processing & lease equipment

Field Production
equipment

Depth of site L&A regression cost model, on a per
pattern basis

90,108

converted
from 2004

US$
CO2 Recycling plant Maximum CO2

injection rate
Capital cost of a recycling facility of
sufficient size that can separate CO2

from produced fluids at maximum
production & injection rates

29,93,113–115

converted
from 2014

US$
CO2 Trunkline cost Fixed cost Per pattern

29

CO2 Transport &
Distribution Cost

Trunkline distance,
cost of trunkline

Per pattern basis, includes fixed and
variable costs associated with

transporting the volume of CO2 from
regional pipeline to EOR site as well as

equipment required for on site
distribution (from wells to recycling

facility)

29,93,113–115

converted
from 2014

US$

Pattern equipment cost
Production well
equipment cost

Depth of site New well cost, on a per pattern basis,
based on L&A regression equation,
includes tangible and tangible costs

associated with production well
equipment

90,108

converted
from 2004

US$

Injection well
equipment cost

Depth of site New well cost, on a per pattern basis,
based on L&A regression

equation,includes tangible and tangible
costs associated with injection well

equipment

90,108

converted
from 2004

US$

Drilling &
Completion cost

(D&C)

Depth of site New well cost, on a per pattern basis,
based on L&A regression equation,

includes tangible and intangible costs
associated with on-site drilling and
completion phases for production &

injection wells (e.g. casing, cementing,
plugging)

90,108

converted
from 2004

US$

Production well
work-over cost

Fraction of new
well cost + D&C

cost

3/4 of wells are worked over
90,108

converted
from 2004

US$
Injection well
work-over cost

Fraction of new
well cost + D&C

cost

3/4 of wells are worked over
90,108

converted
from 2004

US$

http://doi.org/10.1039/C7EE02102J
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Table 3.5: Operating cost parameters and assumptions for CO2-EOR with de-
tailed equations presented in the MIICE script.

Cost Parameter Function of Assumption(s) Reference
Periodic O&M

Costs
Depth of field, on a
per pattern basis

Based on L&A regression model,includes
periodic well work-overs and other

surface/subsurface repairs

90

converted
from 2004

US$
Liquid Lifting

Costs
Stock Tank Barrels of
liquids processed (oil

+ water)

Typically provided by the user, on a per
pattern basis, includes operating costs of

pumping, managing and distributing liquids
produced

90,93

converted
from 2004

US$
CO2 Recycling

O&M
Initial Oil Price &

CO2 volumetric flow
rate

CO2 density at STP 1.977 kg/m3 used to
convert to surface conditions and cost given

on a per pattern basis

93

converted
from 2004

US$
General&

Administrative
cost

Fraction of Periodic
O&M Costs and

Liquid Lifting Costs

Per pattern basis, includes staff
salaries/wages, insurance, accounting,

consulting, management and record keeping

29,93

converted
from 2014

US$
CO2 Monitoring

cost
Fixed cost assumed Cost applied to a whole EOR site regardless

of pattern number, 2010 USD 2 Million
33

converted
from 2010

US$

3.2.3 Cost of carbon capture and transport

CO2 capture is the most cost intensive part of CCS and contributes 60%

to 85% of total costs15,17. Actual costs of CCS plants have been higher than

estimated first-of-a-kind (FOAK) costs116. Learning is initialized based on an

existing CO2 capture capacity on power plants of 2.4 MtCO2/y.

In order to initialize the learning model, introduced in the next section, up-

front capital cost as a function of capture capacity is needed and measured in

M$/MtCO2/y.

In 2015, Rubin et al.15 reviewed CCS costs and found current values for

overnight capital cost of post-combustion capture of 242-453 M$/MtCO2/y. They

find that older studies overestimate CCS costs because newer cost estimates

use more-efficient proprietary amines. The study does not make a clear dis-

tinction whether FOAK or NOAK costs are estimated. The most recent real

project of post-combustion capture on a coal-fired power plant had capital costs

of 714 M$/MtCO2/y (Petra Nova project cost US$ 1 billion to capture 1.4

MtCO2/y)64,65. These are summarized in Table 3.6.

CCS prospects rely on its application to various types of thermal plants (e.g.

coal-fired and gas-fired) as well as industrial plants (e.g. cement production, iron

and steel production, hydrogen production) and costs will differ depending on

plant application. CO2 capture applications to industrial processes with high

concentrations of CO2 will have a substantially lower cost than when applied to

power plants117–119. Therefore, a range of initial costs is explored, between 200
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Table 3.6: Real-time and literature-based capital cost values of amine-based CO2

post-combustion capture plants coupled with supercritical pulverized coal fired
plants adjusted to 1 MtCO2 captured per year

Reference Source Capital Cost Value (2016
US$/MtCO2 captured)

Information &
Assumptions

Boundary Dam CCS54 $1.5 billion Successfully deployed
project, over-budget

Petra Nova Parish
CCS53,64–66

$714 million Successfully deployed
project, on-budget

Rubin et al. Study15 $326 million Literature based study for
new build power plants

with CCS
Adjusted SRCCS study15 $270 million Literature based study

conducted in 20055 for a
new build power plant +

CCS
Worley Parsons Report16 $209 million Literature based study for

a new build power plant +
CCS

M$ and 714 M$/MtCO2/y.

Power costs are wholesale electricity prices of US$ 39.67/MWh (Interconti-

nental Exchange (ICE) of the weighted average electricity cost for 2014-2016120).

O&M costs include both variable and fixed O&M costs for labor, material and

equipment16,28.

For the range of capital costs considered, given a fixed charge factor of 0.1185,

this is equivalent to an initial annualized cost of capture ranging from $100/tCO2

to $39/tCO2.

Capital and operating costs of transporting 1 - 4 MtCO2/year are included121.

Pipeline dimensions for transport are derived from NETL122 and all pipelines are

assumed 100km (62 miles) long. These are summarized in Appendix Table A2.

3.2.4 Technological learning and industry growth

The model assumes that technological learning reduces capital costs as cu-

mulative CCS deployment increases. CO2 capture infrastructure is assumed to

decline in costs, while pipeline transport and EOR costs are assumed not to

decline due to decades of experience with EOR. Learning is assumed to cross

regional boundaries. The Wright progress curve, also defined as “learning-by-

doing”, has been established since the 1930s123, and is used here as applied to

CCS124–127:

C = Ci

(
Q

Qi

)−b
(3.6)

with C, the updated capital cost, Q, the updated cumulative capacity installed,

Ci, initial capital cost, and Qi the initial capacity installed. The learning vari-
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able b is defined as b = −log(1− LR)/log(2) where LR is the cost reduction per

doubling.

Learning rates are uncertain. Observed learning resulted in the second com-

mercial CCS plant costing 50% less than the first53,54. Such learning is unlikely

to continue: the high cost of capital of Boundary Dam have been explained with

circumstantial, case-specific factors including high steel prices during the time of

construction and dis-economies of scale due to the plant size being smaller than

what it was designed for116. Circumstantial costs will include location of plant

build, better company practices and market fluctuations affecting the price of

materials. Literature on CCS learning rates have mostly assimilated it to large-

scale chemical plants that take years to build, such as flue gas desulphurization

and have assumed ranges of learning rates from 3% to 14%125. This differs from

smaller scale products’ technological learning that can be produced in larger

quantities at a faster pace and have seen technological learning rates of over

20%, such as solar PV.

The model also includes a set of growth rate limitations. New energy tech-

nologies see rapid exponential growth until the technology reaches “materiality”

(previously defined as a 1% market share)128. Here, materiality is defined as 100

MtCO2/year installed capacity. Pre- and post-materiality growth rate limits are

assumed to be 25% and 10%, respectively129. Furthermore, it is assumed that

only one project can be commissioned per year for the first five years (represent-

ing slow growth until wide-spread confidence).

3.3 Scenarios and model analysis

3.3.1 Five world scenarios

First, five ‘world’ scenarios are created(see Table 3.7). The ‘Base Case’ world

assumes the following: (1) a constant inflation-adjusted price of oil at its 2016

peak of $55/bbl130; (2) CO2 tax of $25/tCO2 starting in 2016 and growing by

$1/year (3) a learning rate LR = 10%, (4) initial overnight capital cost is $600

Million/MtCO2/y. The ‘Climate Action’ world adopts a CO2 tax of $100/tCO2

in 2016 which increases by $2/year. The ‘High Oil’ world has a constant inflation-

adjusted oil price of $110/bbl (similar to 6DS scenario in33). In the ‘Depleting

Resources world’, oil starts at inflation-adjusted price of $55/bbl and increases

at a rate of 2%/year. Finally, the ‘Forward Learning’ world assumes effective

R&D for CCS so LR is 14%, similar to that of flue gas desulphurization125–127.
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Table 3.7: Key variables assumed for each of the five world scenarios

World Scenario Price of
oil in
2016
$/bbl

Tax/credit
on CO2

in 2016
$/tCO2

Tax
rate

increase
$/tCO2/year

Learning
rate

Oil price
growth

rate
(inflation

adj.)
Base Case (BC) 55 25 +1 10% 0%/y
Climate Action

(CA)
55 100 +2 10% 0%/y

High Oil (HO) 110 25 +1 10% 0%/y
Forward

Learning (FL)
55 25 +1 14% 0%/y

Depleting
Resources (DR)

55 25 +1 10% 2%/y

3.3.2 Single-parameter sensitivity analysis

A single-parameter sensitivity analysis to Base Case assumptions is per-

formed. Cumulative CCS capacity investment achieved by 2050 is used as the

comparison variable. Sensitivity parameters include: inflation rate, nominal dis-

count rate, cost of electricity, initial capital cost of CO2 capture, capital cost per

CO2-EOR pattern and CO2 capture rate per power plant. Each of these are var-

ied by ±10% to assess their impact. Assumptions of industry growth limitations

are also explored as well as the use of near-site saline aquifer storage at $60/tCO2

or $20/tCO2, CO2 tax/credit scheme, project debt-to-equity ratios and respon-

sibility for the CO2 transport system. Finally, the sensitivity of MIICE to the

MATLAB randomization seed for EOR field generation is assessed.

3.3.3 Exploration of key variables

In addition to the single-parameter sensitivity analysis described above, we

iterate through combined ranges of key parameters. These include initial oil

price, a CO2 credit/tax rate, learning rate, FOAK capital cost, and oil price

growth rate. A total of 36,036 combinations are evaluated. Ranges of variables

are:

• Initial price of oil from $45/bbl to $140/bbl.

• CO2 tax from $0/tCO2 to $200/tCO2.

• Initial capital cost of capture from 714 M$ to 200 M$ for every 1 MtCO2

captured/year.

• Learning rate from 0.00 to 0.20.

• Growth rates of oil at 0%/y, -2%/y, and 2%/y.
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3.4 Results and discussion

3.4.1 Five world scenarios

Figures 3.3, 3.4, 3.6 and 3.5 present outputs from the five world scenarios.

CO2 storage and oil production values are given as cumulative values over a

projects’ 30-year duration and presented in the year that a project receives in-

vestment (see Appendix Figure A4).

Figure 3.3 shows the cumulative CCS capacity investment made in each of

the five worlds (bottom) and the resulting CO2 capture cost decrease (top). All

five worlds have an initial annualized cost of capture of $86.7/tCO2 assuming the

fixed charge factor of 0.1185. These worlds show similar slow rates of CCS ca-

pacity deployment in the first 10 to 15 years. After 2030 scenario settings cause

divergence in investment. In the ‘Climate Action’ world, the CO2 tax exceeds

$130/tCO2 by the 2030s and the cost of CO2 capture has decreased to $61/tCO2

(as shown on the top graph of Figure 3.3). Thus, in ‘Climate Action’ world, the

projects with highest IRR are those that capture more CO2 and target smaller

oil resources (see Appendix Figure A5). Nevertheless, all world scenarios succeed

in driving down the cost of CO2 capture to below $50/tCO2 by 2045 given tech-

nological learning. The ‘Climate Action’, ‘High Oil’ and ‘Depleting Resources’

scenarios follow the same capture cost reduction trends to 2050. The ‘Forward

Learning’ scenario drives the cost below $50/tCO2 by 2033 and to $40/tCO2 by

2045, which allows it to diverge away from the ‘Base Case’. The steep reduction

in CO2 capture cost obtained in the ‘Forward Learning’ scenario makes up for

a low CO2 tax and a low oil price. It behaves as a high CO2 tax by providing

more incentive for larger CO2 capture plant projects that were not previously

lucrative and that are more economically favorable to storing CO2 rather than

producing oil. This explains the peak in cumulative investment observed after

2045.

Figure 3.4 presents the cumulative projects’ net CO2 stored from CO2 EOR

projects. The top graph excludes the CO2 emitted from combustion of produced

oil (i.e., displacement assumption), while the bottom subtracts the CO2 emitted

in the combustion of produced oil from the total CO2 stored in each project (i.e.,

additionality assumption). Using the displacement assumption, cumulative stor-

age by 2050 is in the range of 50 Gt in the ‘Climate Action’ world and 10-20 Gt

in all other worlds. If we include end-use emissions from crude oil consumption,

only the ‘Climate Action’ world results in net CO2 storage. In this case, the ‘Cli-

mate Action’ world achieves net storage by 2035. The ‘sub-worlds’ presented in

Figure 3.4 represent alternative ‘Climate Action’ worlds, with CO2 taxes start-
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3.4.2 Sensitivity to endogenous and exogenous model pa-

rameters

As highlighted in Figure 3.3, the ‘Base Case’ world scenario fails to reach the

gigatonne scale of CCS capacity investment by 2050. Figure 3.7 demonstrates

the sensitivity of this result to various assumptions.

First, by varying six parameter values by 10%, we find that the results are

most sensitive to nominal discount rate and CO2 capture rate. Each of these

change the CCS capacity investment received during the period investigated by

up to 15%. The initial capital cost of capture and capital cost of EOR per pat-

tern significantly impact the investment choices made.

The impact of the industry growth limitations are also assessed. While a

slower industry scenario sets back the growth rate of CCS, the fast industry

growth ceiling does not enable many more projects to be built. The availability

of “cheap” saline aquifer (SA) storage for residual produced CO2 at $20/tCO2

results in 25% more projects receiving investment. Meanwhile, no CO2 tax at

all, reduces cumulative project investment by 19%.

The sensitivity to investment schemes is also investigated. A 40:60 debt:equity

ratio at a 6% rate of interest does not strongly affect results. Including the cost

of CO2 transport infrastructure in the investment model has little effect on CCS

investment. Finally, we conduct 1,000 realizations of our field generation pro-

cess to explore the effects of generating candidate fields using a random number

generator. Final project investment is affected by ±5% at the ±1 SD level.

Note that all of these sensitivity studies fail to bring the Base Case scenario

to gigatonne scale by 2050.
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Sensitivities to CCS capacity investment by 2050 (MtCO2/year)
500 550 600 650 700 750 800 850 900 950 1000

2
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6

8

10

12

Industry Growth Slow Fast

Cost of Electricity 43.6$/MWh $35.7/MWh

Initial Capital Cost of Capture $660M $540M

Inflation rate 2.97% 3.63%

SA storage instead of emissions 60$/tCO2 20$/tCO2

Nominal Discount Rate 16.5% 13.5%

Seed Randomization -1sd +1sd

Capital Cost per EOR Pattern +10% -10%

CO2 Capture Rate 81% 99%

Debt to Equity 40:60 with 6% interest rate on debt

CO2 transport liability Third party responsibility

Carbon tax No CO2 tax Fixed at 60$/tCO2

                                                                                       Base Case                                                  Gigatonne scale

Figure 3.7: Effect of key parameters, variables, including the availability of
saline aquifer (SA) storage at a cost, and randomization factors on ‘Base Case’
cumulative CCS capacity investment by 2050.

3.4.3 Sensitivity of CO2 capacity, CO2 storage and oil pro-

duction to variations in 2 input parameters at a

time

Lastly, we explore simultaneous variations in multiple key parameters across

a range of conditions, resulting in ≥ 30,000 endpoint estimates for 2050 CO2

capture capacity. Figure 3.8 shows two variable “slices” through the array of

resulting CCS capacity investment by 2050. Values greater than 1,000 represent

gigatonne-scale industry. Variables not shown in contour plot axes are set to

Base Case values. Scenario worlds are plotted as red points (e.g., CA represents

Climate Action world).

Contour plots show required shifts to push Base Case investment to gigatonne-

scale by 2050. In the upper left we see that a 2050 CO2 tax of ≥70 $/t or an oil

price of ≥85 $/bbl are required to induce gigatonne scale by 2050. In the upper

right, it becomes evident that beyond 70 $/t the starting CO2 tax in 2016 is more

important than the learning rate in driving gigatonne emissions (note downward

slope of isolines). However, at lower CO2 tax rates, technological learning re-

duces the need for a high CO2 tax at simulation start, though at 2015 observed

carbon price levels of $10-$15/tCO2 in EU and California carbon markets, the

required learning rate for the first thousand projects must be at or above 18%

(i.e. 18% cost reduction for every doubling of capacity deployed) to achieve gi-

gatonne scale (a value for LR equivalent to that of small, modular technologies

such as solar photovoltaics125). At the assumed base case CO2 tax starting 25
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$/tCO2, which remains overly optimistic for most of the world, a doubling in

technological learning rate (from 7% to 14 %) results in a near doubling of CCS

deployment as well (from 597 MtCO2/y CCS deployment to 1210 MtCO2/y).

Moving to the lower left, the initial cost of capture is surprisingly unimportant

towards the likelihood of achieving gigatonne scale. The isolines are very steeply

sloping, suggesting larger impacts from initial carbon taxes than capital cost. A

challenge is evident in setting initial capital cost to that observed at real projects

(i.e., 715 M$/Mt/y observed at Petra Nova). In that case, an initial CO2 tax

of almost 50 $/t is required to achieve gigatonne scale. Lastly, we see in the

lower right that oil prices must return to recent historical highs of ≈ 100 $/bbl

to induce gigatonne scale with Base Case initial costs of capture. This is per-

haps unrealistic given recent developments and expansion of so-called “tight oil”

driving oil prices to the 50 $/bbl range.
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Figure 3.8: Heat maps showing contours of CCS investment achieved by 2050
in terms of CO2 capture capacity (MtCO2/y) as a function of (a) the CO2 tax
achieved by 2050 and the price of oil, (b) the CO2 tax in 2016 and the amount
of technological learning assumed, (c) the price of oil and the initial capital cost
of capture assumed per MtCO2 capture capacity in 2016, and (d) the price of
oil and the initial capital cost of capture assumed per MtCO2 capture capacity
in 2016. Highlighted points of world scenarios include: BC (‘Base Case’), CA
(‘Climate Action’), HO (‘High Oil’) and FL (‘Forward Learning’) described in
Table 3.7.
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3.5 Conclusions to chapter

As expected, today’s low or non-existent CO2 taxes and low oil prices are

insufficient to trigger an upscaling of CCS to the gigatonne level. For the IRR-

driven private sector, the revenue from EOR activities is currently too low to

justify investment, as seen between 2014 and 2016 with a slow down of CO2-

EOR projects in the US. However, with higher CO2 taxes or oil prices (or a

combination of the two), CO2-EOR does make CCS more attractive. Crucially,

the revenue from oil in any CCS with CO2-EOR project will initially provide the

highest proportion of profit. This testifies to the benefit that CO2-EOR brings

to CCS when trying to portray it as a lucrative, investment-worthy endeavor,

particularly when considering private sector involvement.

Although reservoir simulation for EOR operations in specific fields are not

conducted here (as done by Dai et al. 2016131 and Fukai et al. 201629), this model

incorporates a randomized selection of plausible fields and production profiles for

CO2-EOR and storage. This enables a general assessment of conditions under

which gigatonne-scale CCS deployment can occur by 2050. This study extends

the quantitative understanding to policy makers as to how much incentive is

needed for CCS to become economically viable from an investment standpoint.

The specific trigger for investment matters. Whether EOR is induced by a

CO2 tax or a high oil price has clear effects on types of projects that are selected.

High CO2 taxes favor larger CO2 capture projects and lower production rates

of oil with smaller fields (in area and net pay thickness). High oil prices drive

CCS capacity deployment but do not favor net carbon sequestration. As shown

in Figure 3.8, given the base case assumptions considered here, gigatonne-scale

of CCS deployment only becomes possible in regions where:

• CO2 tax exceeds $40/tCO2 in 2016 and reaches over $ 75/tCO2 by 2050

or,

• Oil price is in excess of $85/bbl or,

• The learning rate for every doubling is at least over 14%.

However, current EU Emissions Trading Scheme conditions give a market price

for CO2 of less than $10/t132. Assuming this would increase gradually by 2050,

this would require a learning rate in excess of 20% to reach gigatonne-scale of

CCS deployment. With such low CO2 taxes, recent oil prices fluctuating be-

low $ 50/bbl and a capital cost of CO2 capture of over 700 $M/MtCO2/y only

half-gigatonne CCS deployment is reached by mid-century, falling short of the

gigatonne-scale expected.
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The impact of recent US tax bill 45Q, that could provide the equivalent of

a fixed 35$/tCO2 credit (non-increasing), when CO2 is used for EOR, was also

tested with MIICE and based on January 2018 values for oil price at 61$/bbl

and other ‘Base Case’ conditions. When compared to the equivalent conditions

with no credit for CO2 usage, the 45Q equivalent tax credit was found to improve

CCS deployment achieved in 2050 by up to 10% and total CO2 stored by 16%.

These results remain optimistic compared to current conditions for the 45Q bill

that state its duration to be 12 years and the credit reaching up to the product

of 35$/tCO2 and the inflation adjustment factor by 2026. Nevertheless, these

assumed conditions tested in MIICE still failed to reach a gigatonne of CCS de-

ployed by 2050. Referring to Figure 3.8a this result lies directly below the x-axis

at an oil price of 61$/bbl, showing a CCS capacity investment below the 800

MtCO2/year isoline.

3.6 Contributions made and future work

The development of MIICE, an open-source and detailed model that can

be accessed and downloaded online (http://doi.org/10.1039/C7EE02102J), is

one of the key contributions of the work described in this chapter.

The analysis that is drawn from MIICE is useful in answering the question

posed as the title of this chapter and exploring quantitatively the conditions that

may trigger gigatonne-scale CCS investment. CO2-EOR can be a catalyst for

CCS. The revenue from oil production, incorporating technological learning and

a minimal CO2 sequestration tax do suggest that CCS with CO2-EOR can offer

lucrative investments. However, without additional incentives such a government

subsidy or a grant, a higher oil price or a higher CO2 tax, investment in CCS

capacity may not reach the gigatonne scale when considering only CCS with

power plants. One should consider how CCS with other industrial sources will

play a role in reaching this large-scale objective. Presumably while CCS with

CO2-EOR can help drive the costs of CCS down and trigger the development

of CO2 transport networks and storage infrastructure, it will become easier and

more attractive for other industries such as cement, iron and steel producers for

example, to invest in CCS at a lower capital cost. The results from MIICE’s Cli-

mate Action world scenario also highlights a point beyond which revenue from

CO2-EOR is no longer needed for CCS deployment to be attractive to investors

thanks to the cost reduction enabled early on. Coupling CCS with other indus-

trial CO2 sources, apart from power plants, are not included in MIICE and could

be subject to further work. Furthermore, due to the nature of the data base for

http://doi.org/10.1039/C7EE02102J
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oil fields and CO2-EOR experience and costs being primarily from North Amer-

ica, the results are likely to differ when considering offshore CO2-EOR fields and

the cost implications of having to build CO2 storage infrastructure from scratch

as would be done in the North Sea for example.

Future work could also include adding scenarios with costs of various carbon

capture technologies or technological breakthroughs (e.g., new solvents). The

addition of regional parameters might be explored. This may strongly affect the

extension of a transport network and development of infrastructure. Finally, the

model could be extended to include actors with more or less stringent require-

ments on their returns and the risk they associate to such an investment (e.g.,

governments or government-corporate partnerships).



Chapter 4

Assessing the effect of UK CCS

deployment and operation

scenarios on storage sink

response by simulating varying

CO2 injection rates into the

Bunter Sandstone reservoir

We expect that CCS deployment rates may vary over the years and result in

varying CO2 supply rates. Hence, the work presented in this chapter takes a sys-

tems approach to looking at the interactions of the full CCS chain and poses the

question: Will variations in CO2 supply have a first order effect on the behavior

of a CO2 storage reservoir or not?

A reservoir model of the Bunter Sandstone Saline Aquifer was used to simulate

CO2 injection and demonstrate the effects of varying frequency and amplitude of

injection rates on robustness and resilience of such a storage system. The Bunter

Sandstone is particularly important to study as it is considered one of the main

storage sinks for the UK and located in the Southern North Sea. The various

injection rates tested here are informed by the outputs of energy systems models

and conjectures on potential plans for UK CCS deployment. Results from this

work can be fed back into models representing CO2 storage supply in order to

represent the interaction between CO2 supply and storage appropriately.

The Bunter Sandstone reservoir model was obtained from and developed

by the British Geological Survey (BGS) and described in Noy et al. 2012133

and Williams et al. 2014134. This collaboration took place as part of the

49
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MESMERISE-CCS project (https://www.imperial.ac.uk/a-z-research/mesmerise/

what/) led by Niall Mac Dowell and Sam Krevor with Hayley Vosper, Gareth

Williams (gwil@bgs.ac.uk) and John Williams (jdow@bgs.ac.uk) from the

BGS. The work presented here was published in Kolster et al. 2018 (https:

//doi.org/10.1016/j.ijggc.2017.10.011) and also contributed to the pub-

lication of Agada et al. 2017 (https://doi.org/10.1016/j.ijggc.2017.08.

014)39.

4.1 Background to the need for modelling of

CO2 storage: example of the UK Bunter

Sandstone

Under the 2008 Climate Change Act, the UK has committed to reducing

its greenhouse gas emissions by 80% from 1990 levels by 2050 and according

to the Committee on Climate Change, CCS is critical in reaching this target

at least cost135,136. Evaluations for costs and deployment of low carbon energy

systems are typically based on integrated assessment models that include the

techno-economics associated with CCS development and risk. However, these

typically assume a pressure vessel type description of CO2 storage sinks, and do

not include limitations that may be imposed by the storage reservoir as a result

of sudden deployment or varying CO2 injection rates137. In this work, reservoir

simulation is used to evaluate some of the potential issues that may arise from

regional large scale deployment of CCS in the UK in light of their commitment

to reduce greenhouse gas emissions by mid-century.

The Bunter Sandstone Saline aquifer has been identified as having a signif-

icant CO2 storage potential, particularly for the UK133,134,138–140. As a result,

it has been subject to a number of numerical modelling studies evaluating the

integrity of the reservoir seal and maximum safe overpressure (Heinemann et al.

(2012)139), the effect of the reservoir’s geological structure and heterogeneity on

CO2 storage efficiency (Williams et al. (2013)141) and the effect of large scale

injection of CO2 into the reservoir on brine displacement (Noy et al. (2012)133).

A study conducted by Pale Blue Dot Energy for the Energy Technologies Insti-

tute found that injection into the Bunter saline aquifer will be key in providing

the appropriate geographic spread and capacity to meet UK storage demand142.

The Bunter Sandstone has the advantage of being in close proximity to the

Eastern coast where the UK has a large concentration of industrial and power

plants135,142, including the largest coal firing power station in the UK: Drax

https://www.imperial.ac.uk/a-z-research/mesmerise/what/
https://www.imperial.ac.uk/a-z-research/mesmerise/what/
gwil@bgs.ac.uk
jdow@bgs.ac.uk
https://doi.org/10.1016/j.ijggc.2017.10.011
https://doi.org/10.1016/j.ijggc.2017.10.011
https://doi.org/10.1016/j.ijggc.2017.08.014
https://doi.org/10.1016/j.ijggc.2017.08.014
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Power Station.

CO2 storage reservoirs may be subject to dynamics across multiple time-

scales. On a decadal time-scale, CCS capacity will be gradually deployed and

ostensibly lead to an increase in target CO2 injection rates. Meanwhile, the de-

ployment of extensive amounts of intermittent renewable power could lead to

displacement of thermal generation as well as an increased, hourly dependent,

variability in storage demand for CO2 from power143–146. The work presented in

this chapter looks at investigating the effect these variable rates of CO2 injection

can have on regional reservoir behaviour and storage supply.

Studies have simulated varying rates of CO2 injection over an extended pe-

riod of time in order to understand the effects of large-scale CCS deployment.

These have shown a clear link between reservoir injectivity and dynamic stor-

age capacity, while showing no link between varying injection rate and overall

plume migration or regional pressure build up 147–152. In a study conducted by

Wiese et al. (2010)152 numerical simulations are used to look at the impact of

temporal variations in CO2 injection through a single well into a saline aquifer

in order to mimic the impact of CO2 capture variability. They find that in

the long term such variability has little impact on storage capacity. Bannach

et al. (2015)149 conduct a dynamic simulation of large-scale industrial rates of

CO2 injection with seasonal variation into the Volpriehausen sandstone in North

Germany. They find that varying CO2 injection rates have the largest negative

effect on overall injectivity within the first years of operation when compared

to injection at a constant rate. In both cases, the study finds that the pressure

build up is highest in the first few years of injection and decreases with time.

The study also shows that reducing permeability by 50% generates a propor-

tional decrease in the injection rate. Xie et al. (2016)147 investigates injectivity

of saline aquifer sites in the Ordos Basin of China and compares the storage

capacity of sites within the Ordos Basin using analytical methods and numerical

simulations. The study highlights that, when conducting numerical simulations,

a lower injectivity is obtained, compared to injectivity obtained from an analyt-

ical solution for injection. This is because the numerical simulation incorporates

the effects of reservoir heterogeneity and the evolution of relative permeability.

Deng et al. (2012)148 looks at the effect of industrial-scale CO2 injection on in-

jectivity over time of a model of the Weber Formation in Wyoming. This study

finds that injectivity is limited by the safe injection pressure imposed and the

heterogeneity of the reservoir model over 50 years of injection. Storage capacity

of a reservoir over time will also depend on such reservoir conditions including

boundary conditions, density and viscosity of the fluids, permeability and poros-

ity distributions, reservoir thickness and depth153,154.
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This study focuses on these issues in the UK context of large-scale regional

CCS deployment. The objective is to improve understanding of potential limita-

tions to CO2 storage by considering a variety of scenarios for CCS development.

These scenarios are grouped into three categories designed to encompass the

range of future potential CO2 storage demand scenarios.

Firstly, the UK has seen a lot of change in its energy portfolio with increasing

penetration of intermittent renewable energy sources and nuclear power. Hence,

CCS with power and industry may become more or less important at different

points in time, resulting in varying CO2 storage demand. In addition, meeting

storage demand may be conditional to reservoir properties around a selected and

developed injection site. In an initial set of injection scenarios, the sensitivity

of storage supply to varying and cyclical fluctuation in rates of demand and in-

jection site selection are investigated, which will differ in local permeability and

depth.

Secondly, between 2007 and 2015 the UK conducted two CCS competition

projects intended to serve as a jumpstarter for the technology. The last one was

canceled in November 2015 due to a lack of allocated budget135. The White

Rose CCS project, led by a consortium company called Capture Power Limited,

aimed to capture CO2 by retrofitting a Drax Power Station coal firing unit with

CCS and injecting the CO2 into the Bunter Sandstone155. This demonstration

project aimed at capturing 2 MtCO2/year156,157. A future for CCS in the UK

is envisioned, starting with a similar demonstration size project and eventual

expansion to retrofit capture onto more power plant units. Each CCS plant

may start development at different points in time and take several years to con-

struct158 adding to the imposed variability onto the storage system. In a second

set of CO2 injection scenarios, the impact of gradual industrial-scale CCS de-

ployment on CO2 storage supply is investigated.

Thirdly, energy systems models suggest deployment rates for CCS to meet

emissions reduction targets while meeting electricity demand145. However, suf-

ficient injectivity and reservoir pressurization will be key in this match between

the capture system and storage needs153,159,160. The feedback between the en-

ergy system and the CO2 storage demand is investigated here with a third set of

injection scenarios based on previous energy systems modelling work145.
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4.2 Methodology

4.2.1 Bunter Sandstone geological reservoir model

The Bunter Sandstone is located offshore the East of England in the UK

Southern North Sea and is part of a larger reservoir rock unit of which the on-

shore part is known as the Sherwood Sandstone Group. The geological and

dynamic simulation model used in this work to represent the Bunter Sandstone

regional aquifer was developed from the British Geological Survey (BGS) model

presented by Noy et al.133. The model area chosen is bounded by an overlying

seal of mudstones and evaporites that constitute the Upper Triassic Haisborough

Group and the Bunter Shale Formation as an underlying seal, each with perme-

abilities of the order of microDarcies. The outer boundary of the model is also

assumed to be impermeable as it consists of a series of discontinuous salt walls

and erosional margins that result from major fault zones133. The presence of gas

fields within the model area, including the Esmond, Forbes and Gordon fields

as well as the Hewett Field Group just outside of the model boundary, suggest

an effective reservoir seal139. However, uncertainty remains around the potential

presence of an outcrop to the seabed133,138,141. An outcrop to the seabed could

provide pressure relief as a result of expulsion of brine from the reservoir while

posing a risk for CO2 leakage into the seabed. However, the simulations scenarios

run as part of this study showed that neither of these occur over the time periods

considered i.e. 100 years.

The model covers an area of approximately 143 km East to West and 125 km

North to South, and uses a grid of 250 (x) × 285(y) × 25 (z) elements sized 500m

by 500m. The reservoir is divided vertically into 25 layers, of which layers 1-6 of

the coarse grid model represent the impermeable caprock region. Well penetra-

tion data were used to obtain depth at different locations in the reservoir. The

mean depth of the reservoir model is 1850m. A mean reservoir temperature of

65◦C was assumed, while an average reservoir pressure of 19.5MPa, an average

porosity of 20% and permeability of 100mD was used. Brine salinity was set

to 130,000 ppm and rock compressibility to 4.5×10−10 Pa−1. These values were

the same as those used in Noy et al.133. Dissolution of CO2 in the formation

pore-water was also included in the model as done by Noy et al.133.

Using the reservoir simulator ECLIPSE 100, the model is set up as a CO2-

brine black oil model with pressure, volume and temperature (PVT) data com-

puted using the method described by Hassanzadeh et al.161. Relative perme-

ability data tables for water and gas were based on core-flood experiments on a

water-wet Bunter sandstone sample162. Recognizing the importance of capillary
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trapping in safe CO2 sequestration154,163,164, a Killough hysteresis model165 was

implemented to account for hysteresis in the gas relative permeability166.

4.2.2 Simulation parameters and constraints

The reservoir model includes 12 injection sites with a minimum distance from

site to site of 30km and a large site diameter (0.3048m or 1 foot). It is assumed

that, in practice, each injection site could represent several wells. The number

of wells deployed at a given injection site will typically depend on the trade off

between the cost of adding a well and the amount of CO2 that can be safely

injected into one well without overpressure167. In practice, this may also de-

pend on the permeability of the targeted field. The Sleipner project for example

only needed one injection well, while the In Salah project, with the same tar-

geted injection rate (1 MtCO2/year) but lower permeability, required 3 injection

wells168,169. The locations of the 12 injection sites were based on proximity to

existing infrastructure in place from gas fields in the area. The injection sites are

completed in every layer of the reservoir (layers 6-25). The fluid injection into

the sites modelled is limited by a bottom hole pressure (BHP) constraint. This

is set at 75% of the estimated lithostatic pressure at each injection site, which

also represents the lower bound of reported leak-off tests at depths greater than

1000m133. Leak-off tests are carried out in order to give a good indication of

the fracture pressure of a formation. The lithostatic pressure gradient assumed

is 22.5kPa/m, which implies that the deeper the site, the higher its bottom-hole

pressure limit will be133. Other studies use more or less stringent pressure build

up limits ranging from 60% to 90% of lithostatic pressure133,139,154. Reduced

uncertainty with regards to pressure gradients in the reservoir may lead to less

stringent limits on the bottom hole pressure and quicker injection.

In simulation studies aimed at representing CO2 injection on a regional scale

and due to the coarseness of such a model (i.e. having grid blocks of the order

of 10s or 100s of metres), modelling injection of CO2 with one large injection

site is customary and captures the key reservoir behaviour153,170. In this study

the grid resolution is of 500m × 500m, which is similar to other studies looking

at injection over large regions160. Simulations that focus on a single injection

site with several wells will use a more refined grid resolution of the order of 10s

m2 171. Here, the grid cells that include an injection site and the three grid cells

in each x-direction and y-direction of the grid cell with the injection site are

refined. These are refined by a factor of 11, bringing the grid resolution to 45.5m

× 45.5m in the grid cells surrounding and including each injection site.
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Table 4.1: Depth and bottom hole pressure (BHP) limit of 12 base case injection
sites obtained from the BGS Bunter Sandstone reservoir model

Injection site Depth (m) BHP limit (MPa)
1 1751 29.54
2 2007 33.87
3 1742 29.39
4 1743 29.42
5 2564 43.26
6 2020 34.09
7 1971 33.26
8 2311 39.00
9 1517 25.60
10 1729 29.18
11 1738 29.33
12 1795 30.30

In this study, a timeline of CO2 injection and monitoring that commences in

year 2030 is considered, which would be operated for under 100 years. Within

this timeline closed lateral and vertical boundaries are imposed, providing a con-

servative estimate of reservoir pressurization given that greater pressure increase

will occur. The results of CO2 injection obtained from ECLIPSE 100 simula-

tions are evaluated and analysed in Petrel. In this study a base case scenario

of 24 MtCO2 injection per year in the field is considered, which is split evenly

between the 12 injection sites. While studies by Noy et al.133 and Farhat et

al.150 consider higher rates of injection per site at 5 MtCO2/year, on average,

industry practice in the North Sea would suggest an injection rate per site to be

1-2 MtCO2/year168,172,173. The model parameters are summarized in Table A5

in Appendix A1.

4.2.3 Injection rate scenarios and injection site selection

Three sets of reservoir simulations were conducted based on three sets of

injection scenarios summarized in Table 4.2. The first set of injection scenarios

covers highly fluctuating cyclic variation of CO2 storage demand rate regimes.

This includes a sensitivity analysis that highlights key injection rate differences

that may stem from variation in permeability and depth at different injection site

locations. The second set of injection scenarios describes injection demand from

gradually increasing potential UK CCS deployment rates. These first assume
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that a demonstration plant of the same size as White Rose CCS is deployed and

then CCS is retrofitted onto some of the remaining Drax Power Plant units. The

third set of injection scenarios is based on the output and extension of an energy

systems model for CCS deployment on coal fired power plants in the UK.

Table 4.2: Three sets of injection scenarios based on storage demand for the field:
1) Four high amplitude cyclic fluctuations of target injection rates (rates given
as: starting rate/2nd cycle rate) compared with a Base Case Scenario of target
field total 24 MtCO2/year injection, 2) Storage demand for five CCS deployment
scenarios based on hypothetical CO2 capture rates obtained from Drax power
plant and number of units, demonstration (DEM) or large-scale (LS) deployed,
3) Three UK CCS with coal deployment and displacement scenarios determining
storage demand rates for the Bunter Sandstone

Set Scenario Target Injection rate(s) (MtCO2/year) Variation Inj. Time (years) Unit Deployment

1

Base Case 24 Constant 50 6 x LS
+/- 80% 43.2/4.8 Every 5 years 50 6 x LS
-/+ 80% 4.8/43.2 Every 5 years 50 6 x LS
+/- 80% 43.2/4.8 Every 2.5 years 50 6 x LS
-/+ 80% 4.8/43.2 Every 2.5 years 50 6 x LS

Sensitivity 1.0 Constant - one site at a time 50 Injection Site 1, 5, 9.
Target Peak Inj. (MtCO2/year) Peak Inj. Year Inj. Time (years) Unit Deployment

2

Drax 1 14 2045 85 1 x DEM, 3 x LS
Drax 2 14 2040 75 1 x DEM, 3 x LS
Drax 3 14 2045 55 1 x DEM, 3 x LS
Drax 4 14 2060 70 1 x DEM, 3 x LS
Drax 5 22 2050 60 1 x DEM, 5 x LS

Target Peak Inj. (MtCO2/year) Peak Inj. Year Inj. Time (years) Variation Level

3

E-system 1 12 2030 50 High-low-end
E-system 2 12 2050 50 Low-high-low-end
E-system 3 11 2030 50 Constant

Sensitivity of plume migration and pressure to varying injection rates,

depth and permeability - Set 1

In a first set of reservoir simulation scenarios of dynamic CO2 injection, the

impact of cyclic variations in CO2 injection was investigated. This enables un-

derstanding from a theoretical standpoint why variation in CO2 injection may

have an effect on reservoir behaviour and storage efficiency. Hence, in these

scenarios, represented in Figure 4.1, the amplitude of target injection per site

(by 80% above and below the average) and the cycle period (2.5 years and 5

years) were varied. These were compared to a constant rate of CO2 supply over

the same total duration of operation, 50 years. The average rate of CO2 supply

and target injection was set at 24 MtCO2/year for the whole reservoir and split

evenly between the 12 injection sites.

The effect of permeability and depth on injectivity of the reservoir is high-

lighted by considering the injection of 1 MtCO2/year for 50 years in three distinct

sites, 1, 5 and 8. The near-well bore horizontal permeability, depth and litho-

static pressure at each site is summarized in Table 4.3. Compared to the average

reservoir permeability and depth, injection site 1 and 8 are in low permeability
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Injection scenarios envisioned for UK government led regional CCS

deployment - Set 2

Based on the UK government’s past CCS deployment strategy we consider

five scenarios for CO2 storage demand from the Bunter Sandstone, summarised in

Table 4.2. The first four scenarios of CO2 storage demand assume that CCS de-

ployment peaks at 14 MtCO2/year in 2045, 2040, 2045 and 2060, which is equiv-

alent to one demonstration plant and three Drax Power Plant units retrofitted

with CCS. In a fifth scenario, it is considered that CO2 storage demand peaks at

22 MtCO2/year in 2050. Each scenario is initiated in 2030 with target injection

rates equivalent to the capture rate of 2 MtCO2/year, referred to as the demon-

stration plant (DEM) and subsequent plants correspond to a rate of capture at

4 MtCO2/year, referred to as the large-scale plant (LS).

In considering these scenarios trade offs between an expansive deployment

strategy, where all 12 sites are in place for the start of injection (injection is split

evenly across all sites), and limited site deployment strategies that split injection

in the field into a maximum of 6 selected sites are investigated. The oil and gas

industry in North America is used as an example to describe storage developers,

who are likely to build injection sites progressively in response to short term

demand174. This minimizes upfront capital cost. Hence, four improved injection

strategies with a reduced number of total sites targeted are assumed. These are

summarized in Table 4.4. In a first site deployment strategy splitting target in-

jection into sites 1-6 throughout the full injection period (‘6 sites’) is considered.

In a second strategy targeting injection into sites on a need-only basis with a

maximum of 6 injection sites in use at any given time (‘Need base deployment’)

is considered. Third, targeting injection into 2 first sites then splitting the CO2

supply into four more sites pre-empting that storage demand will increase in a

few years (‘Progressive deployment’) is considered. Finally, strategically choos-

ing the deepest sites in which to target injection (‘Deep sites’), which will have

the highest limits on bottom hole pressure is looked at. The ‘Deep sites’ injec-

tion strategy assumes that the deepest sites, 5 and 8 (see Table 4.1) are first

deployed to meet capture rates from the demonstration plant (2MtCO2/year),

then, before the 1st large scale CO2 capture plant is deployed, injection is split

into the next four deepest sites, 2, 6, 7 and 12. The choice of site as a function

of depth is based on the information provided in Table 4.1.
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Table 4.4: Injection site deployment strategies to meet the storage demand sce-
narios for the UK government CCS deployment strategy (Set 2, Table 4.2)

Strategy name Characteristic Deployment/
Shut Down

Description

12 sites Expansive/Immediate Reservoir target injection rate from storage
demand is split evenly in all 12 sites at the
start of CCS deployment and for the whole
simulation period.

6 sites Limited/Immediate Reservoir target injection rate from storage
demand is split evenly in sites 1-6 at the start
of the CCS deployment period.

Need base deployment Limited/Gradual Injection in demonstration years (2
MtCO2/year) is targeted and split evenly
at injection sites 1 and 2, and then targets
sites 1-6 when large-scale capture units add
to CO2 storage demand. Sites are then
closed down one by one as target demand
for storage decreases step-wise.

Progressive deployment Limited/Gradual Starting with injection targeted to sites 1 and
2, half way through the demonstration pe-
riod with 2 MtCO2/year storage, injection is
split evenly to sites 1-6. Sites are then closed
down one by one as target demand for stor-
age decreases step-wise.

Deep sites Limited/Gradual Sites 5 and 8 are targeted first when demon-
stration plants are providing demand, then
half way through the demonstration period,
injection target is split evenly between the 6
deepest sites in the field 2, 6, 7 and 12. Site
shut down is also conducted progressively in
response to decreasing demand.

Impact of varying storage demand based on a systems model output

of UK coal power with CCS - Set 3

In a third set of injection scenarios (see Figure 4.3), we take the deployment

rates for CCS based on previous energy systems modelling work145. This earlier

work uses a UK based electricity market model that integrates UK emissions

reduction plans with a portfolio of clean energy options in order to establish the

role that coal with CCS may play in the future energy mix. It shows ‘coal CCS’

starting with a high capacity factor and thus a high CO2 storage demand in 2030,

which slowly decreases over the 50-year timeline as a result of increasing market

penetration of renewable energy (E-system 1). This target injection into the

reservoir model is simulated and the injectivity with two injection scenarios of

identical average target injection rate over the 50 years considered is compared.

The first comparative scenario (E-system 2) assumes a ramp up of 30 years before

reaching a peak of 12 MtCO2/year storage demand in 2060 followed by a sharp

decline in demand. Meanwhile the second comparative scenario (E-system 3)

assumes a constant CO2 storage demand rate.
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Figure 4.3: Objective (target) injection rates for three CO2 capture rate deploy-
ment scenarios145

4.3 Results and discussion

4.3.1 Sensitivity of plume migration and pressure to vary-

ing injection rates, depth and permeability - Set 1

Figure 4.4 shows the CO2 plume distribution and pressure development in

the reservoir as a result of constant injection over 50 years and varying CO2

injection by 80% every 2.5 years starting at the highest rate. The gas saturation

and pressure development distribution maps for the other scenarios in set 1 are

shown in A2. The static image of reservoir behaviour after 50 years of CO2 injec-

tion are presented in these figures at the 15th layer of the reservoir model. The

plume migration differs because of variable injectivity across sites (Figures 4.4a

and 4.4b). This is because the geology around certain sites is more favourable

to higher initial injection rates than others. We observe that after 50 years of

injection, all scenarios have a similar plume extent.

Similarly, the pressure distribution in the reservoir after 50 years of injection

for all 5 injection rate scenarios are alike (Figures 4.4c and 4.4d). Pressure in

the reservoir is higher around the same South-Eastern area reaching pressure up

to 350 bar, while remaining lowest in the North-West boundary of the model,

between 100 and 150 bar. Average pressure build up in the reservoir is highest

for the case of constant site injection, at 23% above original pressure, because

cumulative CO2 injection is highest. Meanwhile, the lowest pressure build up is

20% higher than original pressure, found at 50 years of the 5-year cycle injection

starting at the higher bound rate (+/- 80%). In all varying rate scenarios, the

average reservoir pressure, limited by injectivity in the early years of injection,

remains 1-3% lower than that of constant injection throughout the total injection

period. This is because lower total volumes of CO2 were injected throughout the

simulation period as a result of lower injectivity at the start of injection. This,
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the grid scale used for the simulation model. The bottom hole pressure at each

injection site is appropriately represented following the early-time evolution in

Figure 4.5b. The bottom hole pressures are bounded by the maximum allowable

pressure limit at each injection site. After 10 years, the pressure evolution in

the wells is free from gridding artefacts. All three sites exhibit pressure well

below the limiting threshold. Site 5, at a depth of over 2,500 m and near-site

horizontal permeability over 280 mD, is farthest from the limit. This sensitivity

analysis suggests that at higher rates of injection, near-well bore permeability

and depth can become key drivers for injectivity due to the effect of the bottom

hole pressure limit as shown in our earlier work39. Deeper sites however will

require higher drilling and completion costs for wells. It is found that at such

rates of injection, there will not be a problem reaching sufficient injectivity in

time to meet storage demand.
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Figure 4.5: CO2 injection rate in the first 2 years of injection (a) and bottom
hole pressure in the first 10 years of injection (b) at the respective site in response
to the targeted injection of 1 MtCO2/year in each site. The dotted lines in Figure
(b) refer to the bottom hole pressure limit for each site.

4.3.2 Injection scenarios envisioned for UK government-

led regional CCS deployment - Set 2

Figure 4.6 presents actual injection rates achieved for deployment scenarios

Drax 1 and Drax 4 and for all five deployment strategies (summarized in Table

4.4). Scenarios Drax 2, 3 and 5 are described in more detail in Supplemental

Materials A3. These results show that splitting injection into all 12 sites in the

field and initiating injection at 2 MtCO2/year results in target injection rates

being met for the majority of the simulation period. This is the case whether the
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target peak injection rate is 14 MtCO2/year or 22 MtCO2/year, reflecting that

limitations are imposed by injectivity constraints, not volumetric constraints.

The expansive, ‘12 sites’ deployment strategy to injection strategies with differ-

ent levels of limited site deployment are compared. It is found that in Scenarios

Drax 1 and 4, the other injection strategies result in a small shortfall in injection

rate, compared to the target injection rate, at their peaks of ramp up, in 2055

and 2070 respectively. This difference however is very small with a reduction in

injectivity of 3.4% to 3.9% for Drax 1 and 3.9% for Drax 4 in all reduced injection

strategies. In rapidly increasing storage demand scenario Drax 1, the ‘deep sites’

injection strategy shows slightly better injectivity than ‘6 sites’, ‘Need base’ and

‘Progressive’ deployment strategies, with a 3.4% reduction in injectivity com-

pared to 3.9% for the latter three by year 2055. In slowly increasing deployment

scenario Drax 4, the injection strategies do no have an effect on the ability to

ramp up the CO2 injection rate in response to an increasing storage demand

and all have a 3.9% reduction in injectivity by 2070 compared to the ‘12 sites’

strategy. Such a small difference, however, is well within the uncertainty of the

outcomes. These results suggest that there is no substantial benefit to deploying

large infrastructure upfront to achieve initially low injection rates equivalent to

one or two demonstration units (‘12 sites’ and ‘6 sites’ strategies), but rather

adopt a deployment strategy that meets storage demand as it increases pro-

gressively (‘Need base deployment’, ‘Progressive deployment’ and ‘Deep sites’

strategies). Meanwhile, there may be a trade off in deploying higher cost injec-

tion sites earlier rather than later (i.e. deep sites requiring more costly drilling

and completion work).
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Figure 4.6: Graph showing CO2 injection rates obtained as a result of 5 injection
site deployment options for storage demand scenario Drax 1 (a) and Drax 4 (b)

In all 5 Drax CCS deployment scenarios considered here, the total targeted
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CO2 injection over the project lifetime is less than or equal to 1 GtCO2. This is

in agreement with studies assessing the dynamic storage capacity of the Bunter

Sandstone Formation. Heinemann et al. (2012)139 assesses the dynamic storage

capacity of the Bunter Sandstone to be between 3.8-7.8 GtCO2 for thirty years

of injection, while Noy et al. (2012)133 finds a more stringent estimate of 0.75 -

1 GtCO2 for a 50-year injection period.

From a systems level perspective these results suggest that the reservoir be-

haviour at these levels of injection is indifferent to the rate at which target

injection increases to meet increasing demand and the rate at which injection

sites are deployed to meet it.

4.3.3 Impact of varying storage demand based on a sys-

tems model output of UK coal power with CCS -

Set 3

Energy systems models describing the UK’s future energy mix still consider

a proportion of coal consumption, which remains one of the main drivers for

an imminent need for CCS. Figure 4.7 shows the difference between the daily

target injection rate and the actual injection rate for the 3 scenarios considered

in set 3 (E-system 1-3) within the first five years of injection. It is important

to recall that injection is split evenly between all twelve sites described in the

Bunter Sandstone reservoir model. The results show that there is an insignificant

difference in reaching the target injection rate in each of these scenarios. This

is regardless of whether injection is initiated at a high rate with progressive

ramp down associated with a reducing ‘coal CCS’ capacity factor (E-system

1), a lower initial target rate with progressive ramp up of injection associated

with increasing the capacity factor for ‘coal CCS’ (E-system 2) or at a constant

average rate of target injection over a 50-year project scope (E-system 3). The

early time limits on injection are gridding artefacts that do not impact later time

pressure evolution175,176. Hence, these results suggest that varying the rate at

which injection takes place in the reservoir does not have an effect on the ability

to meet storage demand. Therefore, CCS deployment rate predictions that result

from energy systems models should be able to consider, that, within the pressure

limitation range of each injection site, injection rate variations including ramping

up or down will not have an effect on storage capacity and reservoir injectivity.

Considering that the UK could phase out of coal, it is important to note that

this result applies for these CO2 supply rates that can be from any type of source;

coal with CCS is just an example used here.
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Figure 4.7: Graph showing the difference between the CO2 injection rate achieved
and the target CO2 injection rate for scenarios E-System 1-3 of Set 3 as described
in Table 4.2

4.4 Conclusions to chapter

In this study potential limitations to subsurface storage capacity over yearly

and decadal time scales that could result from time-varying storage demand were

evaluated. Three sets of scenarios were considered: a theoretical scenario set to

explore the effect of time varying rate amplitude, frequency and site location,

a set based on the past UK government deployment strategy in the Southern

North Sea, and a set based on deployment predictions from an energy systems

model of the UK for coal power with CCS.

As a result of a first set of injection scenarios, it was shown that varying

amplitude and frequency of CO2 storage demand has little effect on reservoir

pressure response and plume migration. Hence, as long as the total amount of

CO2 injected over several decades is represented in the storage system model,

there is no need to include granular variation in injection rates for first order

modelling of the type used in systems models. By investigating the pressure

build up and injection rate at different injection sites in the reservoir model, it

was shown that injectivity does not vary with time, and injection rate per site

will be dominated by near-well bore permeability and depth.

In a second set of injection scenarios, UK government led CCS development

for different storage infrastructure deployment strategies was envisioned. It was

found that reduced injection site deployment, to meet increased storage demand,

has no substantial effect on the ability to store CO2 in the reservoir. In addition,

it was shown that this is the case regardless of the rate at which injection is

ramped up. Therefore, from a storage infrastructure perspective, it is suggested

that injection sites can be deployed as needed and progressively instead of in-

curring a large upfront cost of deployment to meet future storage demand. Also
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highlighted: there may be a trade-off when choosing the sites to deploy first as

deeper sites for example will be more costly but may allow for higher injection

rates later on.

In the final set of injection scenarios the reservoir response to CO2 storage

demand based on energy systems models predicting the UK coal power with CCS

deployment was investigated. It was found that such energy systems models that

include CCS do not need to take into account any effects related to the initial

response to variation in CO2 storage demand other than the usual effects related

to reservoir permeability and injection.

4.5 Contributions made and future work

The results from this work are very broadly applicable to this reservoir’s be-

haviour in response to the deployment of CCS capacity on any type of point

source. While in this work the example of CO2 from coal firing power is taken,

the same result can be drawn from considering CO2 supply from gas fired power,

natural gas processing or heavy industry sources. A reservoir with similar charac-

teristics to those of the Bunter Sandstone (permeability of reservoir and caprock,

porosity, average pressure and depth), can expect similar conclusions to be drawn

in terms of the ability to provide for varying rates of CO2 supply. This work also

provides a suitable systems framework and example to follow in order to under-

stand the effects and interactions of wider scale CCS deployment on the full CCS

chain, from CO2 supply to CO2 sequestration.

If investigating timelines of hundreds or thousands of years it may be worth

considering the effects of other trapping mechanisms such as CO2 dissolution and

CO2 mineralization. These are not included here as the timeline considered is

only over several decades.



Chapter 5

The role of flexible operations,

transport networks and shared

infrastructure in reducing the

cost of CO2 capture

This chapter presents a holistic and systems approach to reducing the cost of

the CO2 capture process. The work draws on the flexible operations of multiple

capture plants, their interactions with the CO2 transport system and cohesion

of CCS stakeholders in sharing of infrastructure in the aim of reducing overall

investment cost in CCS.

This work draws on process models of the CO2 compression and purifica-

tion (CO2-CPU) process in oxy-combustion capture presented by Posch and

Haider 2012 (https://doi.org/10.1016/j.fuel.2011.07.039)177 and earlier

Pipitone and Bolland 2009 (https://doi.org/10.1016/j.ijggc.2009.03.001)178.

Both looked at designing the process for minimum compression work and cooling

duty. Reproducing and modifying these in ASPEN HYSYS, this work presents

the first full account and breakdown of the cost of this process and its variations.

This is particularly important because the CO2-CPU accounts for at least half

of the cost of oxy-combustion CO2 capture.

Three key results are presented here. The first is in identifying a significant

trade off between the purity of captured CO2 and cost of the modelled CO2-

CPUs. The second, is a novel approach to using pipeline transport networks to

minimize the cost of capture through a multi-source to sink CO2 transport sys-

tem. The third is a proposed process model that exhibits that the cost of sharing

capture infrastructure could be highly beneficial to large-scale CCS deployment.

The bulk of this work is published in Kolster et al. 2017 (https://doi.org/
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10.1016/j.ijggc.2017.01.014) and was presented in the Early Stage Assess-

ment report of this thesis. This work was conducted with supervisors Niall Mac

Dowell and Sam Krevor and with inputs on the modelling from Evgenia Mech-

leri. The cost values and metrics have been adjusted from the aforementioned

publication (to 2016 USD) in order to maintain consistency throughout the the-

sis. An open-source financial model, CPU-INVEST, used to calculate the price

of CO2 needed to meet an investor’s required rate of return for investing in a

CO2-CPU, is developed in MATLAB and can be accessed and downloaded here:

https://doi.org/10.5281/zenodo.1230482.

5.1 Background to the link between CO2 purity,

capture, transport and storage

Purity requirements for CO2 in transport and storage have been set at high

levels, between 95% and 99.9% purity in most instances and with strict limits

on moisture and oxygen content. The precise requirements on purity have var-

ied with region and protocol. The EU CCS directive for example says that a

CO2 stream for subsurface storage needs to “overwhelmingly consist of CO2”
179,

which has been associated with a widespread requirement of at least 95% CO2

content 180–182. The first industry to have dealt with CO2 on a scale of hundred

millions of tonnes, is the oil and gas industry and most CO2-centered regula-

tions have been inherited from this industry183. The CO2 used in the oil and

gas industry has been predominantly from high purity and cheap sources of CO2

such as natural CO2 reservoirs or from natural gas processing and used for en-

hanced oil recovery (described in Chapter 3)56,69,103,184. Also, when discussing

purity requirements of CO2 transport via pipeline, these have generally been set

by final storage requirements. However, although currently operating large-scale

CCS plants such as the Boundary Dam plant in Saskatchewan and Petra Nova

CCS in Texas, are single-source to single-sink systems, the same is unlikely to

be true once multiple CCS plants are in operation and in close proximity, with

transportation networks being more cost-effective 185–187.

With oxy-combustion and membrane CO2 capture processes, the level of pu-

rity required for the final CO2 stream is largely what drives the high cost of

capture. This is not the case in adsorption-based post-combustion capture tech-

nologies which, by virtue of their high selectivity, inherently produce a high purity

stream of CO2
188. In oxy-combustion capture, the raw exhaust gas exiting from

an oxy-combustion boiler is around 80% CO2 with the balance composed of N2,

https://doi.org/10.1016/j.ijggc.2017.01.014
https://doi.org/10.1016/j.ijggc.2017.01.014
https://doi.org/10.5281/zenodo.1230482
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O2 and Ar (non-condensables), and H2O and other trace elements1. A capital

and energy intensive CO2 compression and purification unit (CPU) is then used

to dehydrate the stream, strip it of the non-condensables and compress it.

Table 5.1 shows the typical CO2 composition recommendations for CO2 trans-

port and storage whilst only considering a source-to-sink approach where both

recommendations - for transport and storage - are one. Certain impurities how-

ever may have a negative effect on transport and none on storage and vice versa.

While the final CO2 storage destination imposes a hard constraint on CO2 purity,

it is possible to safely transport CO2 containing some impurities such as N2, O2

or Ar, as long as the amount of water is limited to the parts per million (ppm)

level189. The presence of H2O in the CO2 stream, for example, is detrimental

to transport and injection material as it can cause corrosion, but has no effect

on storage efficiency as it is already present in geological reservoirs190. High

contents of water in the pipeline can result in hydrate formation which causes

plugging 191.

Large volumes of CO2 (on the scale of 1 MtCO2/year192) are best transported

as a supercritical/dense phase fluid193 and phase changes associated with pres-

sure or temperature changes should be avoided for safe operation of the pipeline.

It must further be recognized that the pressure to which the CO2 stream needs

to be compressed to ensure safe operation of the transport element is a strong

function of the composition of that stream 192,194. This pressure requirement

increases in proportion to the fraction of impurities in the stream as they bring

the mixture’s two phase region above that of pure CO2.

Yan et al.180 studied the effect of a change in inlet stream composition on the

pipeline inlet pressure requirement and have shown that an inlet stream of 87

vol% CO2 requires a 17% increase in inlet pressure compared to an inlet stream of

96 vol%. Wetenhall et al.195 has shown that a higher content of non-condensable

gases in the inlet stream increases the pipeline inner diameter and thus the rel-

ative cost per km of pipeline. However, Yan et al.180 demonstrated that over a

short pipeline distance of 30km, there is no change in pipeline cost with product

purity and transporting lower purity CO2 streams is reasonable over these dis-

tances. Hence, in a context in which transport networks are considered - with

multiple pipelines joining into a trunkline linking to a storage sink - lower purity

CO2 streams can be inserted into the network before joining higher purity CO2

streams and when mixed in the pipeline will reach desired purities.

Other studies, such as Mahgerefteh et al.196, modeled the likelihood of prop-

agating fractures in pipelines as a function of the content of non-condensable

1SOx and NOx
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Table 5.1: Typical oxy-combustion flue gas composition from a coal fired power
plant (a.), typical CO2 composition for EOR (b.) and Dynamis CO2 stream
quality recommendations (c.)

a.Flue gas composi-
tion range by mass
(volume) from coal
fired oxy-combustion
plants177

b.Weyburn EOR
project CO2 composi-
tion by volume5

c.Dynamis recommen-
dations for CO2 qual-
ity by volume177

CO2
0.793-0.824

(0.724-0.764)
>0.960 >0.955

N2
0.078 - 0.099
(0.113-0.142)

<300 ppm <4%

O2
0.061-0.076

(0.078 - 0.095)
<50 ppm

<4% (saline aquifers)
100-1000 ppm (EOR)

Ar
0.028 - 0.031

(0.028 - 0.031)
<4%

SO2
200 ppm

(100 ppm)
<100 ppm

H2O
0.048 - 0.059

(0.010 - 0.014)
<20 ppm <500 ppm

gases in the CO2 stream. This theoretical study implied that, if a crack occurs

in a pipeline containing an oxy-combustion derived CO2 stream of 88.4% pu-

rity, the crack would propagate creating a long running fracture, whereas a pure

CO2 stream in the same pipeline would not cause the crack to propagate. It is

important to note that fracture propagation is a strong function of the pipeline

external temperature, this phenomenon is ultimately driven by the fact that the

saturation pressure of an impure CO2 stream is greater than that of a pure CO2

stream. Hence, de-pressurisation of the pipeline results in rapid phase change

(dense phase to vapour phase) and subsequent cooling, which makes the pipeline

prone to fracture propagation 196. However, it is important to note that these

conclusions have not been corroborated by experimental data197.

The design of the transport system is then a function of the final storage sink

chosen: saline aquifers 2 or depleted hydrocarbon reservoirs and the potential to

use the stream for enhanced oil recovery (EOR). A CO2 stream suitable for EOR

is commonly regarded as needing to be of very high purity, with limits on O2

concentration at about 100ppm92. High levels of oxygen in the CO2 stream used

for EOR risks causing overheating at the injection point, oxidation and biological

growth in the reservoir 178. However, a number of studies have pointed out that

there is a lack of fundamental research and industrial experience with anthro-

pogenic CO2. The actual level above which a ’high level’ of oxygen is reached and

2Saline aquifers are likely to provide the largest storage capacity with an estimated global
storage potential of 10,800 GtCO2

198 while depleted hydrocarbon reservoirs provide an esti-
mated storage capacity of up to 1,000 GtCO2

116
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associated risks become plausible remains highly uncertain178,199. This is linked

to that fact that most of the regulations and common practices for CO2-EOR are

based on North-American experience192. An example of a naturally occurring

CO2 stream used for EOR is from the Sheep Mountain CO2 reservoir in the US

that contains 97 vol% CO2, 0.6 vol% N2, 2.4 vol% CH4 and trace amounts of

water. This stream of natural CO2 is typically delivered to the oil producers at

a pressure of 97 bar and at a temperature below 24◦C 200.

The presence of impurities in CO2 is also found to have an impact on storage

and was demonstrated as part the EU’s IMPACTS project182. The IEA GHG

R&D Programme 190 studied the reduction in storage capacity as a result of

higher fractions of non-condensables in the CO2 stream. This study showed that

in a saline formation at a depth of 895m, 92 bar and 33◦C a high impurity CO2

stream with 15% non-condensables reduces the storage capacity by 39% com-

pared with a pure stream of CO2. It is, however, important to note that the

quantity of storage available would be sufficient to provide storage for several

centuries 3 and therefore should not be considered a limiting factor.

Under the EU’s 7th Framework Programme for research, the IMPACTS

project, initiated in 2014, set out to improve the understanding of effects of

CO2 quality on transport and storage in order to to establish appropriate regu-

lations for CCS projects182,183,202. As part of this, Eickhoff et al. 2017, used a

simple cost function approach to show increasing purity at CO2 capture point

sources shows a linear increase in operating cost and a step-wise increase in cap-

ital cost and is not specific to a particular capture process182. In contrast to the

IMPACTS project, this work has identified and examined the potential trade off

between the cost of capturing CO2 in oxy-combustion and the purity at which

the final CO2 product is produced with a detailed techno-economic modeling

methodology.

Furthermore, a large number of studies continue to consider a source-to-sink

approach, particularly for CO2-EOR92,200. Although several studies have alluded

to the benefits of having CO2 transport networks185,186,195,203, these have yet to

demonstrate economic benefits that could stem from having such networks.

This work is novel in that it considers the combination of CO2 streams from

various point sources into a transport network that leads to one major trunkline

stream ready for injection. This study demonstrates the benefits of a flexible

capture system, the oxy-combustion CO2-CPU, and how shared infrastructure,

beit on the transport or capture side can reduce the cost of CO2 capture for

wider CCS network.

32017 CO2 annual emissions rate is at ∼37 GtCO2
201
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5.2 Oxy-combustion CO2 capture

As described in Chapter 1, oxy-combustion capture is one of three main

promising and well understood CO2 capture technologies. However, the trends

in large-scale CCS projects so far have all used post-combustion capture4. Re-

ducing the cost of oxy-combustion capture, could improve the incentives for oxy-

combustion capture versus post-combustion and increasingly drive down the cost

through ‘learning by doing’. Oxy-combustion capture does allow for improved

combustion efficiency17 and can in principle be applied to any type of fuel used

for thermal power generation181.

The oxy-combustion capture process, as illustrated in Figure 5.1, consists of

separating oxygen from air, using an energy intensive Air Separation Unit (ASU),

mixing the oxygen (and some excess nitrogen) with recycled flue gas and thereby

providing a high-oxygen environment in which to burn the fuel of choice. This

part of the system produces a saleable product, electricity, and a waste prod-

uct, flue gas. The flue gas produced is rich in CO2 but still requires further

purification and compression (see Table 5.1). While when retrofitted to a power

plant, the ASU may be an added piece of equipment, employing oxy-combustion

capture for industrial CO2 capture, where ASUs are already in use could prove

most viable.

The flue gas then goes through a CO2 compression and purification unit

(CO2CPU) with a high energy demand and produces a dehydrated, high purity,

high pressure CO2 product ready for transport and a waste product made up of

impurities (H2O, O2, N2, Ar, SO2) and lost CO2.

Both the CO2CPU and ASU impose approximately the same energy penalty

on the power plant - each reduce the overall power plant efficiency by approxi-

mately 5% relative to the base plant efficiency 17. Owing to the relatively impure

raw exhaust gas which is produced from the oxy-combustion boiler, the CO2CPU

is crucial to providing a CO2 stream that is suitable for transport and subsequent

sequestration. Thus far, work has been done on maximising the economic revenue

of the ASU204 and minimizing the energy penalty caused by the ASU17,205–207,

while relatively little focus has been given to the cost of the CO2CPU and how

to drive this down. A few studies, however, have looked at modeling the purifi-

cation and compression process of oxy-combustion derived flue gas for usage in

EOR and for its sequestration 177,178,208. In this work, the CO2CPU part of the

oxy-combustion capture process is modeled in Aspen HYSYS, considering four

different designs each with a different product gas purity, and looks at how this

process can be manipulated to reduce the costs associated with oxy-combustion

CCS.
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Figure 5.1: Illustrative diagram of the oxy-combustion capture process highlight-
ing the main energy intensive units and potential revenue sources and outputs
for each island: the ASU island and the CO2CPU island.

5.3 Techno-economic modelling of four varia-

tions of the CO2 compression and purifi-

cation unit (CO2-CPU) for oxy-combustion

capture

5.3.1 Process modelling methodology

The flue gas produced by oxy-combustion will vary in purity depending on a

number of factors, including the type and quality of the fuel burnt, the amount

of flue gas recycled for combustion and the water content (see Table 5.1). There-

fore, the flue gas still requires dehydration, further purification and compression

in order to be suitable for transport and storage. As discussed, the latter is

performed by means of a CO2CPU.

In view of the importance of the CO2CPU within the oxyfuel combustion

capture process, four variations of this process were modelled in Aspen HYSYS

following previous work by Posch et al. 177. These different models analyse the

trade-offs that exist between purity of the CO2CPU product and its cost, and

are all based on typical phase separation techniques 177,178,208 widely used in car-

bon capture processes. The first CO2CPU model is the most simple, consisting
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of a 6-stage compression and dehydration system only. As compression and de-

hydration is also required in post combustion capture, this model is applied to

both scenarios: oxy-combustion flue gas and post-combustion CO2 product (see

Figure 5.2). The three remaining models are built on the compression and de-

hydration model with increased complexity and different product purities. The

first, in order of complexity, consists of a low purity double flash system without

heat integration (see Figure 5.5), followed by a double flash system with heat

integration (see Figure 5.4) and a high purity product and finally a CPU process

with a 6-stage distillation column with incorporated heat integration (see Figure

5.6). As these models increase in complexity, they increase in product purity

and energy penalty while decreasing in separation efficiency.

These models use the Peng-Robinson equation of state209 and mixing param-

eters of Kopke et al. 2008 210. This property method is suitable for the simple,

non-associating fluids considered in the flue gas (CO2, H2O, N2, Ar, O2, SO2)

and the range of temperatures (-60◦C to 250◦C) and pressures (1 bar to 120 bar)

relevant to this study. Each plant was assumed to have 8460 working hours per

year and a plant lifetime of 35 years. The flue gas inlet composition and flow

rate are based on a pulverized coal firing power plant at nominal load 177. These

values are outlined in Table 5.2.

Table 5.2: Example of flue gas properties from an oxy-combustion pulverised
coal firing power plant at nominal load generating 347 MWe from Posch et al.
2012177.

Flue Gas Porperty (CPU inlet)
Temperature (Celsius) 13.2
Pressure (bar) 1
Flow Rate (tonne/hour) 342.7
Composition (mass fraction/mole fraction)
CO2 0.824/0.764
O2 0.061/0.078
N2 0.080/0.113
Ar 0.031/0.031
H2 0.006/0.013
SO2 200(ppm)/100

(ppm)



5.3. Techno-economics of four CO2-CPU model variations 75

5.3.2 Process model 1: The 6-stage CO2 compression and

dehydration model

The 6-stage CO2 compression and dehydration model is the least complex of

the CO2CPU models. The flue gas enters the system at 1 bar and 13◦C and goes

through a 3 stage pre-compression train with an inter-stage cooling and flash sys-

tem. After each compression stage the flue gas exits at 10 bar, 20 bar and 30 bar

in that order. All compressors are centrifugal with a polytropic efficiency of 85%.

This applies to all compressors in the CO2CPU models presented in this chapter.

Each inter-stage cooler, which uses cooling water at 20◦C reduces the flue gas

temperature to 25◦C in order to avoid overheating of the system as the gas is

compressed. The fluid then goes through a flash after each compression-cooling

stage. Once the flue gas has reached 30 bar, it is sent through a dehydrator. Af-

ter each 3 stage pre-compression the flue gas is then taken through a dehydration

system, which is described in more detail later on. Finally, the dry fluid exiting

the dehydrator is compressed to 60 bar, cooled to 25◦C compressed again to 80

bar, cooled to 15◦C using refrigerant propane and compressed a final time to 120

bar - a fluid pressure suitable for pipeline transport192. Here, it was assumed

that at 120 bar and above, the CO2 streams considered are all supercritical (well

above the critical point).

This process gives a CO2 product at 82.9 wt% purity. It is important to note

that the composition of the CO2 product stream obtained will vary with the

composition of the inlet stream.

In post combustion CO2 capture a compression and dehydration unit is also

required to eliminate the remaining water in the stream and obtain a pressure

adequate for transport. This process model is represented in figure 5.2 and its

respective inlet and outlet conditions are highlighted. The characteristics of the

CO2 stream entering the system are shown in Table 5.3. The wet CO2 stream

enters the CO2CPU at 98.5wt% CO2 and exits at 99.97wt.% purity.

Table 5.3: CO2 product stream characteristics from an amine-based post com-
bustion capture process 24

CO2 (wt%) H2O (wt%) N2 (wt%) O2 (wt%)
Temperature
(◦C)

Pressure
(bar)

98.5 1.5 200 ppm 100 ppm 35 2

The post combustion stream entering the CO2CPU is at a pressure of 2 bar - as

opposed to 1 bar in the oxy-combustion system - which is the typical pressure
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Figure 5.2: Flow diagram of a compression and dehydration process consisting
of a three-stage pre-compression train, a dehydration unit and a final product
compression train applied to both a post combustion product stream and an
oxy-combustion derived flue gas stream

for the stripper/solvent regeneration column in amine-based post combustion
17,24. In the model, the post-combustion stream first enters into a flash prior to

the first compressor and cooler. This is due to the fact that a fraction of the

stream entering the system is in aqueous phase. The rest of the pre-compression

train then follows the same pattern - the first compressor takes the stream up

to 10 bar, the next to 20 bar and the third to 30 bar - with the exception of the

last cooler and flash combination. The installed cost per tonne of CO2 captured

yearly for different process units (compressors, pump and coolers) and the elec-

tricity cost per tonne of CO2 captured are illustrated in Figure 5.3. Cooler 3

referenced in Figure 5.3 only applies to the 3-stage pre-compression train in an

oxy-combustion CO2CPU and is not present when applied to post-combustion

(see Figure 5.2).

Two versions of the CO2CPU pre-compressions train needed for post com-

bustion capture were modeled, in order to establish the proportion of system

cost allocated to the difference in inlet pressure and stream composition when

compared to a CO2CPU for oxy-combustion capture. An additional $ 4.1/tCO2

processed would be added to the installed cost of compressor 1 if the inlet stream
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pressure were at 1 bar rather than 2 bar. An additional $ 2.9/tCO2 captured

yearly would be added to the annual electricity costs if the inlet stream of the

post combustion CPU were at 1 bar as opposed to 2 bar. This implies that

the remainder of the difference in electricity costs between the post combustion

and oxy-combustion CO2CPUs ($ 3/tCO2 captured yearly) is due to the higher

amount of impurities in the oxy-combustion process streams. A study by the

IEA GHG R&D Programme explains that the larger presence of non-condensable

gases with critical temperatures and pressures below that of CO2 shift the two

phase region upwards190. These non-condensable gases then take up a larger

volume of the fluid and more work is required for compression. The use of a

pressurized combustion process for oxy-combustion could therefore substantially

reduce both the capital and operating costs associated with the first compres-

sor of the CO2CPU. However, compressing high purity oxygen for combustion

in turn has very high cost implications due to the special materials that would

be required for the compressor and piping to avoid oxidation211. A number of

operational and safety issues would also need to be considered when designing a

combustion chamber for oxy-combustion as described in the IEAGHG report on

Oxy Combustion Processes for CO2 Capture from Power Plant212. The remain-

ing difference in installed cost of compressors for each system results from the

difference in density between the two streams.

Furthermore, coolers 4 and 5 have higher installed cost per tonne of CO2

captured in the post combustion system. This is due to the molar enthalpy of

the stream going through coolers 4 and 5 being much lower in the post combus-

tion system than it is in the oxy-combustion system thereby requiring more heat

exchange surface. Finally, coolers 1 and 2 have very small installed costs per

tonne of CO2 captured (between $ 0.08/tCO2 and $ 1/tCO2), while cooler 3 is

only present in the oxy-combustion version of this CO2CPU.
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Figure 5.3: Bar chart comparing installed equipment cost and electricity costs
of the oxy-combustion and the post combustion 6-stage compression and dehy-
dration CPU systems

5.3.3 Process model 2: High purity double flash CO2-

CPU with heat integration

The high purity double flash CO2-CPU with heat integration, a second model

of the CO2CPU, is developed with increased complexity. This model brings in

the same flue gas as described in Table 5.2 and takes it through a 3 stage pre-

compression train with an inter-stage cooling and flash system. As in the previous

model, the flue gas is compressed to a pressure of 30 bar and the flue gas is sent

through a dehydrator.

The dehydrated and compressed flue gas is cooled down to -27◦C via multi

stream heat exchanger 1 and then goes into flash 1 (see Figure 5.4). Out the

bottom of flash 1, a CO2 rich stream is expanded in an adiabatic throttle and

is used as a cooling agent in multi stream heat exchanger 1. The top product
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from flash 1 is the CO2 poor stream with a CO2 mass fraction of 0.67. This

stream is recycled and cooled in multi stream heat exchanger 2 to -54◦C before

going through flash 2. The CO2 product out the bottom of flash 2 remains

at approximately -54◦C and is used as a cooling agent in multi stream heat

exchanger 2. This stream is then expanded through an adiabatic throttle to 8

bar and recycled through multi stream heat exchanger 2 and again through multi

stream heat exchanger 1. The cooling potential of the top gaseous products of

flash 1 and flash 2 are also recycled through multi stream heat exchangers 1 and

2 as illustrated in Figure 5.4.

Finally the bottom products from flash 1 and flash 2 are mixed together,

forming a high purity CO2 stream at 8 bar and -10◦C. The product stream then

goes through a two stage compression (60 bar then 80 bar) with inter-stage

cooling, bringing the stream down to 25◦C after each compression, then pumped

up to 120 bar. The final product stream achieves a CO2 purity of 97.5 wt.%.

The waste stream from the CO2CPU system is the top product of flash 2 with

remaining cooling potential at 30 bar and -35 ◦C . At appropriate temperature

and pressure, this waste stream could be used as a flue gas recycle into the

combustion chamber.
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Figure 5.4: Flow diagram of a double flash CO2CPU system model with heat
integration consisting of a 3-stage pre compression train, a double flash separation
system and dehydrator and a final product compression train resulting in a high
purity CO2 product stream

A range of temperatures and pressures were tested for the system bearing in
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mind that the triple point of CO2 is at 5.19 bar and -56.6◦C213. The temperature

and pressures outlined above were found most suitable for obtaining a high purity

CO2 stream whilst minimizing compression and cooling duty as described in the

work by Posch et al.177.

5.3.4 Process model 3: Low purity double flash CO2CPU

without heat integration

The low purity double flash CO2CPU without heat integration, a similar dou-

ble flash CO2CPU system, was also modeled in Aspen HYSYS using much higher

pressure (68 bar after the upstream compression train) and higher temperature

(-18◦C stream coming into Flash 1). The operating pressure of 68 bar was chosen

because at that pressure and very low temperatures (between -55◦C and -44◦C)

a mixture of CO2, N2 and O2 was separated into a liquid and a vapour phase

with most of the CO2 in the liquid phase and most of the N2 and O2 in the gas

phase 214. Since Ar behaves very similarly to N2 and O2 at such pressure and

temperature 190, the same operating pressure and temperature is used in the

Aspen HYSYS model.

Once the flue gas is compressed to 68 bar in the pre-compression train, de-

hydrated then cooled to -18◦C it then goes through a first flash with a CO2-rich

bottom stream at 92.7wt.% purity. The top product, still containing 15% of the

CO2 in the system, is cooled to -55◦C and taken through a second flash that

produces a CO2 rich bottom product at 91.3 wt.% CO2 and a waste stream top

product with some remaining CO2. Each of the bottom product CO2 streams

are taken through adiabatic throttles and expand to 10 bar at which point they

mix and form a stream of 92.6wt.% CO2 and are compressed up to 120 bar in

the final compression stage.
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Figure 5.5: Flow diagram of a double flash CO2CPU system model without heat
integration producing a low purity CO2 product, consisting of a 3-stage pre-
compression train, a double flash separation system and dehydrator and a final
product compression train

5.3.5 Process model 4: CO2CPU with a 6-stage distilla-

tion column

The CO2CPU with a 6-stage distillation column, the third viable CO2CPU

model, represents the most complex system. The 3-stage pre compression train

shown in Figure 5.6 is identical to that in the 6-stage compression and dehydra-

tion unit (see Figure 5.2) with the exception of the third compressor that brings

the flue gas to a pressure of 28 bar. After going through the pre-compression

stage, the flue gas is sent to a dehydrator as for all the other process models.

Once the stream is dry it goes through the multi-stream heat exchanger where

it is cooled to -35◦C . This stream then goes through the 6 stage distillation

column, comprising of a partial condenser with flash 1 at the top and a partial

reboiler with flash 2 at the bottom. Flash 1 splits the top product into a vapour

fraction of 0.45, whereas flash 2 splits the bottom product into a vapour fraction

of 0.75. Six stages for the distillation column was found to be optimum in giving

a good trade-off between the high purity of the CO2 stream coming out as the

liquid bottom product and the higher flow rate of CO2 coming off the top of the

distillation column177.

The top vapour product passes through the multi stream heat exchanger and
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is cooled to -55◦C and then the vapour-liquid mixture is separated in flash 3.

The CO2-rich bottom product from flash 3 passes through an adiabatic throttle

where it is expanded and cooled to -55.5◦C and its cooling capacity used through

the multi stream heat exchanger, then compressed back up to 28 bar and cooled

down to -35◦C before being recycled back into the inlet stream of the distilla-

tion column. The top product of Flash 3 (the waste stream) is expanded and

cooled through another adiabatic throttle to -66◦C and its cooling capacity used

through the multi stream heat exchanger. This stream contains only 25mol%

CO2 and the remainder is a combination of O2, N2 and Ar. Due to the very low

freezing points of the latter components, -219◦C -210◦C and -189◦C respectively,

the freezing point of the mixture is well below -66◦C 215.

The CO2-rich distillation column’s bottom liquid stream then passes through

an adiabatic throttle where it is expanded and cooled to -54◦C and is used for

its cooling potential through the multi-stream heat exchanger, before being sent

through to the final compression stages and pumped up to 120 bar, 36◦C and

achieving a final CO2 product purity of 99.98 wt.%.

The choice of temperature and pressure going into the distillation column

were based on minimising compression duty whilst maximising cooling capacity

circulated in the system. Posch et al. 177 found that entering the distillation

column at 28 bar was best in satisfying cooling agent demand and entering at a

temperature of -35◦C was optimal for minimising compression duty in the system.
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Figure 5.6: Flow diagram of a CO2CPU system model with a 6-stage distillation
column separation process using heat integration, a dehydrator and pre & post
processing compression

5.4 CO2CPU System Performance

5.4.1 Product Purity, System Efficiencies, Capital and

Operating Costs

For each CO2-CPU process model presented in section 5.3.1, economic evalu-

ations were conducted using the Aspen HYSYS economics tool in order to obtain

detailed system cost and performance. These are summarized in Table 5.4. The

default utility assumptions used in Aspen HYSYS are presented at the end of

this Chapter A1. Given the extensive ASPEN Tech database on unit operations

and cost, it was assumed that these are at the nth of a kind stage (NOAK). The

economic evaluations and financial analysis that follows were converted from

constant 1st quarter 2013 GBP (as given in Aspen216,217 and presented in the

aforementioned publication of this work) to 2016 USD. Conversion to USD was

based on average currency exchange rate on January 31st 2013 (1 GBP = 1.5826

USD) and adjusted to 2016 USD with a consumer price index of 102.88%218.

The results in Table 5.4 show that as the models increase in complexity and

product purity (descending order of complexity: Distillation, Double Flash with
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Table 5.4: System performance and economic evaluation of all CO2CPUs mod-
eled (*separation efficiency only applies to the CO2CPU of the post combustion
system)

Property of CPU Distillation CPU Double Flash CPU Compression and Dehydration Unit
High Purity Low Purity Oxy-

Combustion
Post Combus-
tion

CO2 product
stream Mt/year

2.16 2.25 2.49 2.88 2.35

Separation Efficiency 90% 92% 97% 100 % 100%*
CO2 Purity 99.98 wt.% 97.54 wt.% 92.55 wt.% 82.91 wt.% 99.97 wt.%
Oxygen Content 0.4 ppm 1.03 wt.% 2.89 wt.% 6.18 wt.% 150 ppm
Total Capital Cost $ 83M $ 55M $ 68M $ 54M $ 38M
Total Yearly
Operating Cost

$ 55M $ 52M $ 59M $ 46M $ 28M

Heat Integration, Double Flash without Heat Integration, Compression and De-

hydration), the capital costs (CAPEX) and operational costs (OPEX) incurred

increase as well. This is due to an increase in energy requirement per tonne of

CO2 captured and an increase in power plant net efficiency loss with increased

complexity and product purity.

Notably, the 6-stage Distillation CPU model with a capital cost of $ 83 mil-

lion presents a much higher cost burden than the other CO2CPU models. This

is primarily due to the presence of the distillation column. Unsurprisingly, the

double flash system without heat integration (low purity output) was found to

have the second highest capital cost at $ 68 million, which is mainly due to the

larger compressors required upstream (compression to 68 bar) and the large heat

exchange areas required for the interstage cooling upstream. In addition, the

operating costs incurred for the distillation CPU and the double flash with heat

integration (high purity) CPU systems are substantially higher than for the CO2

compression and dehydration unit, $9 million and $6 million higher, in spite of

starting and ending at the same pressures.

In addition, the power plant net efficiency loss (in percentage points) caused

by each type of CO2CPU was calculated assuming that the power plant output

without the capture plant was 347 MWe and that the average efficiency of a

pulverized fuel coal fired power plant is of 40% (LHV basis) 219.

The main process results, capital and operating costs for all process mod-

els, including the CPU for a post combustion derived flue gas are presented in

Table 5.4. These results are compared with other oxy-fuel purification process

models with similar product streams presented in literature. White et al. 208,

for example, finds that for an oxy-fuel CO2 purification system taking a CO2

stream from 1 to 110 bar and achieving a purity of 99.97 mol% CO2, requires

177 kWh/tCO2 captured. Similarly, the Distillation CPU process model con-

sumes 172 kWh/tCO2 captured at a purity of 99.98% (see Table 5.5).
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The separation efficiency is the amount of CO2 that is captured in the product

stream over the amount that comes into the CPU system and calculated here:

ηsep =
ṁCO2,product

ṁCO2,inlet

(5.1)

where:

ηsep = Separation efficiency of CO2 from the initial flue gas into the

system

ṁCO2,product = Mass flow rate of CO2 out of the system (after product

compression for storage)

ṁCO2,inlet = Mass flow rate of CO2 into the system (before pre-compression

stage)

As the separation efficiency increases the amount of work required per tonne of

CO2 captured decreases with it. This is because lower purity product streams,

lose less CO2 in the separation process as it becomes increasingly difficult to sep-

arate CO2 from non-condensable gases with similar properties. This is consistent

with the results presented by White et al.208. Hence, while the systems decrease

in product purity and complexity, they increase in separation efficiency. The

compression and dehydration system captures 100% of the CO2 in the system,

whereas the Double Flash without heat integration and with heat integration

capture 97% and 92% of the CO2 entering the system as a raw flue gas. The

6-stage Distillation CPU process captures only 90% of the CO2 entering the sys-

tem. Hence, with decreased system complexity, less CO2 would be vented to

the atmosphere and indeed more of the CO2 coming into the system would be

captured. In a context in which unabated CO2 would be penalized, a lower sep-

aration efficiency may also imply a higher system cost.

These results indicate that a trade off will need to be made between purity

and capture efficiency. Also, a higher purity product may bare the risk of a high

capital cost investment while a lower purity product obtained at lower capital

cost may have a smaller investment risk, but less suitable for transport or storage.

Similarly, achieving higher product purity requires more energy and electricity

costs, and if assumed to contribute to the power plant’s energy output, it would

reduce power plant efficiency by higher percentage points.

The system costs for the compression and dehydration unit applied to a typ-

ical amine-based post combustion stream are significantly lower than that of the

same process model used for an oxy-combustion derived stream, with a capital

cost of $ 38 million and $ 54 million respectively and an $ 18 million difference

in yearly operational costs. As portrayed in Figure 5.3, this is a result of the dif-

ference in inlet pressures as well as the larger amount of non-condensable gases
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present in the oxy-combustion derived stream causing additional compression

work.

Table 5.5: Power plant net efficiency losses and CO2 separation efficiencies re-
sulting from all of the CO2CPUs modeled (*separation efficiency only applies to
the CO2CPU of the post combustion system)

Property of CPU Distillation
CPU

Double Flash CPU Compression and Dehydration Unit

High Purity Low Purity Oxy-
Combustion

Post Combus-
tion

Separation Efficiency 90% 92% 97% 100 % 100%*
CO2 Purity 99.98 wt.% 97.54 wt.% 92.55 wt.% 82.91 wt.% 99.97 wt.%
Unit Energy
(kWh/tCO2 captured yearly)

172 150 158 103 96*

Power Plant Net
Efficiency Loss Breakdown

5.7% CPU 5.1% CPU 6.0% CPU 4.5% CPU 3% CPU

5% ASU17 5% ASU17 5% ASU17 5% ASU17 6% Regeneration
1% Solvent Transport

5.4.2 Investing in a CO2-CPU

While system performance and upfront costs, as described above, are key

measures to inform decision makers and process optimization, investors will look

for a measure of rate of return on investment and hence a market for the service

or product provided. Assuming therefore, that there is a market for captured

CO2, e.g. in its use in EOR or in receiving a credit for sequestration, the process

model costs are translated into a price on CO2, i.e. what the value of CO2 on a

metric tonne basis needs to be for investment in a CO2CPU to be lucrative.

The CO2CPU is assumed to be an entity independent of the power plant and

the ASU, as represented in Figure 5.1. This implies that the cost of the ASU

will impact the cost of electricity output from the power plant, but the cost of

the CO2CPU will not. It was assumed that the CO2CPU has two inputs - a raw

material/waste by-product (flue gas from the power plant) and a set of expenses

(energy cost) - and two key outputs - a product/revenue stream (CO2 at high

pressure and purity) and two waste streams: a gas mixture (CO2, N2, O2 and

Ar) and water. A price for the CO2 product from each of the CO2CPU process

options was then derived assuming that the investments in the CO2CPU would

only be made if a set rate of return post tax is met. A minimum required rate

of return of 15%-20% is deemed appropriate for an early-stage project, which

is typically how CCS has been perceived. In theory, as CCS becomes more

widespread, investor confidence would increase and minimum required rate of

return could be reduced to 5%-10% 203. This analysis assumes that a lower

purity CO2 stream would have the same market share as a higher purity CO2
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stream.

Using the results produced by the Investment Analysis function in Aspen

HYSYS, which includes capital cost, cost of goods sold, general & administrative

costs and tonnes of CO2 captured per year, a net present value (NPV) model

is formulated for each CPU model and presented at the end of this chapter.

Assumptions include, a debt to equity ratio of 40:60, an interest rate of 6%, an

inflation rate of 3.3%, a tax rate of 30% and an investment span of 30 years with

depreciation. The minimum CO2 price is then derived based on the condition

that the internal rate of return (IRR) on the CO2CPU is greater or equal to the

minimum required rate of return or hurdle rate. CO2 prices are obtained for

each CPU model and four distinct hurdle rates: 5%, 10%, 15% and 20%. It is

assumed that as long as the hurdle rate is met, the investment will go through.

The results from this analysis are presented in Figure 5.7.
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Figure 5.7: Graph showing the price value required per tonne of CO2 for mini-
mum rates of return on investment in the CO2CPU of 20%, 15%, 10% and 5%,
as a function of CO2 stream purity.

Figure 5.7 demonstrates that the relationship between CO2 price and stream

purity is non-linear and non-monotonic. The non-monotonicity is due to the

fact that the double flash system without heat integration is highly inefficient
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and requires a much higher pressure state in order to obtain a separation that

gives a 92.6wt.%purity. The CO2 price resulting from this CO2CPU would also

decrease if heat integration were applied. The non-linearity observed is entropi-

cally driven: the higher the purity the more costly it becomes for an incremental

increase in purity 177,208. From this point on, the double flash ‘low purity’ CPU

without heat integration will be excluded since it is more costly than alternative

systems with higher product purities.

The same NPV analysis is also applied to the CPU used for post combustion

and, assuming that the CPU is an independent entity in which to invest - sep-

arate in this case from the post combustion amine-based process - a CO2 price

of $13 - $14.75/tCO2 for a product stream of 99.97 wt.% purity will match a

minimum required rate of return of 5% - 20%. It is important to note that the

CPU needed for post-combustion capture is only a part of a cost intensive cap-

ture process (1/3 of the energy penalty resulting from post-combustion capture
17) and hence the CO2 price here does not reflect the rest of the process.

It is assumed in a first instance that investment would only take place as long

as a 20% rate of return is achieved. The results show that for the highest purity

achievable from the CO2CPU, a saleable CO2 stream at a price of $32.5/tCO2

would make the investment worth-while whereas a CO2 stream that is saleable at

a purity of 82.9 wt.% would only need to be sold for $18.75/tCO2 for a lucrative

investment. This difference represents a 42% decrease in product price. However,

none of these results are meaningful unless a market for CO2 exists. If targeting

oil producers who could provide a market for CO2 in its use for EOR, it is critical

to be able to offer a low CO2 price 203. Although CO2-EOR offshore has yet to

be done in the North Sea, studies have shown the feasibility and benefits that

could be brought on by its deployment 86,87,220,221.

However, if CO2 for EOR maintains its strict requirements in terms of CO2

purity, particularly with regards to the oxygen content (limited to 100 ppm),

this eliminates the market for all product streams with the exception of the 99.98

wt.% purity stream at and upper bound price of $32.5/tCO2. Nevertheless, given

the history behind the requirement settings for CO2 purity in EOR, there may be

leverage to relax CO2 requirements for use in EOR and thereby consider a lower

purity and cheaper CO2 stream. In addition, if a combination of the cheaper

lower purity sources of CO2, at 82.9 wt.% and 97.5 wt.% for $18.75/tCO2 and

$27/tCO2, were to be mixed with inherently higher purity sources of CO2 (e.g.

from post combustion capture or natural gas processing) in a transport network

system, the aggregation of streams could produce a stream suitable for injection

and EOR at a much lower overall cost. This potential for cost reduction through

the use of transport networks is assessed in the next section.
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The minimum CO2 price value when assuming minimum rates of return of

15%, 10% and 5% are shown in dashed and dotted lines in Figure 5.7. As ex-

pected, the CO2 price decreases as the minimum rate of return required decreases.

However, the reduction in price is greatest for the streams with highest capital

cost: the 6-stage Distillation CPU and the Low Purity Flash CPU. These prices

are compared to studies of the cost of CCS summarized in the review paper by

Rubin et al. 201515. The latter study quotes oxy-combustion capture cost to be

between $37/tCO2 and $69/tCO2 and assume a discount rate of approximately

10% 4. Considering that the CO2CPU accounts for approximately half of the

oxy-combustion capture costs, the prices presented here are in line with the Ru-

bin et al. range for cost of CO2 captured.

5.4.3 Triethylene Glycol Dehydration System

The models and cost analysis described above include a dehydration system

that acts as a ‘black box’ separation system comprising only of operating costs

involved in stripping the respective streams of water and is not associated with

an equipment cost. For completeness of this analysis, a triethylene (TEG) glycol

CO2 absorption system is modeled separately. This was done in Aspen HYSYS

using the HYSYS glycol property package and its cost assessed using the Aspen

HYSYS economic evaluation tool. Absorption was chosen over adsorption as ad-

sorption dehydration plants typically have higher installation costs and glycols

(used in absorption) are cheaper than adsorbents and easier to replace than an

adsorber bed 222–224. Furthermore, triethylene glycols are chosen amongst other

glycols as these are best for gas dehydration as they can be regenerated at high

concentration without degradation at high temperatures due to their high degra-

dation temperature ( 260◦C) 223,225,226. The dehydration system (illustrated in

Figure 5.8) consists of an absorber that pumps in TEG to the pressure of the inlet

flue gas stream (either 30bar or 28 bar depending on the CPU model described

in section 5.3.1) at the top and water-rich flue gas entering at the bottom of the

column. The dry flue gas then exits the absorber as the top product (with less

than 10ppm H2O) and water-rich TEG as bottom product. The TEG stream

expands through a throttle valve to atmospheric pressure and through a flash

vessel then splits off a small amount of waste flue gas. The TEG stream is then

heated up to 150 ◦Cand enters the stripper for regeneration of the TEG stream.

The dry TEG stream leaves the bottom of stripper and is cooled using propane as

4Rubin et al. 2015 quotes a fixed charge factor ranging from 9.3% to 10.9%, which refers to
the capital recovery factor (CRF) used derived from the discount rate and investment period
assumed.
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a refrigerant before being recycled back into the dehydration system. The costs

associated with this dehydration system are shown in Table 5.6. It is assumed

that fresh TEG is purchased once yearly given a usage rate of 2000 kg/hour and

at $ 2/kg 227. Due to the pressure at which the absorption occurs, this TEG

dehydration system is not applied to the low purity double flash CPU model

and is henceforth excluded from the analysis as it is not considered economically

advantageous.
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Figure 5.8: Flow diagram of the triethylene dehydration system used to dehy-
drate pressurized flue gas, consisting of an absorber-stripper system

Table 5.6: Capital and operating costs of the triethylene glycol dehydration
system compared with overall costs for the compression & dehydration CPU
(CD CPU), the high purity double flash CPU (HPDF) and the distillation CPU
(Dist CPU).

TEG Dehydration % of total CD
CPU

% of total HPDF
CPU

% of total Dist
CPU

Yearly Operating Costs $289,515 0.6% 0.6% 0.5%
Total Installed Equipment Cost $1,185,167 2.2% 2.1% 1.4%
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5.5 A CO2 transport network system can re-

duce the cost of capture

The next part of this work demonstrates how a mutually informed decision

on CO2 capture, transport and storage can reduce capture costs for a wider CCS

network.

5.5.1 Transport network scenario

This section uses an example of a transport network based on UK conditions

and data. However, the methodology is applicable to any country/region with

any number of point sources within reasonable proximity to one another.

Having a number of purification options at different costs is worth exploiting

when applied to a number of sources with various capture technology options to

drive down overall costs of capture in a given region. In order to demonstrate

this benefit, a CO2 transport network system was assumed based on capture

rates from real UK power and industrial plants inputting CO2 from different

sources and with varying product purities. A UK-based case study by Prada et

al.228 was used to obtain representative flow rates from 10 combined cycle gas

turbine (CCGT) plants, 10 coal fired power plants and 1 steel plant. The flow

rates from these CO2 outputs and their hypothetical capture plants are shown

in Table 5.7. Each plant is then coupled with a type of capture plant which

will in turn give the purity of the CO2 stream extracted from a given power

or industrial plant. CCGT plants are constrained to exclusively adopt post-

combustion capture. This is due to the current absence of gas turbines designed

for oxy-combustion. The flue gas composition resulting from post combustion

capture, prior to entering the CPU, is given in Table 5.3. The coal power plants

and the steel plant are assumed to adopt oxy-combustion CO2 capture. In the

case of CO2 capture from a steel production plant, oxy-combustion - as opposed

to post-combustion - provides the flexibility needed to make up for the varying

compositions of flue gas from the blast furnace as well as the high temperature

flue gas 5. Each of the CO2 sources considered are assumed to join at a central

hub from which a trunkline of CO2 brings the combination of streams to the

Bacton terminal and sent through for storage in the Southern North Sea. This

scenario is illustrated in Figure 5.9.

Each point source’s capture plant cost is associated with the cost of a CO2CPU

and can choose from three process configurations. Each will determine the re-
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Figure 5.9: Illustration of a UK based CO2 transport network scenario 229

sulting level of cost and purity prior to entering the transport network. This

choice is informed by the process models and cost analysis of CPUs presented

in sections 5.3.1 and 5.4.2. In combining multiple streams, of different cost and

purity, transport network scenario then seeks to minimize cost while maximizing

purity of a final trunkline stream. It is formulated as a bi-objective optimization

problem with a mixed-integer linear programming model (MILP). The resulting

MILP model was solved using the GAMS CPLEX solver as this is well suited

for solving problems of this type230. The objective here is to show that for a

minimum purity required at the injection point mixing high purity sources of

CO2 with lower purity sources of CO2 within the transportation network can

significantly reduce the cost of the final CO2 product stream for injection and

thereby improve the economic viability of the system as a whole.



5.5. A CO2 transport network system can reduce the cost of capture 93

Table 5.7: UK case study: flow rates of gas CCGT plants, coal plants and steel
plant.

Gas Plant (J) Flow rate (MtCO2/yr.)
Keadby 1.5
Didcot B 2.6
South Humber Bank 2.6
Barking 2.4
Killingholme A 1.3
Sutton Bridge 1.8
Damhead Creek 1.7
Spalding 1.7
Coryton 1.5
Little Barford 1.3
Coal Plant (K) Flow rate (MtCO2/yr.)
West Burton 7.8
Cottam 8.4
Drax 19.4
Kingsnorth 6.3
Ratcliffe 7.7
Rugeley 3.8
DidcotA 4.7
Ferrybridge C 6
Eggborough 6.5
Tilbury 3.8
Steel Plant (L) Flow rate (MtCO2/yr.)
Corus 5.8

5.5.2 Formulation of the optimization problem

The optimization problem is expressed has the following objective functions:

min[y(i)], subject to x(i) ≥ 0.96, (5.2)

min[z(i)], subject to x(i) ≥ 0.96, (5.3)

where y is the capital cost incurred per tonne of CO2 captured and z, the oper-

ating cost incurred per tonne of CO2 captured. These are subject to a constraint

on x, the final product purity at the trunkline ready for injection. Constraint x

is varied to obtain the pareto front.

The optimization variables are the choices of CO2CPU systems i and include

a post-combustion CPU option (PostC) in subset v, and three oxy-combustion

CPU options in subset u: a distillation unit (Dist), a high purity double flash
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unit (HPDF) and a compression and dehydration unit (CD). It is assumed here

that all gas plants will apply post-combustion capture and that the CO22CPU

processes a typical amine-based post combustion captured CO2 stream at 90%

capture efficiency of purity of 99.97 wt.%228. The composition of the final post

combustion CO2 stream coming out of the CPU is provided in Table 5.4.

Each optimization parameter and variable is described in the appendix at

end of this chapter (see Section A3). In this work, only the capital and operat-

ing costs that stem from the CO2CPU needed for oxy-combustion capture and

the compression and dehydration unit needed in the final stage of post com-

bustion capture are considered. Hence, when talking about an oxy-combustion

option or a post combustion option this refers solely to the choice of CO2CPU.

With each category of capture and subset of CO2CPU option several optimiza-

tion parameters are given. These include: CO2 product purity resulting from

each oxy-combustion option A1(u) and resulting from the post combustion op-

tion A2(v), capital cost in $/tCO2 captured per year for oxy-combustion options

CAP oxy(u) and for post combustion CAP post(v), operating costs $ /tCO2 cap-

tured per year for oxy-combustion options OP oxy(u) and for post combustion

OP post(v).

Each plant is separated into the three categories as described in section 5.5,

with j referring to the gas plants, k the coal plants and l the industrial plant (one

steel plant only in this example). The flow rate for each of the plants is given by

the following optimization parameters: Flow gas(j), Flow coal(k), Flow ind(l).

Two binary variables are introduced in order to allow for the plants to choose

among the different discrete CO2CPU options. These binary variables are de-

cision variables that take integer values only, hence the use of a mixed-integer

linear programming (MILP) solver. Equations 5.4 and 5.5 present the constraints

on each binary variable limiting the selection of each plant to a single CO2CPU

option:

∑
u

binary1(u, k) = 1 ∀k (5.4)

∑
u

binary2(u, l) = 1 ∀l (5.5)

These binary variables are used to calculate the product purity, the capital and

operating costs for the sum of all coal streams and for the product resulting from

the capture of CO2 from the industrial plant. The equations used calculate the

final product purity, capital cost and operating cost per tonne of CO2 in the

trunkline ready for injection are presented in Appendix A3. The constraint set
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on this problem is for the final trunkline purity, x, of at least 96 wt.% for injection

with ppm levels of water. As a result of this study we obtain the quantitative

trade off between the two conflicting objectives: minimum cost and maximum

purity.

5.5.3 Transport network optimization: Pareto front

Figure 5.10 shows the bi-objective optimization pareto front for these com-

peting objectives: minimum cost and maximum purity. It is clear that when

increasing the purity requirement, cost increases as well. The purity of the CO2

stream in the trunkline, x, has a lower bound set at 0.96 mass fraction. The

first solution, to the far left represents a scenario in which the West Burton coal

plant (see Table 5.7) uses the CD CO2CPU and the rest of the coal plants and

the steel plant use the HPDF CO2CPUs. As explained in section 5.5, the gas

plants are assumed to adopt the post combustion capture method and therefore

contribute a fixed cost and purity in all scenarios.

This first result gives a minimum capital cost of $22.51/tCO2 and a min-

imum operating cost of $20.42/tCO2 for minimum acceptable mass fraction of

CO2 in the trunkline of 0.96. As the minimum purity requirement at the stor-

age injection point (or trunkline) is increased, the capital cost increase follows a

non-linear trend. At a minimum requirement of 0.98 wt% CO2 the slope starts

increasing, representing a scenario in which all coal and steel plants use an HPDF

CPU and Tilbury, a coal plant, has just switched from an HPDF CPU to a Dist

CPU. This scenario gives a capital cost of $23.52/tCO2 and operating cost of

$21.15/tCO2. Once the minimum mass fraction of CO2 in the trunkline reaches

99.2 wt% purity, the slope of the CAPEX curve sees a sharp increase before

reaching a ‘plateau’ at a 99.95 wt% CO2 purity requirement. The ‘plateau’

represents a scenario in which all coal and industrial plants have switched to a

Dist CPU system reaching a capital cost of $34.24/tCO2 and operating cost of

$23.06/tCO2.

The pareto front highlights that above a certain purity requirement (98 wt.%

CO2) the capital investment cost increases drastically, increasing the investment

risk and CO2 price. This steep increase in cost when aiming for a purity above

98 wt.% CO2 is also reflected in the CO2 price curve shown in Figure 5.7 as the

above design point of the CO2CPU is set at a much higher capital cost to achieve

99.98 wt.% CO2. Using the investment analysis presented in section 5.4.2 and

the prices that reflect the cost of each CO2CPU with a different product stream -

applied both to oxy-combustion and post combustion - a final trunkline product
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Figure 5.10: Graph Showing Network Capture System CAPEX and OPEX per
tonne of CO2 Captured as a Function of Minimum Trunkline Purity - Pareto
Front

stream price is derived. The trunkline CO2 price will differ based on the mini-

mum required rate of return for each CPU and these are plotted in Figure 5.11

for a 20%, 15%, 10% and 5% IRR. Assuming a 20% minimum rate of return on

investment is required, minimizing cost results in a final trunkline CO2 stream

at 96.8wt.% purity for a price of $24.06/tCO2. Meanwhile, maximizing purity

results in a final trunkline stream of 99.98wt.% purity at a price of $29.19/tCO2.

This difference represents a 17.6% saving in CO2 product price.

Assuming an entity wants to purchase CO2 above 96 wt% purity, the sav-

ings that result from combining streams of different purity and costs are plotted

against the minimum rate of return required from the investor(s) in Figure 5.12.

The lower the minimum require rate of return or IRR, the less substantial the

savings will be. Hence, as the maturity of the technology increases and the min-

imum required rate of return decreases, the trade-offs between having a high

purity stream at higher cost versus a lower purity stream at lower cost will be

less significant. These results are valuable both on the capture side as well as



5.5. A CO2 transport network system can reduce the cost of capture 97

0.965 0.97 0.975 0.98 0.985 0.99 0.995 1
CO2 mass fraction

21

22

23

24

25

26

27

28

29

30

Pr
ic

e 
of

 C
O

2 a
t t

ru
nk

 li
ne

 ($
/tC

O
2)

20% IRR
15% IRR
10% IRR
5% IRR

Figure 5.11: Graph showing the price of CO2 received at the trunkline end in
order for all CPU investors to achieve at least 20%, 15%, 10% and 5% rate of
return on investment as a function of CO2 purity requirement at injection point.

the CO2 market side. For iron, steel and cement production, it is crucial to be

able to provide a low cost CO2 capture option in order to provide such plants

with a low-carbon option that is more worthwhile than relocating to a region

with less stringent emissions reduction policies. In being able to mix low pu-

rity CO2 streams with higher purity ones, producing a final stream suitable for

injection, this low cost scenario is rendered possible for such industries. This

study, however, does not include transportation costs and therefore does not

take into account the fact that having a cheap, low purity CO2 stream will in-

crease the required pipeline diameter and thereby increase the transportation

costs incurred195. Nonetheless, this has been shown to have little or no effect on

pipeline costs over short distances (30km), and this is one of the key advantages

of using a multi-hub transport network as in this study180.
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Figure 5.12: Graph showing the percentage reduction in CO2 price when choosing
a minimum cost scenario as opposed to a maximum purity scenario for minimum
required rates of return of 20%, 15%, 10% and 5%.

5.6 Shared compression and dehydration unit

infrastructure

Economies of scale will dictate that building larger infrastructure will prove

to be less costly than several smaller scale infrastructures. In that vein, this work

has shown that sharing capture infrastructure for several point source emissions

could prove to be less costly than having a lot of the same infrastructure at a

smaller scale at different capture plants. This could be sensible for large point

source emissions that tend to be clustered in industrial areas, outside large cities,

in low density areas and in close proximity to a water basin. This would imply

that very short large diameter pipes or trucks could transport flue gas from these

point sources to one larger CO2 compression and purification facility, for exam-

ple, instead of having one at each site and reducing the volume of infrastructure

and materials required overall. In the UK, for example, coal plants, Kingsnorth

and Tilbury, and gas CCGT plants, Damhead Creek and Coryton, are situated

in a 50km by 50km square grid228 and together would require a CO2CPU plant
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of total capacity 14.8 MtCO2/year.

Here, the capital and operating costs of four CO2CPUs each of yearly capac-

ity 5 MtCO2 was compared against that of one CO2CPU of the same overall

capacity of 20 MtCO2/year. The CD (compression and dehydration) CO2CPU

process, presented in section 5.3.1, was modeled in Aspen HYSYS at these two

scales. The same inlet flue gas composition and characteristics presented in Ta-

ble 5.2 were used with flow rates scaled accordingly and results are presented

in figure 5.13. This analysis, does not take into account the costs that would

incur from transporting the flue gas streams over short distances in the shared

infrastructure scenario. Transportation costs, however, over short distances are

negligible compared to capture costs: the cost of CO2 transported via onshore

pipelines over 50km long is 25-30 times less costly per tonne of CO2 than the

cost of capturing 228.
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Figure 5.13: Bar chart showing the CAPEX and OPEX for one large CO2CPU
processing 20 MtCO2/year compared with four smaller CO2CPU plants with the
capacity to process up to 5MtCO2/year each

Having one large CO2CPU of 20 Mt/year capacity instead four capture plants

of 5 Mt/year capacity, could save $ 68.3 million in capital expenditure and $



100 Chapter 5. Reducing the cost of CO2 capture

13.2 million/year in operating costs. This equivalent to a 16% reduction in total

CAPEX and 4% reduction in annual operating costs. In providing a method for

the decarbonisation of industries such as iron, steel and cement production, CCS

needs to take advantage of all cost effective solutions in order to avoid reducing

competitiveness, which could be the case if the cost of decarbonisation is passed

on to the consumer 231. Adopting shared CO2 capture infrastructure can further

reduce the capital investment risk that is assimilated with CCS. Furthermore,

the Zero Emissions Platform reported in their study “The Costs of CO2 Capture,

Transport and Storage” 232 that pipeline costs per tonne of CO2 are also reduced

by at least 3 fold if considering a large volume of CO2 (20 Mt/year) as opposed

to a small volume of CO2 (2.5 Mt/year), justifying the added benefit of having

a larger product stream from a shared capture infrastructure.

5.7 Conclusions to chapter

The results presented in this chapter provide a novel way of addressing CO2

capture deployment plans. In literature, a focus on the cost of CCS and par-

ticularly the cost of capture are often addressed with a myopic view on future

deployment needs. This work has shown that it is in looking at widespread and

future deployment scenarios for CCS that increased cost efficiency can be ob-

tained.

Through a detailed study of four CO2 compression and purification units ap-

plicable to oxy-combustion capture, this work has shown that higher CO2 purity

is associated with higher costs of capture and lower capture efficiencies. This

was translated into a minimum price on CO2 that would offer suitable return on

investment assuming that the CO2CPU is a entity independent of the rest of the

power plant (and excluding the air separation unit). If all else is equal, invest-

ing in a unit that gives a compressed, low purity dehydrated CO2 stream (82.9

wt.% CO2) could offer the same return to an investor as a unit producing the

highest purity CO2 (99.98 wt.% CO2) and be sold at a price that is reduced by

as much as 42%. However, the cheaper, lower purity CO2 product stream may

not be deemed suitable for injection into storage or use in EOR for example.

Meanwhile, assuming the only compound really worth excluding for transport is

water, that same low purity, low cost CO2 stream would be suitable for trans-

port.

In addition, this work has shown that transport network infrastructure can

help drive down the cost of capture by being able to combine lower cost and lower

purity streams with higher purity streams coming from different CO2 capture sys-

tems and point source emissions (e.g. gas plants, coal plants, heavy industrial
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plants). Hence, minimizing overall system cost of multiple CO2 capture plants

and streams. This was demonstrated assuming that the transport network can

mix multiple CO2 streams and feeds into a final trunkline CO2 stream with a

composition that is suitable for CO2 injection for storage. The costs considered

only pertained to the CO2 compression and purification units. Using a UK-

based transport network optimization problem example, it was found that up to

18% reduction in the final price tag on CO2 at the trunkline can be achieved by

combining CO2 at different purities and cost. Reducing the minimum required

rate of return on investment in CO2 capture is also found to reduce the savings

achieved in this transport network example. This is because as higher investor

confidence is achieved, the risk associated with the investment is also reduced

reflecting a reduction in associated cost and thereby narrowing the gap between

the maximum purity high cost system and minimum purity lower cost result.

The compression and purification unit models and cost analysis was taken

one step further here in assessing the impact shared capture infrastructure would

have on total costs. Similarly, a 16% reduction in capital and 4% reduction in

operating costs per Mt of CO2 captured was found to result from a four fold

scale up in infrastructure size.

The results from this work would suggest that there are clear benefits to draw

from a cohesive policy on CCS, particularly on the national level, where land is

shared (for transport network deployment) and CO2 storage sinks targeted are

similar in their properties. Furthermore, providing incentive for collaborative

deployment and investments, in shared capture plants and common transport

infrastructure, rather than that of individual market leaders could lead to a

significantly better return over just a few decades (30 year investment outlook

considered here).

5.8 Contributions made

This work has provided the first detailed account of the cost purity trade offs

involved in the CO2 compression and purification process. This has highlighted

the very high cost of capture that results from seeking to achieve a 99.98% pu-

rity CO2 stream and the subsequent reduction in capture efficiency. This has

led to questioning the justification and history behind CO2 purity requirements

as they are given today. In particular, the recurring source-to-sink approach of

CCS deployment to date has led to equating CO2 purity requirements for trans-

port with those for storage. The analysis here suggests that these requirements

result from prior experience with naturally occurring CO2 sources used in the

CO2-EOR industry in North America. Demonstrated through the lens of the
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oxy-combustion CO2-CPU process, relaxing these purity requirements is shown

to lead to substantial reduction in the cost of capture and increased capture

efficiency. This result suggests a high value in further research to quantify the

tradeoff in cost and risk of a lower purity CO2 stream on transport and stor-

age operations. The business model developed for investment in a standalone

CO2-CPU - where an investor will go ahead with a project if the required rate of

return is met for a certain price on CO2 - is presented and can be accessed here:

https://doi.org/10.5281/zenodo.1230482.

Leaning on the cost purity tradeoff highlighted with the CO2-CPU, this work

has demonstrated the value for multiple point sources to make a collective deci-

sion on their choice of capture process in view of minimizing overall system cost.

This was done by developing a transport network optimization model based on

21 point sources in the UK with joining CO2 streams at different individual pu-

rities to meet a final trunkline purity of 96%; suitable for storage. This approach

and optimization problem can and should be assessed for regions looking at the

deployment potential for CCS since the collective cost of CO2 capture is found

to be lower than multiple individually assessed capture plants. This work has

clearly demonstrated the benefit of shared infrastructure both in capture and

transport and the sunk cost that would otherwise result from isolated assess-

ments of deployment.

This work confirms the benefit of aligning policy with an outlook on sys-

tems needs i.e. for future CCS deployment based on energy systems changes

and industrial resource needs. It is important to consider relaxing CO2 purity

requirements in view of reducing capture costs particularly for industries that

are at risk of delocalization as a result of more or less stringent emissions policies

in different countries.

https://doi.org/10.5281/zenodo.1230482
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Conclusions

6.1 Key Conclusions

This thesis is built on the notion that CCS is a well understood, technologi-

cally developed and needed technology. It has nonetheless failed to be deployed

at a scale large enough to contribute a significant or sufficient amount of carbon

dioxide abatement to meet climate change mitigation needs1. Hence, the work

described here has identified key bottlenecks to overcome for achieving large-

scale CCS (i.e. of the order of gigatonnes of CO2 captured and stored per year)

through a systems analysis of the various interactions (i.e. between the energy

system, capture plants, transport networks and storage sites) and stakeholders

involved in the CCS deployment process.

A key barrier to CCS deployment has been its cost and particularly the cost

of capital it represents to investors. Chapter 2 of this thesis presents a method

developed to highlight the way the cost of CCS is calculated from an investor

standpoint. This takes into account the riskiness of the asset in which to invest

i.e., CCS, as perceived by the investor, the investment period and the level of

technological learning gained for the CCS process as it is deployed. Using the

capital asset pricing model (CAPM) to relate asset risk and required rate of re-

turn on investment, this analysis is among the first to demonstrate quantitatively

the cost reduction that can be achieved for CCS as a result of reducing financial

risk. Public policy can play a key role in targeting financial risk by underwriting

all or part of the investment’s sequestered CO2, insuring the large capital cost

and ensuring the availability of infrastructure for transport and storage. Miti-

gating financial risk to reflect a reduction in required rate of return from 20% to

10% is shown to reduce levelized cost of CCS by up to 47%.

Financial incentives for CCS, including oil revenue from using CO2 for EOR,

credit for sequestering CO2, subsidies or grants to aid the high capital cost in-

103
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vestment and technological learning through learning by doing, are all expected

to boost the deployment of CCS. From an investor standpoint, this is because

these incentives will allow them to meet their required rate of return. With

reduced financial risk of investing in CCS, this required rate of return and the

incentives needed to meet it would also be lower. Chapter 3, presents MIICE,

an open-source iterative investment model developed within this thesis (accessed

here: http://doi.org/10.1039/C7EE02102J), that is able to quantify the value

of these incentives on CCS deployment levels. The results from a combination

of over 36,000 of these variables are output with MIICE. At an initial price of

oil of 55$/bbl, a CO2 storage credit of 25$/tCO2 and learning rate for large in-

frastructure type plants, MIICE suggests that CO2-EOR can play a key role in

boosting the deployment of CCS. Using the required rate of return as a decision

metric for each potential investment, coupling CCS with CO2-EOR can bring

a sufficient number of projects forward to trigger CCS cost reduction of up to

40%. However, MIICE also highlights that an oil price of over 85$/bbl or a CO2

credit reaching 75$/tCO2 within 35 years would be needed in order to expect a

gigatonne of CCS deployment when considering only CCS with power.

While projections for CCS deployment are made on a regional or global scale,

individual CCS projects are often regarded in isolation of one another with pu-

rity requirements based on a source to sink approach. Chapter 5 presents de-

veloped process models for the CO2 compressions and purification unit (CO2-

CPU), a key part of all types of CO2 capture processes and accounting for 50%

of the cost of oxy-combustion capture. The process models are based on earlier

models developed by Posch et al. 2012177 and Pipitone et al. 2009178. Three

of these models demonstrate the variation between final CO2 product purity

and process cost. Taking an investor’s approach, CPU-INVEST (accessed here:

https://doi.org/10.5281/zenodo.1230482) was developed to obtain the price

at which CO2 would need to be sold for to an off-taker in order for an investment

in one CO2-CPU to match the required rate of return. This assumes there is

a market for CO2 utilisation or credits for its sequestration. A 43% reduction

in CO2 price required results from relaxing the final product purity requirement

from 99.98 wt% CO2 down to 83 wt% CO2. The literature behind CO2 purity

requirements has suggested that a dehydrated CO2 stream, to avoid corroding

transport materials and limiting the risk of hydrate formation in the presence of

oxygen, does not need to equate to a very costly 99.98% purity stream. Purity

requirements for CO2 injection into a storage reservoir suggest a CO2 purity re-

quirement of 96% CO2 instead. A systems approach is adopted to include each

of these CO2-CPU options, with their respective price points and purities, into

a transport network optimization problem that considers a UK case study of

http://doi.org/10.1039/C7EE02102J
https://doi.org/10.5281/zenodo.1230482
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21 point sources. By combining these CO2 sources to obtain a final trunkline

purity of 96% instead of requiring each individual source to meet the final pu-

rity requirement, the final price on CO2 required can be reduced by up to 18%.

This is analogous to an 18% reduction in the levelized cost of CCS. Chapter 5

also demonstrates significant capital cost reduction potential of up to 16% when

considering one large shared CO2-CPU infrastructure site equivalent to four in-

dividual standalone plants.

Results from MIICE that demonstrated the gradual deployment of CCS and

the possibility of a growing transport network of CO2 sources targeting one stor-

age sink, suggested the importance of assessing reservoir behavior in response to

the possibility of varying CO2 storage demand on yearly and decadal time scales.

Chapter 4 presents results from simulating CO2 injection into a reservoir model

of the UK’s main storage sink, the Bunter Sandstone saline aquifer, located in

the Southern North Sea. The geological reservoir model used to conduct the

simulation was obtained from the British Geological Survey and based on Noy et

al. 2012133. This work showed that the reservoir is resilient to variations in CO2

injection. This work also demonstrates that frequency variations in CO2 storage

demand can be modelled as an average constant CO2 storage supply rate when

incorporated into energy systems models with CCS since such variations will not

have a differing effect on reservoir behavior.

6.2 Key Contributions

The work presented in this thesis demonstrates that with three key actions

described above, on financial risk, CO2 utilization incentives through EOR, and

shared transport infrastructure the value of levelized cost of CCS can be reduced

by 47%, 40% and 18% respectively. Considering an initial levelized cost of CCS at

100$/tCO2 avoided, these results combined can achieve at least a 74% reduction

in levelized cost down to only 26$/tCO2 avoided, at which point CCS would

become highly cost competitive.

The models (MIICE and CPU-INVEST) and the systems analysis frameworks

presented in this thesis are among the key contributions of this work. While

some of these have drawn on geography specific examples, the methodologies and

approaches can be tailored to, arguably, all regions considering the deployment of

CCS in the next few decades. These have highlighted and quantified the effects

of key policies and actions on CCS. These include:

• Providing insurance on cost and liability of CO2 in the aim of reducing
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financial risk is key to boost investment by reducing levelized cost.

• CO2-EOR is valuable in initial plans for CCS deployment, but other finan-

cial incentives particularly a CO2 storage credit and technological learning

are key to favoring sequestration.

• Providing incentives for large and shared CCS infrastructure is key to re-

ducing overall system costs of CCS deployment in the long term and avoid-

ing impractical costs related to very high CO2 purity requirements.

6.3 Thesis Extension

MIICE, model of iterative investment in CCS with CO2-EOR (accessed here:

http://doi.org/10.1039/C7EE02102J), is the first of its kind to include: de-

tailed EOR production profiles, a detailed account of CCS and EOR costs, a

yearly updating set of input variables and parameters to reflect a changing eco-

nomic climate and the relevant levels of CCS deployment. The following is a list

of elements to consider for further work on MIICE:

• Oil field characteristics currently included in MIICE are geographically

biased to North American oil fields due to the nature of the input data

obtained on existing conventional EOR fields in this region. MIICE can

easily be extended to include a pool of oil field characteristics that pertain

to offshore oil fields as well.

• Cost correlations for CO2 transport and storage included in MIICE are

most relevant to onshore CO2-EOR and sequestration. MIICE can be

extended to include offshore costs in the event that investment in offshore

CO2 storage and EOR meets the required rate of return on an iteration.

This would be particularly relevant for considering CCS with CO2-EOR in

the North Sea for example.

• MIICE assumes capture costs for CO2 with amine-based post combustion

technology on a pulverized coal firing power plant. MIICE can easily be

extended to include different CO2 capture options and their relevant costs

as well as different CO2 point source types. This would be an extended

selection pool to iterate through on each year of potential investment and

coupled with each field option. This would be particularly relevant in

considering CO2 capture for industrial sources such as cement, iron and

steel production.

http://doi.org/10.1039/C7EE02102J
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Furthermore, the analysis of the CO2 compression and purification unit model

costs and their relevant CO2 product purity highlighted the following: a strict

CO2 purity requirement is the main driver for high CO2 capture cost. The

literature analysis presented in Chapter 6 shows the lack of clear and quantifiable

justification of CO2 purity requirements for transport or storage. Particular

points of uncertainty that are worth investigating include:

• Quantifying the value of additional compression work needed to have a

single phase CO2 stream in the presence of inert gases such as N2, O2 and

Ar.

• The trade off of having low concentrations of O2 and H2O from a lower

cost capture process and the additional investment needed for less corrosive

and more resistant materials for transport compared with a higher cost of

capture for very high purity, dehydrated CO2.

• Further qualifying and quantifying the assumed risk of having over 100

ppm of O2 in a CO2 stream injected into a depleted oil or gas reservoir.

The transport network optimization problem presented in Chapter 6, considers

21 point sources based on a UK case study of which 10 are gas power plants, 10

are coal fired power plants and 1 is a steel plant. Based on a minimum purity

requirement set at the final trunkline, each point source is coupled with a CO2-

CPU such that the overall cost is minimized. This optimization network can be

extended to include more industrial sources that can provide additional low cost

CO2 capture options to meet a final purity requirement at a set trunkline and

CO2 injection point. Furthermore, the network optimization problem can be ex-

tended to include distances between point sources and their relevant costs, which

would add additional constraints to the model. These would affect the objective

function for minimizing cost and the resulting decision on the combination of

capture technologies to choose from and point sources to target.
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Appendices

A1 Appendix to Chapter 3

A1 MIICE MATLAB code

MIICE MATLAB code is open-source and can be viewed and downloaded

with the following link http://doi.org/10.1039/C7EE02102J55.

A2 Model scoping and assumptions

Model envelope

Figure A1: Conceptual representation of the CCS + CO2-EOR model envelope
(dotted line box) without considering physical flow streams

A3 CCS and CO2 enhanced oil recovery field develop-

ment and cost modeling

CO2 capture cost in literature and model-based assumptions

133
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Table A1: Operating costs for CO2 capture as reported by Worley Parsons and
adjusted to a MtCO2 basis - all cost values adjusted to 2016 US$.

Parameter Worley Parsons Report Adjusted Calculations for
this Study

Type of power plant
considered

Pulverized coal firing idem

Type of capture technology Post-combustion amine
scrubbing

idem

Net Power Output 546 MW approx. 110 MW
Capture rate 90% 90%

CO2 Captured 4.98 Mt/year 1 Mt/year
Power associated with

capture plant
87 MW 17.5 MW

Cost of electricity
consumed

$30.25 million/year $6.07 million/year

Variable O&M $4.53 million/MWh $0.69 million/year
Fixed O&M $11.41 million $2.29 million



A1. Appendix to Chapter 3 135

CO2 transport costs

Table A2: Capital and operating costs for transport pipelines from source to sink
required for projects of 1- 4MtCO2/year capture rates (M$ = $ million)

Cost type Function of 1 MtCO2/year 2 - 3MtCO2/year ≥ 3 MtCO2/year
Pipeline Capital Costs

Materials Diameter (D) &
Length (L)

7.223 M$ 11.115 M$ 15.377 M$

Labor D & L 28.209 M$ 32.976 M$ 36.672 M$
Miscellaneous D& L 7.825 M$ 11.287 M$ 13.815 M$
Right of Way D& L 2.976 M$ 3.172 M$ 3.1547 M$

CO2 surge tank Fixed 1.332 M$ idem idem
Pipeline control

system
Fixed 0.120 M$ idem idem

Total Capital
Costs

47.686 M$ 60.003 M$ 75.567 M$

Pipeline Operating Costs
Operating &
Maintenance

L 0.561 M$ idem idem

Total Operating
Costs

0.561 M$/year idem idem
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EOR field characteristic ranges

(a) (b)

(c) (d)

Figure A2: Distributions of reservoir characteristics including depth (m), poros-
ity (%), permeability (mD) and field area (m2) for oil fields with CO2-EOR
activity in the U.S. as well as Prudhoe Bay hydrocarbon miscible injection field
based on Oil & Gas Journal 2014 Survey data.
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CO2-EOR pattern deployment strategy description

Figure A3: Flow diagram describing the decision strategy process for CO2-EOR
pattern deployment within a field k.

EOR production profile fit parameters

Table A3: Parameters of logistic and exponential equations of curve fits for pro-
duction profiles of oil and CO2 as a percentage of OOIP and HCPV respectively

Oil production fit d a b c RMSE/R-Square
Low 0.0 0.105 9.813 0.4213 0.001414/0.9977

Medium 0.01 0.1774 4.86 0.447 0.002853/0.9954
High 0.09 0.3818 3.449 0.3415

CO2 production fit d’ a’ b’ c’ RMSE/R-Square
Low 0.33 0.3155 0.8515 0.1492 0.01481/0.9751

Medium 0.4 0.6357 0.9292 0.5785 0.009409/0.997
High 0.4792 1.276 0.9086 1.078
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Cost inflation factors

Table A4: Inflation factors used to convert US$ costs from literature to constant
2016 US$ based on the Bureau of Labor Statistics Consumer Price Index inflation
calculator218.

Year of cost reported Inflation factor to 2016 US$
2004 1.270
2010 1.100
2013 1.030
2014 1.017

Compound annual growth rates

A compound annual growth rate (CAGR) is used to compare results of cu-

mulative CCS capacity deployed by 2050 and cumulative oil production rates to

both industries’ growth rate predictions. The CAGR describes a rate at which

an industry would need to grow by every year, if this were at a steady rate, to

achieve a final industry objective size. These rates are calculated against values

of oil production from CO2-EOR in the US, which was at 156.95 MMbbl/year

in 2015233 and the global value for CO2 captured in 2016 of 27 MtCO2/year234.

Slow and fast industry growth scenarios

In a slow deployment scenario, we assume that the 5-year demonstration

period is followed by a growth to materiality of 20% per year (lower than the

exponential growth assumed), followed by a stagnated growth of 3% per year

based on a low carbon technology study by Napp et al.129. Meanwhile, a much

faster industry growth scenario considers that the first 5 years of project initiation

has an upper bound of 2year project investments. In the 10 years that follow, the

number of projects that can be built is limited by a 40% growth rate year on

year. The 10 years that follow see a slower allowable growth rate as momentum

is reduced to a 20% growth rate and the 10 years that follow are limited by a

10% yearly growth rate.
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A4 Five world scenario results

Cumulative CO2 stored and oil produced

Year of Investment Assessed
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Figure A4: Graph showing cumulative CO2 stored and oil produced as a result
of successful projects obtained in each of the Five World Scenarios
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Figure A5: Bar chart showing the total average field characteristics for all
successful projects resulting from each of the five world scenarios from the pool
of 1000 fields
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A5 Results showing sensitivities of CO2 storage and oil

production
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Figure A6: Heat maps showing contours of CO2 storage achieved for all invested
CCS with CO2-EOR projects by 2050 as a function of (a) the CO2 tax achieved by
2050 and the price of oil, (b) the CO2 tax in 2016 and the amount of technological
learning assumed, (c) the price of oil and the initial capital cost of capture
assumed per MtCO2 capture capacity in 2016, and (d) the price of oil and the
initial capital cost of capture assumed per MtCO2 capture capacity in 2016.
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Figure A7: Heat maps showing contours of oil production for all invested CCS
with CO2-EOR projects by 2050 as a function of (a) the CO2 tax achieved by 2050
and the price of oil, (b) the CO2 tax in 2016 and the amount of technological
learning assumed, (c) the price of oil and the initial capital cost of capture
assumed per MtCO2 capture capacity in 2016, and (d) the price of oil and the
initial capital cost of capture assumed per MtCO2 capture capacity in 2016.
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A2 Appendix to Chapter 4

A1 Bunter Sandstone geological reservoir model

Table A5: Summary of geological reservoir model parameters

Parameter Value Unit

Average permeability 100 mD
Average porosity 0.2

CO2 density at STP 1.8393 kg/m3

Brine density at STP 1095.7 kg/m3

Brine salinity 130,000 ppm
Pore compressibility 4.5 x 10−10 Pa−1

Initial average reservoir pressure 19.5 MPa
Average reservoir temperature 65 ◦C
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demand is of 2 MtCO2/year. This is then followed by gradually shutting

down the capture and power plants associated with them 1, as we transition

to a zero carbon energy market towards the end of the century.

• Drax 2: Here, instead of assuming a gradual deployment of CO2 supply,

we assume that once the demonstration and first larger scale capture plant

come on-line, 2 more capture plants are built simultaneously adding 8

MtCO2/year to the field’s target injection rate. CO2 injection in the field

peaks at 2040 and follows the same slow decline in CO2 supply as described

in Scenario 1.

• Drax 3: The same deployment assumptions as Scenario 1 are taken here,

followed by a very fast decline in CO2 injection demand, due to quicker

decommissioning of coal fired power plants and faster insertion of renewable

energy supply into the energy market. CO2 storage supply in the field is

no longer needed beyond the end of the century.

• Drax 4: Slow deployment of CO2 capture and storage is assumed here,

with additional CO2 supply coming on-line in 10 years steps. Peaking

target injection in 2060, this scenario assumes a fast decommissioning and

storage demand reduction, reaching 0 injection by the end of the century.

• Drax 5: In this scenario we assume a larger scale deployment of CCS in

the UK with storage demand from the Bunter field of interest. Starting

off with the injection of 2 MtCO2 for an initial 10 year period, one larger

scale plant then adds 4 MtCO2/year to the CO2 supply, before adding 2

more CCS plants by 2045 followed by another 2 in 2050 and achieving peak

taget injection of 22 MtCO2. By 2055, the 25 year old demonstration plant

stops capturing CO2 reducing supply by 2 MtCO2/year. The reduction of

target injection rate that follows stems from a gradual reduction in fossil

fuel energy demand and shutting down of capture plants after a 30 year

lifetime.

Target (objective) injection rates versus actual injection rates for Drax

scenarios 1 and 4 and 2, 3 and 5

1We expect that the capture plants have a lifetime of 30 and at best 60 years
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Figure A10: Graphs contrasting objective injection rate and actual injection rate
into the field as a result of deployment scenarios Drax 1 (a) and Drax 4 (b) with
peak CO2 target injection rates of 14MtCO2/year.
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(a) Drax 2: Fast & accelerating deployment
of CCS plants with a very slow decline
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(b) Drax 3: Fast deployment of CCS plants
1-by-1 every 5 years with a fast decline
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(c) Drax 5: Accelerated deployment of CCS
peaking at 22 MtCO2/year

Figure A11: Graphs showing the objective injection rate compared to the target
injection rate for field injection in scenarios Drax 2, 3 and 5.
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A3 Appendix to Chapter 5

A1 Process utility assumptions

Table A6: Aspen HYSYS process utility assumptions

Name Fluid Type
Conditions

Pressure,Temperature
Cost Units

Electricity 0.0576 £/kW
Cooling Water Water 105kPag; 20◦C 0.00443 £/tonne
Propane Refrigerant 105kPag;-40◦C 0.0580 £/tonne
LP Steam Steam 0kPag; 125 ◦C 0.002 £/MJ
Refrigerant 1 Propane 0 kPag; -24◦C 0.003 £/MJ
Ethane Refrigerant 105 kPag; -90◦C 0.036000 £/tonne
Freon 12 Refrigerant 105 kPag; -29.8◦C 0.170000 £/tonne

A2 CPU financial model MATLAB code

The financial model developed to derive the price of CO2 at which the CO2CPU

investments would meet minimum required rates of return, assuming there is a

market for CO2 sequestration is published for open-access and can be downloaded

on MATLAB with the following link: http://doi.org/10.5281/zenodo.1230482235.

A3 Transport network optimisation problem

This part of the appendix to Chapter5 presents the equations and constraints

that give the objective functions x (product purity), y (CAPEX in £/tCO2) and

z (OPEX in £/tCO2). The following set of equations give the purity of the sum of

CO2 streams from each type of plant, the capital cost incurred per tonne of CO2

captured for the sum of each type of plant and the operational cost incurred per

tonne of CO2 captured for the sum of each type of plant in the following order:

gas CCGT plants, coal plants, industrial plants (one steel plant). The variables

for each equation are defined in Table A7.

∑
v

[Flow gas (j) ∗A2 (v)] = CO2 1 (j) ∀j,

∑
u

[Flow coal (k) ∗A1 (k) ∗ binary1 (u, k)] = CO2 2 (k) ∀k,

∑
u

[Flow ind (l) ∗A1 (u) ∗ binary1 (u, l)] = CO2 2 (l) ∀l,

(A1)

http://doi.org/10.5281/zenodo.1230482


148 BIBLIOGRAPHY

∑
v

[Flow gas (j) ∗ CAP post (v)] = CO2CAPEX1 (j) ∀j,

∑
u

[Flow coal (k) ∗ CAP oxy (u) ∗ binary1 (u, k)] = CO2CAPEX2 (k) ∀k,

∑
u

[Flow ind (l) ∗ CAP oxy (u) ∗ binary1 (u, l)] = CO2CAPEX3 (l) ∀l,

(A2)

∑
v

[Flow gas (j) ∗OP post (v)] = CO2OPEX1 (j) ∀j,

∑
u

[Flow coal (k) ∗OP oxy (u) ∗ binary1 (u, k)] = CO2OPEX2 (k) ∀k,

∑
u

[Flow ind (l) ∗OP oxy (u) ∗ binary1 (u, l)] = CO2OPEX3 (l) ∀l,

(A3)

x =

∑
j

CO2 1 (j) +
∑
k

CO2 2 (k) +
∑
l

CO2 3 (l)

 /

∑
j

Flow gas (j) +
∑
k

Flow coal (k) +
∑
l

Flow ind (l)

 (A4)

y =

∑
j

CO2CAPEX1 (j) +
∑
k

CO2CAPEX2 (k) +
∑
l

CO2CAPEX3 (l)

 /

∑
j

Flow gas (j) +
∑
k

Flow coal (k) +
∑
l

Flow ind (l)

 (A5)

z =

∑
j

CO2OPEX1 (j) +
∑
k

CO2OPEX2 (k) +
∑
l

CO2OPEX3 (l)

 /

∑
j

Flow gas (j) +
∑
k

Flow coal (k) +
∑
l

Flow ind (l)

 (A6)
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Table A7: Optimization variables for transport network problem

Optimization
Variable

Description

CO2 1(J) Purity of CO2 stream from sum of gas plants (J) with post
combustion capture (V) in mass fraction

CO2 1(K) Purity of CO2 stream from sum of coal plants (K) with oxy-
combustion capture (U) in mass fraction

CO2 1(L) Purity of CO2 stream from industrial plants (L) with oxy-
combustion capture (U) in mass fraction

CO2Capex1 (J) Total CAPEX from gas plants (J) using technology V in £M
per MtCO2 captured per year

CO2Capex2 (K) Total CAPEX from coal plants (K) using technology U in £M
per MtCO2 captured per year

CO2Capex3 (L) Total CAPEX from industrial plants (L) using technology U
in £M per MtCO2 captured per year

CO2Opex1 (J) Total OPEX from gas plants (J) using technology V in £M
per MtCO2 captured per year

CO2Opex2 (K) Total OPEX from coal plants (K) using technology U in £M
per MtCO2 captured per year

CO2Opex3 (L) Total OPEX from industrial plants (L) using technology U in
£M per MtCO2 captured per year


	Abstract
	Acknowledgements
	List of Tables
	List of Figures
	Introduction
	Motivation
	Background to carbon dioxide capture, transport and storage
	Objectives and structure

	Financial risk and the cost of CCS
	Introduction
	Financing metrics and the CAPM
	Evaluating the cost of CCS
	Public sector role in CCS risk reduction
	Contributions made

	Can CO2 enhanced oil recovery act as a catalyst for gigatonne-scale CCS deployment?
	CCS and CO2 enhanced oil recovery
	Model of iterative investment in CCS with CO2-EOR (MIICE)
	Methodology overview
	CO2 enhanced oil recovery
	Cost of carbon capture and transport
	Technological learning and industry growth

	Scenarios and model analysis
	Five world scenarios
	Single-parameter sensitivity analysis
	Exploration of key variables

	Results and discussion
	Five world scenarios
	Sensitivity to endogenous and exogenous model parameters
	Sensitivity of CO2 capacity, CO2 storage and oil production to variations in 2 input parameters at a time

	Conclusions to chapter
	Contributions made and future work

	Assessing the effect of UK CCS deployment and operation scenarios on storage sink response by simulating varying CO2 injection rates into the Bunter Sandstone reservoir
	Modelling CO2 storage
	Methodology
	Bunter Sandstone geological reservoir model
	Simulation parameters and constraints
	Injection rate scenarios and injection site selection

	Results and discussion
	Sensitivity of plume migration and pressure to varying injection rates, depth and permeability - Set 1
	Injection scenarios envisioned for UK government-led regional CCS deployment - Set 2
	Impact of varying storage demand based on a systems model output of UK coal power with CCS - Set 3

	Conclusions to chapter
	Contributions made and future work

	The role of flexible operations, transport networks and shared infrastructure in reducing the cost of CO2 capture
	Background to the link between CO2 purity, capture, transport and storage
	Oxy-combustion CO2 capture
	Techno-economics of four CO2-CPU model variations
	Process modelling methodology
	Process model 1: The 6-stage CO2 compression and dehydration model
	Process model 2: High purity double flash CO2-CPU with heat integration
	Process model 3: Low purity double flash CO2CPU without heat integration
	Process model 4: CO2CPU with a 6-stage distillation column

	CO2CPU System Performance
	Product Purity, System Efficiencies, Capital and Operating Costs
	Investing in a CO2-CPU
	Triethylene Glycol Dehydration System

	A CO2 transport network system can reduce the cost of capture
	Transport network scenario
	Formulation of the optimization problem
	Transport network optimization: Pareto front

	Shared compression and dehydration unit infrastructure
	Conclusions to chapter
	Contributions made

	Conclusions
	Key Conclusions
	Key Contributions
	Thesis Extension

	Bibliography
	Appendix
	Appendix to Chapter 3
	MIICE MATLAB code
	Model scoping and assumptions
	CCS and CO2 enhanced oil recovery field development and cost modeling
	Five world scenario results
	Results showing sensitivities of CO2 storage and oil production

	Appendix to Chapter 4
	Bunter Sandstone geological reservoir model
	Gas saturation and reservoir pressure maps for set 1 injection scenarios
	Assumptions for set 2 injection scenarios of CO2 capture deployment and storage demand for the Bunter Sandstone saline aquifer storage sink

	Appendix to Chapter 5
	Process utility assumptions
	CPU financial model MATLAB code
	Transport network optimisation problem





