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Abstract

In many areas of science and technology, behaviour at the smallest scales has been shown to drive the performance of macroscopic systems. Such relationships are particularly pertinent in tribology, where key phenomena (e.g. friction and flow of lubricants) ultimately depend on atomic-scale interactions. Nonequilibrium molecular dynamics simulations can probe these scales and give unique insights into the tribological behaviour of complex molecular systems.

In this thesis, several industrially important tribological systems are studied through nonequilibrium molecular dynamics simulations. Firstly, in order to ensure reliable results, potential models are compared in terms of their ability to reproduce realistic viscous behaviour of a model lubricant. These accurate models are then used to study the atomic-scale behaviour of various organic friction modifier additives under boundary lubrication conditions. The effect of molecular structure and surface coverage along with sliding velocity, pressure and surface roughness are investigated. The friction and wear reduction mechanisms of promising carbon nanoparticle additives are also examined. Finally, the effect of base oil molecular structure on friction and flow behaviour in the elastohydrodynamic lubrication regime is studied. The work has contributed to a more complete understanding of the atomic-scale behaviour of lubricants and additives and, in combination with experiments, has helped to explain several important macroscopic phenomena.
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Figure 39. (a) Image of representative system set up for NEMD simulations (CND, $\theta = 0.11$). Carbon-carbon bonds are shown in green for CND and orange for CNO, Fe atoms are shown in pink for the thermostatted and fixed atoms and cyan (top) or purple (bottom) for the deformable atoms. The red dotted lines indicate periodic boundaries. Rendered using VMD [264]. (b) Image of four-layer CNO particle ($C_{60}C_{240}C_{540}C_{960}$). (c) Schematic showing the nanoparticle coverages simulated; $\theta = 0.11, 0.44$ and 1.00. Velocity, $v_s$, applied at 10$^4$ to the x-axis of the periodic box.
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Figure 46. (a) Variation in the friction coefficient with normal force. (b) Variation in the indentation depth with normal force. (c) Variation in the friction coefficient with the indentation depth. The dotted line in (c) indicates the Bowden-Tabor prediction from Equation 2. Error bars indicate the standard deviation between block average friction coefficient values.
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Figure 48. Molecular structures of the base fluids investigated; lubricants - squalane (a), DEHS (b) and traction fluids - DM2H (c), DCMP (d). 
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Figure 50. Representative system setup for the confined NEMD simulations of squalane at 80 °C, after compression (1.0 GPa), before sliding. Iron atoms are shown in pink, oxygen in red, carbon in blue and hydrogen atoms are not shown for clarity. Rendered using VMD [264]. 

Figure 51. Mean shear stress versus \( \log_{10}(\text{strain rate}) \) for the fluids at: 80 °C and 0.5-2.0 GPa; squalane (a), DEHS (b), DM2H (c), DCMP (d). Thermally-corrected experimental data shown as filled diamonds. Isothermal NEMD data shown as filled circles, NEMD data with a temperature rise shown as open circles. NEMD data time-averaged for the final 10 nm of sliding. Error bars for NEMD data represents maximum variation between independent trajectories for some state points. Error bars for experimental data represent the uncertainty from the thermal correction. Data from higher applied pressures are shown in darker colours. 

Figure 52. EHL friction coefficient versus \( \log_{10}(\text{strain rate}) \) for the fluids at: 80 °C and 0.5-2.0 GPa; squalane (a), DEHS (b), DM2H (c), DCMP (d). Thermally-corrected experimental data shown as filled diamonds. Isothermal NEMD data shown as filled circles, NEMD data with a temperature rise shown as open circles. NEMD data time-averaged for the final 10 nm of sliding. Error bars are omitted for clarity. Data from higher applied pressures are shown in darker colours. 

Figure 53. Atomic mass density (blue) and velocity (orange) profiles for squalane at: 80 °C, 20 m s\(^{-1}\) (\( \gamma \approx 10^9 \text{ s}^{-1} \)), and; 0.50 GPa (a), 1.00 GPa (b), 2.00 GPa (c). Time-averaged for the final 5 nm of sliding. 
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Figure 55. Atomic mass density (blue) and velocity (orange) profiles for DM2H at: 80 °C, 1.0 GPa, and; 5 m s\(^{-1}\) (a), 40 m s\(^{-1}\) (b), 100 m s\(^{-1}\) (c). Time-averaged for final 5 nm of sliding. 
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Figure 57. Mass density profile in \( z \), \( \rho(z) \), of OFM (orange) and hexadecane (blue) for representative OFM (SA) under compression (dotted) and sliding (solid). 

Figure 58. Atomic mass density profile in \( z \), \( \rho(z) \), for SAm (solid) and OAm (dotted) under shear. 

Figure 59. Atomic position probability profile for SAm (solid) and OAm (dotted) under shear. 
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## Abbreviations, Acronyms and Terminology

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ</td>
<td>Friction coefficient</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic force microscopy</td>
</tr>
<tr>
<td>DFT</td>
<td>Density functional theory</td>
</tr>
<tr>
<td>EHL</td>
<td>Elastohydrodynamic lubrication</td>
</tr>
<tr>
<td>GMO</td>
<td>Glycerol monooleate</td>
</tr>
<tr>
<td>GMS</td>
<td>Glycerol monostearate</td>
</tr>
<tr>
<td>HFRR</td>
<td>High frequency reciprocating rig</td>
</tr>
<tr>
<td>HTHP</td>
<td>High temperature, high pressure</td>
</tr>
<tr>
<td>LAMMPS</td>
<td>Large-scale atomic/molecular massively parallel simulator</td>
</tr>
<tr>
<td>LB</td>
<td>Langmuir-Blodgett</td>
</tr>
<tr>
<td>MAPS</td>
<td>Materials and process simulation</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular dynamics</td>
</tr>
<tr>
<td>MTM</td>
<td>Mini-traction machine</td>
</tr>
<tr>
<td>NEMD</td>
<td>Nonequilibrium molecular dynamics</td>
</tr>
<tr>
<td>OA</td>
<td>Oleic acid</td>
</tr>
<tr>
<td>OAm</td>
<td>Oleamide</td>
</tr>
<tr>
<td>OEM</td>
<td>Original Equipment Manufacturer</td>
</tr>
<tr>
<td>OFM</td>
<td>Organic Friction Modifier</td>
</tr>
<tr>
<td>OPLS</td>
<td>Optimized potentials for liquid simulations</td>
</tr>
<tr>
<td>Term</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>PPPM</td>
<td>Particle-particle, particle-mesh</td>
</tr>
<tr>
<td>SA</td>
<td>Stearic acid</td>
</tr>
<tr>
<td>SAm</td>
<td>Stearamide</td>
</tr>
<tr>
<td>SAM</td>
<td>Self-assembled monolayer</td>
</tr>
<tr>
<td>SFA</td>
<td>Surface force apparatus</td>
</tr>
<tr>
<td>SHAKE</td>
<td>Non-linear constraint equations</td>
</tr>
<tr>
<td>SRR</td>
<td>Slide-to-roll ratio</td>
</tr>
<tr>
<td>VMD</td>
<td>Visual molecular dynamics</td>
</tr>
</tbody>
</table>
Chapter 1. Introduction

The project entitled ‘Molecular Dynamics Simulations of Lubricants and Additives’ is formally introduced. This project was funded by the Engineering and Physical Sciences Research Council (EPSRC) and Shell Global Solutions through a CASE conversion scholarship. In this chapter, the chief targets of the project are stated and the layout of the thesis is set out.

1.1. Motivation

In order to reduce energy consumption and thus CO$_2$ emissions, it is necessary to increase the energy efficiency of engineering systems and an important way to achieve this is to design lubricants that give low friction [1]. Automotive lubricants have become progressively more complex and sophisticated due to increasingly demanding original equipment manufacturer (OEM) and environmental regulatory requirements. Modern automotive lubricants are comprised of a blend of two or more base oils, in which ten or more different additives are dissolved [2]. The main role of the base oil is to provide an appropriate viscosity over the operating conditions to ensure adequate lubrication, whilst each additive is included to improve a different aspect of lubricant performance, from reducing friction reduction to ensuring engine cleanliness. Therefore, lubricant formulation has become a considerable challenge, not least because most additives, and some base oils are polar, surface active and chemically reactive molecules. This means that the molecules in lubricants can interact unpredictably, both in base oil solution and at surfaces, often to the detriment of lubricant performance. With so many molecular species present, it is not possible to physically test the performance of all possible combinations of additives and base oils. Consequently, lubricant development still tends to be rather evolutionary, with new components being added to existing formulations based on heritage knowledge and research. This style of lubricant development is struggling to keep pace with the increasingly stringent demands posed by OEMs and regulators, and hence new methods are needed in order to accelerate the process.
As in many areas of science and engineering, a powerful tool which could help to accelerate future lubricant design is computer simulation. The aim of this project is to utilise computational modelling in order to give atomic-scale insights into the behaviour of various important lubricant and additive molecules. Through building understanding of this important behaviour, hopefully the computational methods described herein can be applied in order to accelerate future lubricant development. More specifically, molecular dynamics (MD) simulations have been utilised, to model the motions and interactions of large systems of lubricant and additive molecules, to shed light on various aspects of their behaviour at the atomic-scale.

1.2. Chief Targets of the Project

This project aims to achieve a more complete understanding of how lubricants and additives behave at the atomic scale to rationalise experimental observations. For MD simulations to give useful results which can be directly compared to experiments, it should be applied to study systems which are well-characterised, and the molecular composition of the system is well known. Systems of interest which meet these constraints include:

- Friction modifier additives

These additives are added to reduce friction and wear in the boundary lubrication regime. There are many different types of friction modifier, but most form thin films which preventing the sliding surfaces from coming into contact. In order to design more effective additives, a fundamental understanding of their behaviour at the atomic scale is required, to allow optimisation of molecular structures.

- Base oils and traction fluids

The main constituent of lubricants are base oils. They are composed mainly of mixtures of hydrocarbons in the $C_{20}-C_{40}$ range, with various molecular structures depending on their origin or production process. Their main function is to separate contact surfaces with a fluid film. However, to
reduce hydrodynamic friction losses, these films are becoming thinner, through reductions in base oil viscosity. At the same time, lubricant operating conditions are becoming more severe in modern engines. There is evidence from experiments to suggest that under severe confinement, pressure and shear conditions, lubricants may not behave as conventional lubrication models would suggest. This has far-reaching consequences for the accuracy of these models as well as for lubricant design.

1.3. Layout of the Thesis

The thesis is organised into early chapters where the literature is reviewed and simulation techniques are selected, results chapters where the outcome of simulations are analysed and closing chapters where the main findings of the project are discussed and conclusions are drawn.

In Chapter 2 the literature on classical molecular dynamics simulations of liquid lubricants and additives will be critically reviewed. This will include an overview of automotive lubricants, simulation techniques, a history of nonequilibrium molecular dynamics, methodological developments, examples of bulk and confined nonequilibrium molecular dynamics simulations of lubricants and additives, and finally conclusions.

In Chapter 3, several classical force-fields will be compared through the equilibrium molecular dynamics (EMD) simulations of the density and viscosity of lubricant molecules under ambient as well as high temperature and high pressure conditions. This is important since many molecular dynamics force-fields give erroneous results for lubricant-sized molecules.

In Chapter 4, the structure and friction of boundary films formed by several different organic friction modifier additives at various surface coverages are analysed using nonequilibrium molecular dynamics (NEMD) simulations. The effect of sliding velocity is also investigated.

In Chapter 5, all-atom and united-atom force-fields will be compared by analysing the structure and friction of organic friction modifier films using NEMD simulations. The effect of coverage and sliding velocity are also investigated.
In Chapter 6, the effect of nanoscale surface roughness on organic friction modifier film structure and friction is analysed using NEMD simulations. The effect of coverage and pressure are also investigated.

In Chapter 7, NEMD simulations are used to investigate the reduction of friction and wear by carbon nanoparticles. The effect of nanoparticle surface coverage, pressure and sliding velocity are investigated.

In Chapter 8, the effect of base oil molecular structure on nonequilibrium phase behaviour and friction are investigated using NEMD simulations. The effect of high strain rates and pressures, representative of the elastohydrodynamic lubrication regime, are studied.

Finally, conclusions from the early stages of the project, as well as the key next steps for NEMD simulations of lubricants and additives, will be outlined in Chapter 9.
Chapter 2. A Review of Classical Molecular Dynamics Simulations of Lubricants and Additives

In this chapter, the literature on classical molecular dynamics simulations of lubricants and additives. Since the thesis focuses on studies of tribological systems using nonequilibrium molecular dynamics (NEMD) simulations, first, an introduction to lubricants and additives will be given, followed by an overview of the state-of-the-art in NEMD simulations of lubricants and additives. Some parts of this review chapter have been submitted to the journal *Friction* (ref. [3]).

2.1. Lubricant Composition and Function

Lubrication is the process of reducing friction between, and wear of, contacting surfaces in relative motion to each other by introducing a lubricant between them. Effective lubrication ensures smooth, continuous operation of machine components, reduces wear, and prevents the build-up of excessive stresses. When lubrication breaks down, components can rub destructively against each other, causing excess heat, local welding, accelerated wear and ultimately component failure.

2.1.1. Regimes of Lubrication

Within automotive vehicles, mechanical components are exposed to very different contact conditions (e.g. pressure, temperature, sliding velocity) and the lubricant must be effective for all of these cases. The Stribeck curve (Fig. 1), describes the variation in the friction coefficient as a function of a dimensionless lubrication parameter (the Hersey number) [4]. The Hersey number, $H = (\eta v)/P$, where $\eta$ is the dynamic viscosity (Pa s = N s m\(^{-2}\)), $v$ is the sliding velocity (m s\(^{-1}\)), and $P$ is the applied load per unit length (N m\(^{-1}\)). The Stribeck curve demonstrates the transition between the different lubrication regimes. The lambda ratio, $\lambda = h$/RMS, where $h$ is the film thickness and RMS is the root-mean-square composite surface roughness. It can be used as a rough indicator of the lubrication regime.
Each of the lubrication regimes, moving from the right to the left of the Stribeck curve, are described below [4]:

- **Hydrodynamic lubrication** occurs at high sliding speed/low pressure, where the surfaces are completely separated by a lubricant film thicker than the composite surface roughness (5 < \( \lambda \) < 100). Solid-solid contact is prevented through the load bearing capacity of the lubricant. In this regime, the friction coefficient is dominated by the viscosity of the lubricant and can be estimated using hydrodynamic theory [6], the basis of the Reynolds Equation [7].

- **Elastohydrodynamic lubrication (EHL)** is a specific form of hydrodynamic lubrication which occurs for non-conformal contacts which experience very high contact pressures. EHL friction calculations are similar to those for hydrodynamic lubrication but also account for the elastic deformation of surfaces, piezoviscous effects and shear thinning. Generally, EHL is the lowest friction regime, and occurs at intermediate sliding velocity, where a very thin film separates the contact surfaces (3 < \( \lambda \) < 10) [8].
• **Mixed lubrication** occurs when the lubricant film is not thick enough to completely separate the surfaces such that some asperities come into direct contact ($1 < \lambda < 5$). Here the load is carried by both the lubricant film as well as partial asperity contacts between the surfaces. The accuracy of hydrodynamic theory breaks down in this regime [9].

• **Boundary lubrication** is encountered at low sliding speeds and high pressures where insufficient lubricant is entrained into the contact to prevent the surfaces coming into direct contact ($\lambda < 1$). Here the lubricant film thickness is less than the composite surface roughness and thus the load is mainly supported by the surface asperities rather than the lubricant film. Without effective use of additives, this regime can result in large temperature rises and high friction and wear, the extent of which is primarily influenced by the nature of the contact surfaces [10].

Friction reduction has gained increasing attention within the automotive industry in recent years given its impact on fuel economy and thus CO$_2$ emissions [2]. Given that automotive lubricants are subjected to all four lubrication regimes in different components, they must be effective in all of them.

Traditionally, most lubricated engineering components in automotive applications were designed to operate under full-film (hydrodynamic or EHL) conditions, as this prevents surface contact and ensures the maximum longevity. The mixed and boundary regimes, where direct solid-solid contact leads to high friction and wear, were only encountered during low speed. However, in order to reduce energy consumption and thus CO$_2$ emissions, lubricant viscosity has been progressively reduced to decrease hydrodynamic losses. This means that thinner oil films separate the surfaces and more components operate in the mixed and boundary regimes. To reduce friction and wear under mixed and boundary conditions, effective additives are required [11].

### 2.1.2. Lubricant Formulations

The main functions of lubricants are to reduce friction and wear, to remove heat generated in moving components as well as to clean the contact surfaces. Modern automotive lubricants are composed
primarily (70-99%) of a base oil, in which a ‘package’ of additives is dissolved. Additive concentrations differ greatly depending upon the application, but they are generally between 1-30% [12], around half of which is usually made up of polymers to modify the viscous behaviour of the lubricant. Modern lubricants also typically include around ten other types of additives to improve different areas of lubricant performance; some of the main variants are described below.

**Base oils**

Base oils must meet a range of requirements to be suitable for use in lubricant formulations. They need to be sufficiently viscous to maintain a lubricant film between contacts under the operating conditions, but not overly viscous such as to unnecessarily increase hydrodynamic friction. They should also have an adequate specific heat capacity to ensure that heat is effectively removed from contacts and be stable under thermal and oxidative stresses. There are two main types of base oil available; mineral oils and synthetic oils [13].

Mineral oils are obtained from crude oil; they are composed of a combination of linear and branched hydrocarbon chains as well as aromatic and aliphatic rings. Crude oils derived from different sources and refining processes tend to vary significantly in terms of chemical structure, sulphur content and viscosity. However, regulatory and OEM specifications mean that the latter two are relatively consistent in modern refined base oils. A small amount of sulphur has been shown to improve both the friction reduction and oxidation properties of the lubricant, and can also reduce wear. However, modern automotive lubricant specifications impose strict limits on sulphur concentrations because of their detrimental effect on local emissions and after-treatment devices. Consequentially, most natural sulphur is removed in the refining process; however, certain sulphur containing additives are still added to some lubricants due to their effective friction and wear reduction properties [12]. Mineral oil viscosity depends mostly upon on the refining process, with heavier oils (higher average molecular weight) generally having higher viscosities. Even refined mineral oils have different chemical compositions; with different proportions of three main chemical structures:
- Paraffins, which are linear or branched, saturated aliphatics
- Aromatics, which are unsaturated, conjugated cyclic groups
- Naphthenes, which are saturated, cycloaliphatics

Synthetic oils are obtained through chemical synthesis, meaning that they can be designed with specific properties. They are generally more expensive than mineral oils but are commonly used in many demanding and precision applications. Synthetic oils can be classified as one of three basic types:

- Synthetic hydrocarbons (e.g. GTL, PAO)
- Synthetic oxygenates (e.g. esters, polyglycols)
- Organohalogens (e.g. PFPE)

Synthetic hydrocarbons are gaining popularity in the automotive industry as their cost falls through more efficient production processes. In fact, synthetic hydrocarbon lubricants poly-α-olefins (PAO) and Gas-To-Liquids (GTL) are now commonplace in commercial automotive lubricants [2]. PAO base oils consist of branched oligomers synthetized from olefin monomers. These monomers consist of a linear carbon chain, with an unsaturated alkene group in the α position. The presence of this α-alkene group facilitates oligomerisation to form the finished base oil. The most important characteristics of poly-α-olefins are their high viscosity, their low volatility and their good oxidative stability. The PAO acronym is followed by a number which represent the kinematic viscosity (mm²/s at 100 °C) [12]. GTLs are produced using a process whereby natural gas is converted to syngas (CO, H₂) which is subsequently converted into long chain waxy hydrocarbons through a Fischer–Tropsch process, and then hydrocracked back to useful chain lengths to produce a range of products including diesel, kerosene and base oils [14]. A drawback with both PAO and GTL is that their low polarity and lack of aromatics make it more difficult to solubilise certain important additives.

Synthetic oxygenates, such as esters and polyglycols, are used in some automotive lubricants but are more common in other applications such as metalworking fluids, metal rolling fluids, hydraulic fluids
and greases [12]. Organohalogens, such as perfluoropolyether (PFPE), are extremely stable but are rather expensive and are therefore mainly used for extreme temperature environments [12].

It has been shown that base oil chemical structure has a direct effect on its friction behaviour [15]; this will be investigated further in this thesis.

**Additives**

A range of additives are dissolved in the base oil to optimise its properties and improve lubricant performance as well as to fulfil specific regulatory and OEM requirements. The most commonly used additives are presented in the following [12]:

- **Antioxidants** - delay the degradation of the base oil by oxidation and, therefore, extend the life expectancy of lubricant oil. High temperature and presence of oxygen from the air in automotive tribological systems activate the oxidation process. Typical additives in this class include aromatic amines, phenols and sulphur compounds as well as organo-molybdenum compounds [12].

- **Detergents** - ensure the cleanliness of critical engine components by preventing the formation of carbon-based deposits on contact surfaces at high temperatures. Most detergent molecules are amphiphilic surfactants and contain a polar (hydrophilic) headgroup and a non-polar (hydrophobic) tailgroup. They tend to form reverse micelles in oil solution, with alkaline headgroups at the core surrounded by the surfactant chains. These ‘over-based’ detergent reverse micelles are used to neutralise acidic compounds generated during lubricant operation [16].

- **Dispersants** - enable any solid impurities formed during the operation to be held in suspension in the oil. This prevents agglomeration of solid residue which could otherwise form deposits at low temperatures. They are generally also molecules with a surfactant structure; the most widely used variants are succinimides [12].
• Friction modifiers (FM) - are compounds added to reduce friction, primarily in the boundary lubrication regime [11]. Inorganic FMs such as molybdenum dithiocarbonate (MoDTC) form lamellar films of MoS$_2$ on contact surfaces which effectively reduce friction. Organic friction modifiers (OFMs) are amphiphilic surfactant molecules, such as fatty acids, amines, amides, and esters. They adsorb onto contact surfaces to form monolayers which prevent the solid-solid contact and thus reduce friction and wear [11].

• Anti-wear additives - react with the surface and form a protective layer which ensures wear protection. They are mainly phosphorous based compounds such as zinc dialkyl dithiophosphate (ZDDP) [17].

• Corrosion inhibitors - protect the surface from reactive and oxidative species in base oil solution by adsorbing onto the surface in a similar mechanism as OFMs. Amine succinates, alkaline metal sulfonates and benzotriazole are corrosion inhibitors commonly used in lubricants [18].

• Viscosity index improvers (VII) - are added to modify the viscous behaviour of the base oil. They are generally high molecular weight polymers that increase the viscosity of the base oil, particularly at high temperatures due to steric effects. The most common examples are polyalkyl-methacrylate (PMA) and olefin copolymer (OCP) [19].

• Pour point depressants (PPD) - increase the pour point of a lubricant (the lowest temperature at which it can flow). A commonly used PPD additive is low molecular weight PMA, which interferes with the crystallization process of paraffins within the base oil, which tend to be the component that solidifies at the highest temperatures [12].

• Anti-foam additives - are used to address the foaming issues caused by dispersants and detergents in the formulation, reducing bubble formation through their low surface tension. The most common examples are high molecular weight silicon-based polymers [12].

In terms of tribological the performance of the lubricant, FMs and anti-wear additives are of most interest. In the boundary lubrication regime, the asperities are in direct contact, often leading to high
friction and wear. To reduce this phenomenon, a protective tribofilm can be formed on the friction surfaces using the additives described above. In current formulations, MoDTC and ZDDP are the most popular additives used in terms of friction and wear reduction [11]. Moreover, ZDDP is not only an excellent anti-wear additive but also an effective anti-oxidant and corrosion inhibitor [17]. Even though MoDTC and ZDDP are very powerful additives, they contain metals, sulphur and phosphorus, which are harmful to the environment and have been found to poison after-treatment catalysts [20]. As a result, the elements critical to their operation are increasingly limited in lubricant specifications. In the near future, it will be necessary to replace them with alternative additives that maintain the same efficiency in addition to being more environmentally friendly. This has resulted in a resurgence in interest in OFMs in recent times which contain only carbon, hydrogen, nitrogen, and oxygen atoms [12].

2.2. Simulation Techniques

Computational modelling is becoming an increasingly important tool in many areas of science and technology. In tribology, many different simulation techniques, from the atomic-scale right up to the continuum, have been utilised to investigate problems which may be challenging to probe with experiments alone. When selecting the most appropriate computational simulation method to use for a given problem, one must first consider the scale or scales which need to be accessed.
2.2.1. Simulation Scales

![Diagram of simulation scales](image)

**Figure 2.** Accessible scales of computer simulation methods for tribological systems - from ref. [3]

Fig. 2 is a schematic representation of the range of length- and time-scales accessible to simulation methods, ranging from first principles or *ab initio* techniques, to MD, through to continuum techniques.

Macroscopic continuum methods use conservation equations along with constitutive relations in order to study fluid behaviour. The validity of these constitutive relations relies on the assumption that the fluid properties remain approximately constant across the defined volume elements. This assumption is accurate for most applications in engineering, but is invalid if there are significant variations in macroscopic quantities over smaller time- or length-scales. Furthermore, constitutive relations often provide an over-simplified model, based on empirical findings that are only valid under specific conditions. Finally, to solve the closed set of governing continuum equations, transport
coefficients need to be input into the model. This is not always easy, since that for a non-Newtonian fluid, these transport coefficients are dependent on both the thermodynamic state point of the fluid and the flow field [21].

The limitations of continuum approaches are avoided by using smaller-scale approaches, such as MD. MD simulates the movement of atoms, rather than small volume elements; the method is flexible and is the ‘cheapest’ method to explicitly model every atom in the system. The method continually reassigns particle positions and velocities over time from which macroscopic quantities can be calculated using statistical mechanical methods. Moreover, MD yields a plethora of structural, dynamical and chemical information that is not accessible through continuum methods. Different phases of a material can be investigated simply by changing the thermodynamic conditions, such as the temperature or pressure, without the need to alter the simulation methodology itself [21].

Molecular simulations are characterised by their relatively low cost yet good predictive ability. As with any simulation technique, they are most powerful when they are used alongside relevant experiments. For unexplored systems and properties, molecular simulations can guide experiments towards the conditions where interesting phenomena are likely to occur. Experiments can subsequently be used to validate the simulation observations. For systems and properties that have already been investigated by experiments, simulations can build understanding of the occurring phenomena from the atomic scale. Given that they provide a clean testing environment, they can also be used to determine the significance of multiple effects which can only observed collectively in macroscale experiments [22].

2.2.2. Molecular Simulation

Molecular simulation, a field of research that started in the 1950s, uses computers to generate a series of representative snapshots of a group of interacting molecules from which experimental observables can be calculated. A system of interest is simulated by a collection of individual molecules, represented at the atomic level, and the locations of the individual atoms are governed by the interaction force
laws between them. There are two main methods for performing molecular simulation, one stochastic and one deterministic [23]. The first to be developed was (Metropolis) Monte Carlo (MC), which evolves the molecules by moving (usually) one molecule at a time by a trial random displacement. This new position is accepted or rejected on the basis of the change of potential energy of the system (more specifically its exponential or the ‘Boltzmann factor’). The second, and nowadays much more widely used method is Molecular Dynamics (MD), in which the atomic trajectories are generated by solving Newton’s equations of motion using a finite difference scheme over a series of short time steps. Both MC and MD can be used to compute thermodynamic and other static properties such as infinite or zero frequency elastic moduli. Only MD can be used to investigate time-dependent processes and transport coefficients such as the viscosity. Therefore, MD is the most appropriate method to investigate tribological phenomena.

Molecular simulation can be viewed as both a useful testing ground for statistical mechanical theories and a quasi-experiment to explore atomic-scale phenomena that are still be difficult to probe experimentally. However, in order for such in-silico experiments to become useful in terms of predictive capabilities, a number of aspects must be considered, from the inherent limitation of the time and length scales that can be modelled to the accuracy of the representation of the intramolecular and intermolecular interactions.

As early as 1969, Goldstein envisaged the use of MD to study the viscosity of liquids: “The modern molecular approach to viscosity proceeds via the formulation of the shear viscosity in terms of appropriate integrals over the stress-time correlation function in a fluid. There is no difficulty, in principle, in imagining computer experiments generating this correlation function in a finite sample of molecules set into motion according to Newton’s laws. It is not yet clear how large a sample of molecules is needed, nor how long a time of study is required, to achieve the equivalent of an infinite number of molecules studied for an infinite time, but one might guess that such a calculation will be within our reach in the immediate future, for liquids having the simplest, spherically symmetric, pair
potentials.” [24]. Goldstein was percipient and the first MD study of the viscosity of a real fluid (argon) followed four years later [25]. Very significant progress has been made since then and MD simulations of complex tribological systems are now being routinely performed by researchers using high performance computer (HPC) systems that allow the interactions between millions of atoms to be treated for appreciable timescales. Yet some key questions still remain, such as: “how do we design an MD simulation to address the tribological problem at hand? Are the required system sizes and timescales accessible? What problems can be solved using classical MD in isolation, and where do other techniques need to be considered?” This chapter, after providing a historical and critical overview of the most important developments in this field of study, aims to shed light on some of the outstanding issues currently faced by researchers.

Looking at tribological applications and specifically liquid lubricants, there is considerable interest in predicting bulk transport properties of fluids under a wide range of conditions (temperature, pressure, strain rate) relevant to real components, and in understanding how fluids behave when confined by solid surfaces. One very important aspect of the molecular simulation procedure which has made it useful in studying essentially bulk systems is the use of periodic boundary conditions (PBC). The PBC creates an infinite lattice of periodically replicated molecular simulation cells that fills all space [23]. The molecules in the replicated cell follow the MC or MD scheme, and if a molecule leaves through one boundary it is reintroduced with the same velocity (in the MD case) at the same point of departure on the opposite face of the cell. This construction effectively eliminates surface effects that would dominate the behaviour of the system even if they were not deliberately included. This is because the relatively small cell would have a large surface-to-volume ratio without the PBC, so interfacial effects would dominate the molecules’ behaviour. Things are different in confinement, where periodicity is effectively broken by the presence of the confining surfaces at two of the cell faces, and hence the effect of the interactions between solid walls and fluid molecules become extremely important and dominate the behaviour of the systems under consideration. This is particularly important in boundary
lubrication, where the frictional response is dominated by a few layers of molecules confined between a pair of moving surfaces. PBCs are illustrated in Fig. 1 in section 2.3.

Molecular simulation is finding increasing use in the area of tribology. The number of papers applying MD to tribological systems has increased dramatically in the last few years, for a variety of reasons. Most lubricating oils are composed of relatively large organic molecules (C\textsubscript{20}-C\textsubscript{40}) and simulation methodologies and force-fields that govern the internal dynamics and interactions between such molecules have now been refined to a stage where they can reproduce experimental lubricating fluids well enough to generate realistic viscous behaviour [26]. The increase in computational power over recent years, alongside the introduction of highly parallelised simulation algorithms to exploit multiprocessor HPC architectures, has enabled large molecules of tribological relevance to be modelled under experimentally realistic conditions.

MD has made a significant impact on our understanding of both dry friction, where the sliding surfaces are in intimate contact, and wet friction, where the surfaces are separated by a liquid lubricant. The focus of this article is MD simulations of wet friction, with a particular emphasis on automotive lubricants. Dong, Li and Martini [27] have given a summary of MD work on dry friction in the context of atomic force microscopy (AFM) experiments, while Sawyer et al. [28] have provided a more general overview of recent advances in dry friction including the contribution of MD. The reader should refer to these contributions for specific details on these topics.

**How did we get to this point?** We will now briefly summarise the stages that the subject has gone through to arrive at the present state where molecular simulation has become an important and powerful tool in the field of tribology. As with many fields of research, there were a number of key step-changing advances in the methodology which we now take for granted, but which have revolutionised the subject.
2.3. History of NEMD Simulations

MD was invented in the 1950s, using the hard sphere (HS) model in which the ‘molecules’ were represented as perfectly elastic and infinitely repulsive spheres (‘billiard balls’). The HS MD approach is very computationally efficient (particularly at low density), and can be considered an ‘event driven’ method, as it follows the collisions between the spheres generated by classical mechanics in chronological order. Probably the most scientifically significant paper of this pioneering work was by Alder and Wainwright [29], who in 1957 showed that a HS liquid crystallised as the density was increased above a certain value. This discovery had wide-ranging consequences, as it was widely thought at the time that it was necessary for molecules to have an attractive component to their interaction potential to show a freezing transition and Alder and Wainwright’s work showed that this was not the case. Today this would be called an ‘entropy-driven’ freezing transition, of which there are abundant examples in colloid and polymeric liquid systems, and its existence plays a major role in our understanding of the phase behaviour and physical properties of a wide range of soft condensed matter chemical systems [30].

The 1960s was the period in which model molecules represented by a continuous interaction potential were first simulated by MD. The first paper was by Rahman in 1964 [31], who calculated the diffusion coefficient in a system of argon atoms interacting through a Lennard-Jones (L-J) potential. This was also a ground-breaking paper in that it showed the diffusion and structural evolution of small molecules takes place by a series of small highly coordinated motions of neighbouring molecules. Until this MD paper, it had been generally held that diffusion in liquids took place through a series of rare, large distance jumps of molecules from ‘lattice sites’ into vacancies or ‘holes’ in a crystal-like lattice, the jump distance being roughly a molecular diameter. Historically, liquids were viewed as a crystal with many unoccupied sites [32], but Rahman’s paper convincingly disproved this supposition. However, erratic, localised displacements have more recently been observed in the MD of supercooled liquids near the glass transition, a phenomenon known as ‘heterogeneous dynamics’ [33], so the defect-containing crystal view of a liquid is not entirely without merit. The diffusion coefficient
is closely related to the viscosity, indeed the ‘Stokes-Einstein’ relationship [34] suggests that the product of the two is almost constant in liquids. In 1970, Alder, Gass and Wainwright [35] calculated the viscosity of the HS fluid at various densities up to crystallisation. They used a mean square displacement of the shear stress route, which is now called the Einstein-Helfand method [36].

Verlet and co-workers in 1973 [25] were the first to calculate the shear viscosity of a real liquid, argon, represented by the Lennard-Jones (L-J) potential. They used a new approach called the Green-Kubo time correlation method [37,38]. The Newtonian viscosity is the integral of the shear stress relaxation function, \( C_s(t) \). In the small strain rate limit, \( C_s(t) \), can be shown by statistical mechanics to be the product of the shear stress at one time multiplied by its value at a later time. This function decays monotonically to zero, as liquids subjected to a step in strain can only sustain the initial jump in shear stress for a finite time. Therefore, perhaps paradoxically at first sight, the Newtonian viscosity can be calculated without actually imposing a strain rate across the system (the strain rate might be considered in this case to be a virtual perturbation via the Green-Kubo route). Near the melting line, the viscosity of the HS fluid increases rapidly because of a slowing down in the decay of the shear stress time correlation function (caused by crowding effects of the molecules packed closely together), an effect that was called the ‘molasses tail’ [39].

Up to the early 1970s the simulations of liquids were carried out mainly using equilibrium MD which by default follows the microcanonical ensemble (an ensemble is simply a probability distribution for the state of the system). The microcanonical ensemble is also sometimes called the NVE ensemble because the total number of particles in the system, \( N \), the volume of the system, \( V \), as well as the total energy in the system, \( E \), remain constant. Then, in the early 1970s, the first nonequilibrium molecular dynamics (NEMD) simulations of imposed shear flows at large strain rates were carried out. A variety of techniques were developed, and these continue to be invented and refined today. The version perhaps most relevant to tribology is the moving wall method invented by Ashurst and Hoover in 1975 [40]. This mimics the shearing of a fluid of infinite extent in the \( x \) and \( y \)-directions using PBC,
but the fluid is confined by bounding walls whose plane normal is in the z-direction (see Fig. 3a). The two walls, which were initially the outer regions of the fluid, were constrained to translate in opposite directions in the x-direction to shear the fluid. This was followed by simulations in later years in which solid walls confining the fluid were used to apply the shear [41]. The study of confined fluid shear flow by NEMD has undergone a rapid expansion in recent years, and is now a common geometry for simulations in many different fields of research.

Figure 3. (a) Confined NEMD schematic (i) and an example image from an NEMD trajectory adapted from ref. [42] (ii). (b) Bulk NEMD schematic using Lees-Edwards PBC (i) and an example image from an NEMD trajectory (ii). Transparent regions show the periodic image of the simulation cell from the PBCs imposed.

Up to the end of the 1970s, NEMD simulations were quasi-2D in that they used PBCs in only two directions, but in the 1980s equations of motion for imposing shear flow in a system with PBC in all three Cartesian directions were invented. These are known as the DOLLS and SLLOD methods. By good fortune, PBCs which can accommodate shear flow of infinite extent within MD had been invented by
Lees and Edwards (LE) many years previously [43], and these new non-Hamiltonian equations of motion are compatible with this ‘sliding brick’ PBC arrangement (see Fig. 2b). Recent books by Evans and Morriss [44], and Todd and Daivis [45], provide a comprehensive description of the field from that time to the present. An early NEMD simulation using the LE PBC was to model the start-up of shear flow in a supercooled Lennard-Jones (L-J) fluid, performed by Heyes et al. in 1980 [46], where ‘overshoot’ behaviour was observed just after the initiation of shear (this phenomenon is widely seen in experimental studies of a range of polymeric and glassy systems). The importance of this period cannot be overestimated as it was then that the statistical mechanics or governing physics of liquid systems arbitrarily far from equilibrium started to be derived, largely by Evans and Morriss [44]. Since the 1980s, NEMD has progressed to a point where it has become a true predictive tool.

2.4. Methodological Developments

The computational time required for MD simulations depends on a number of factors including the computer hardware, software and force-fields used. Classical MD force-fields generally require time steps of around one femtosecond to ensure energy conservation. This means that even when performed on multiprocessor HPC systems using highly parallelised software, only nanosecond or in extreme cases, microsecond timescales are accessible in MD simulations [47] since these correspond to millions/billions of time steps. As a result, relatively high strain rates are required (> $10^7$ s$^{-1}$) in NEMD simulations to ensure that the viscosity reaches a steady state within the accessible simulation time [48,49]. Moreover, at very low strain rates, the systematic nonequilibrium response becomes comparable to the equilibrium fluctuations in the phase variables of interest, resulting in a low signal-to-noise ratio [50,51]. The ability to simulate lower strain rates has been a long-term goal of NEMD simulations in order to overlap with experiments and real components [44]. For comparison, high-pressure lubricant viscosity can generally be measured up to strain rates of approximately $10^4$ s$^{-1}$ [48,49], although tribology experiments can reach up to around $10^6$ s$^{-1}$ before the temperature rise becomes too large to correct for [8] and real engine components can reach up to $10^8$ s$^{-1}$ [52].
Following the initial development of bulk and confined NEMD simulation methodologies, many aspects have been refined to allow different conditions to be studied and more accurate results obtained. Significant examples include improved temperature and pressure control methods, classical force-fields and entirely distinct simulation algorithms; these are discussed below.

2.4.1. Temperature and Pressure Control

The high shear rates that are usually imposed in NEMD simulations create heat, which must be removed to achieve a nonequilibrium steady state [44]. In parallel with the theoretical advances described above, a number of different thermostats have been invented which can be used in conjunction with the NEMD equations of motion. In bulk MD simulations, the thermostat is usually applied to all atoms in the system. The temperature in MD simulations can be controlled through a number of methods including scaling the atomic velocities (e.g. Andersen [53]), coupling atoms to an external bath (e.g. Berendsen [54]), or applying a random ‘friction’ force to the atoms (e.g. Langevin [55]). The Nosé-Hoover (NH) thermostat [56,57], in which a Hamiltonian with an extra degree of freedom for a heat reservoir is introduced to control the temperature, is probably the most widely used thermostat in bulk NEMD simulations. Under equilibrium conditions, the NH thermostat can be proven to generate a canonical or NVT ensemble. The NH thermostat can also be easily implemented in conjunction with the SLLOD equations of motion [58]. However, some researchers have raised concerns with thermostats, such as NH, which require a predefined flow profile (e.g. linear/Couette) to be assumed [59]. Profile-biased thermostats can result in artefacts in some systems, for example the ‘string phase’ which was often observed in NEMD simulations of L-J fluids [60]. Also, of course, they are incorrect for systems where the flow profile is not Couette. To overcome these problems, configurational thermostats, which make no assumptions regarding the flow profile, were developed [61,62]. These have not yet been applied in bulk NEMD simulations of lubricant-sized molecules (C_{20-40}), probably because they are more difficult to implement for large molecular systems, so the standard NH thermostat is typically still employed [48]. However, configurational thermostats may be
useful for bulk NEMD simulations under high pressure conditions, where deviations from linear velocity profiles have been observed experimentally (see section 2.2.3.).

In confined systems, alternative thermostatting strategies are required. The thermostat is usually only applied to the wall atoms [63], allowing a thermal gradient to develop through the thickness of the system, as occurs in real experiments [64]. Direct thermostatting of a confined fluid has been shown to significantly influence its behaviour [65]. For confined systems, the stochastic Langevin thermostat [55] is more popular than NH, since it removes heat more effectively [66]. Alternative thermostatting systems, which involve thermostatting only virtual atoms, rather than the confined system itself, have also been developed [67]. These are useful in large complex systems where the wall atoms can be ‘frozen’ to preserve structural stability and reduce the computational cost.

In bulk NEMD simulations, pressure is most commonly controlled using the Nosé-Hoover (NH) barostat [56,57], which allows the unit cell vectors, and thus the volume, to maintain a target pressure. This method can be used to sample the isothermal-isobaric or NPT ensemble in which the total number of particles in the system, N, the pressure, P, as well as the temperature, T, remain constant. For confined NEMD simulations, pressure can be controlled by setting a fixed separation distance between the confining walls, or by applying a constant normal force to one or both of the walls [68]. The latter technique is preferable since the former has been shown to lead to unphysical results in certain systems [68]. For incompressible systems, such as L-J fluids, it can also be beneficial to add a damping term to the barostat in order to prevent excessive oscillations after the force is applied [68].

2.4.2. Classical Force-fields

A common concern for classical MD simulations is that their accuracy is heavily dependent on the force-fields used to describe the intermolecular and intramolecular forces between a system of interacting molecules. The functional forms of most classical molecular force-fields are quite similar, capturing both bonded (bond stretching, bending and torsion) and non-bonded (van der Waals, electrostatic) interactions [69]. These terms are usually empirically parametrised collectively in order
to reproduce important experimental behaviour for a set of training compounds. The computational expense in classical MD simulations is dominated by modelling the van der Waals and particularly the long range electrostatic interactions between atomic partial charges. The former is usually modelled by a L-J potential and is ‘cut off’ at certain a distance where it tends to zero (usually around 10 Å) whilst the latter should be treated with a long-range solver, such as Ewald or particle-particle, particle-mesh (PPPM) [70].

A key target of many NEMD simulations of tribological systems is to yield realistic viscous behaviour of lubricant-sized molecules, which requires the use of highly accurate force-fields. A full discussion of the choice of force-fields for NEMD simulations of lubricants is given elsewhere [69], but a brief overview is also provided here for completeness. Most historic simulations of tribological systems including alkane molecules have employed united-atom (UA) force-fields where the nonpolar hydrogens are grouped with the carbon atoms to create CH, CH$_2$ and CH$_3$ pseudo-atoms [69]. UA force-fields have been popular primarily because they decrease the number of interaction sites by around 2/3 and computational expense by up to an order of magnitude compared to all-atom (AA) force-fields [71]. However, UA force-fields have been shown to lead to dramatic viscosity under-prediction for lubricant-sized alkanes, particularly those which are unbranched [69]. AA force-fields are more computationally expensive and, as originally developed, many resulted in anomalous solid-liquid phase behaviour for lubricant-sized alkanes [72]. Fortunately, the latter issue has been overcome by re-parameterising AA force-fields specifically for lubricant-sized alkanes [26], which has led to accurate density and viscosity prediction, even under high temperature and high pressure (HTHP) conditions [69].

2.4.3. New Simulation Algorithms

Many new algorithms have been developed over the last three decades to improve the signal-to-noise ratio of NEMD simulations, simplify their implementation, and extend them to different types of flows. Noteworthy in this set of theoretical tools is the so-called ‘transient time correlation function’ (TTCF)
TTCF can be used to generalise the Green-Kubo method [37,38], which strictly is only applicable to equilibrium systems, to ones forced out of equilibrium by the imposition of an external field (e.g. strain rate). The main advantage of TTCF is that it allows very low strain rates to be simulated, comparable to those used in experiments and real components. Indeed, it has been successfully applied to study the viscosity of short alkanes (n-decane) at strain rates as low as $10^5 \text{ s}^{-1}$ [73]. TTCF was initially used to study the rheology of bulk systems but it has also been used to study friction in confinement [74,75]. The extent to which the TTCF can be used to calculate the friction coefficient of confined fluids has been much discussed, and alternative methods have also been proposed [76–78].

In 1999, Müller-Plathe [79] introduced an alternative nonequilibrium method for calculating the shear viscosity, so-called ‘reverse’ NEMD or R-NEMD. The R-NEMD method reverses the cause-and-effect picture customarily used in NEMD in which the velocity gradient or strain rate is imposed and the momentum flux or stress determined, to a stress being imposed and the consequent velocities observed. The method involves a simple exchange of particle momenta, which is straightforward to implement. Moreover, it can be made to conserve the total energy as well as the total linear momentum, so no coupling to an external temperature bath is needed. The method was initially tested for a L-J fluid near its triple point and yielded a viscosity in agreement with literature results [79]. The method has since been used to predict the viscosity behaviour of simple alkanes [80] as well as more complex multicomponent systems such as lipid bilayers [81] and ionic liquids [82]. Also, R-NEMD can be used to study transport properties in bulk or confined systems, but under-predicts viscosity relative to standard NEMD at high strain rates, as discussed elsewhere [83].

Another notable advance was the extension of NEMD methodology to simulate steady state planar elongational flow (PEF) by Todd and Daivis in 1998 [84]. This is important in tribology since PEF occurs in the entrance region of high pressure elastohydrodynamic contacts [85]. Baig et al. [86] studied the rheological and structural properties of linear liquid alkanes ($C_{10}$, $C_{12}$, $C_{20}$) using NEMD simulations
under PEF using the p-SLOD algorithm [87]. They showed that these molecules behave very differently to the way they do under shear flow, with strong alignment of fully stretched chains at high elongation rates suggesting the formation of a liquid-crystal-like, nematic structure. Hunt et al. [88] developed an algorithm capable of imposing mixed planar Couette flow and PEF. Furthermore, Hartkamp et al. [89] applied TTCF to these mixed flows in order to capture the behaviour of fluids at lower strain rates.

2.4. NEMD Simulations of Lubricants

Tribology problems are very well-suited to NEMD simulation since shear can be applied to systems of lubricants and additives to give insights into their structure, flow and friction behaviour. As discussed in section 2.3., shear can be applied directly to the fluid molecules or by momentum transfer from sliding surfaces which confine the fluid (Fig. 3). While there are clearly significant differences between NEMD simulations of strongly confined, inhomogeneous systems and the bulk [90,91] (as justified below), comparisons between the methods for homogenous flows have shown good agreement [64,92,93]. Many lubricant properties, both in the bulk and under confinement, have been investigated using NEMD simulations, providing information at a scale that is difficult to access experimentally [23]. Indeed, NEMD simulations have predicted important behaviour of lubricant films many years before experimental techniques capable of providing comparisons on the same scales were developed. The following sections will discuss the use of NEMD to investigate the behaviour of lubricants in the bulk (section 2.4.1.), as well as when confined by solid surfaces (section 2.4.2.).

2.4.1. Bulk NEMD Simulations

Bulk NEMD simulations frequently investigate the change in lubricant viscosity, \( \eta \), (the ratio of the shear stress, \( \sigma \), to the strain rate, \( \dot{\gamma} \)) with strain rate, temperature and pressure. As \( \dot{\gamma} \) is increased, lubricants often undergo a transition from a Newtonian regime (where \( \eta \) is independent of \( \dot{\gamma} \)) to shear thinning behaviour (where \( \eta \) decreases with increasing \( \dot{\gamma} \)). The critical strain rate transition, \( \dot{\gamma}_c \), typically occurs at \( \dot{\gamma} \approx \tau^{-1} \), where \( \tau \) is the longest relaxation time at equilibrium (in the absence of
shear). This is usually the rotational relaxation time, \( \tau_{\text{rot}} \) [48,49], which increases with molecular chain length [94]. Thus, longer simulations are required to obtain the Newtonian viscosity, \( \eta_N \), from NEMD simulations of larger molecules.

Early NEMD simulations were limited to the rheology of simple L-J fluids and later short chain alkanes (\( \leq C_{10} \)) using UA force-fields [95]. Only more recently have they been applied to study lubricant-sized molecules (\( C_{20-40} \)). Some significant examples of bulk NEMD simulations of lubricant-sized molecules are discussed below. A list of bulk NEMD simulations applied to a wider range of fluids was compiled by Todd and Daivis [96] in 2007.

Morriss et al. in 1991 [97] were the first to simulate lubricant-sized molecules with NEMD. They used a UA model of n-eicosane (\( C_{20} \)) with a purely repulsive, Weeks, Chandler, Andersen (WCA) potential [98] and, as is common in NEMD simulations, they progressively increased the strain rate to study its effect on viscosity. At the lowest strain rates tested they observed a shear thinning regime, followed by shear thickening at higher strain rates. However, this shear thickening regime was later shown to be an artefact produced by the simplified force-field that was used [58].

Khare et al. [99] used NEMD to investigate the rheological behaviour of linear (\( C_{16}, C_{22}, C_{28} \)) and branched (5,12-dipropylhexadecane) alkanes. They employed the OPLS-UA model, which included attractive van der Waals interactions through a Lennard-Jones potential [100]. They were able to capture the Newtonian plateau and thus the zero-shear viscosity of the alkanes. The Newtonian viscosity of n-decane from the NEMD simulations was in good agreement with experiment; however, the viscosity results for longer alkanes were somewhat below the corresponding experimental values (44% for \( C_{28} \)). Nonetheless, the simple UA model employed was capable of accurately describing the pressure and temperature dependence of the viscosity, as well as its change with molecular structure (branching). Their simulation results indicated that the addition of short propyl branches to alkanes lead to a viscosity enhancement of a factor of two or more, offering interesting possibilities for lubricant design.
Moore et al. [101] performed extensive EMD and NEMD simulations of three C\textsubscript{30} isomers at temperatures of 311 and 372 K, employing a UA model [102]. Using the rotational relaxation time calculated from the EMD simulation, the Rouse model [103] was used to predict the zero-shear viscosity for n-triacontane within 16% of the value determined by NEMD. Compared to experiment, NEMD with the UA model significantly under-predicted the kinematic viscosities of n-triacontane (48%) and 9-n-octyldocosane (36%) but was more accurate for squalane (15%) which contains multiple short methyl branches along its backbone. NEMD was also employed to calculate the viscosity index (VI), an important lubricant property used to characterize its change in viscosity with temperature. The VI values from the simulations for both 9-n-octyldocosane (7%) and squalane (11%) were in excellent agreement with experiment.

McCabe et al. [104] performed similar NEMD simulations of 9-octylheptadecane, a star-like isomer of C\textsubscript{25}, under both ambient conditions and at GPa-level pressures, using a UA force-field [102]. Although the Newtonian viscosity was significantly underpredicted (27-66%), the viscosity number (VN) and pressure-viscosity coefficient ($\alpha$) calculated from the NEMD simulations were in excellent agreement with experimental results (both within 4%) [105].

Liu et al. [106] performed NEMD simulations using a UA force-field [102] to calculate the shear viscosity of a model poly-\ensuremath{\alpha}-olefin (PAO) base oil (1-Decene trimer) at various temperatures and pressures up to 1 GPa, in order to obtain its pressure-viscosity ($\alpha$) values. Time-temperature superposition based extrapolations [107] were applied to further extend the applicability of the NEMD simulations. The $\alpha$ value calculated from simulations at 100 °C agreed well (7%) with experimental results [108].

Yang et al. [109] used NEMD simulations to study the rheology of heptamethylnonane (HMN) and 11-n-amylhenecicosane (NAH). The Newtonian viscosity of HMN was underpredicted by 53-76% with a standard UA force-field [100]. By increasing the L-J size ($\sigma$) of the CH\textsubscript{3} groups attached to tertiary carbons by 4-5%, Newtonian viscosity prediction was improved to within 10% of experiment; however,
the impact of this on other fluid properties was not investigated. Using the modified UA model, Newtonian viscosity prediction of NAH was in reasonable agreement with experiment (21-31%) whilst the predicted VI was in good agreement (13%).

Cui et al. [94] used NEMD to study the rheological properties of a variety of linear (C_{10}, C_{16}, C_{24}) and branched (10-n-hexylnonadecane, squalane) alkanes, employing a UA force-field [102]. At high strain rate, the viscosity showed a power-law shear thinning behaviour over several orders of magnitude in strain rate. This power-law shear thinning was shown to be closely related to the ordering of the molecules and the molecular architecture had a significant influence on the power-law exponent. At a low strain rate, the viscosity behaviour transitioned to a Newtonian plateau and the zero-shear viscosity agreed with that from independent EMD simulations using the Green-Kubo method [37,38]. The molecular order in the low strain rate regime was similar to that of the equilibrium system, a signature of the linear response. The VI calculated for squalane with NEMD was found to be in excellent agreement with experiment (3%).

Liu et al. [110] proposed an approach to correlate shear thinning with the change in the molecular conformation, characterised by the radius of gyration of the molecule from NEMD simulations. This approach was first tested by analysing the critical strain rate for squalane and 1-decene trimer; and then extended to study the behaviours of PAO molecules with different molecular weights. A relationship between molecular weight and critical strain rate for different PAOs was observed, and the results were compared with those from the Einstein-Debye equation [111].

Bair et al. [48,49] compared bulk NEMD simulations of squalane using a UA force-field [102] with experimental measurements in both the Newtonian and shear thinning regimes. The extreme pressure and strain rate conditions studied were representative of the elastohydrodynamic lubrication (EHL) regime. This was the first comparison of the nonlinear rheology predicted by NEMD with experiment, and was thus the first experimental test of NEMD simulations in the shear thinning regime. The experimental and simulation data were separated by several orders of magnitude in strain
rate; however, they collapsed onto the same time-temperature superposition master curve [107]. This master curve was adequately fit using the Carreau shear thinning model [112].

Recently, Jadhao and Robbins [113] used NEMD simulations to determine the nonequilibrium shear response of squalane over a range of pressures and temperatures using a UA model [102]. The Newtonian viscosity values from the NEMD simulations agreed well with available experimental data. For some of the state points, their simulations extended down to low strain rates ($10^5$ s$^{-1}$) in order to capture the Newtonian plateau. The viscosity-strain rate behaviour extrapolated from the NEMD simulations agreed well with experimental data conducted at lower strain rates. The Eyring shear thinning model [114] could be used to extract an accurate prediction for the Newtonian viscosity from NEMD simulations at high strain rates as long as there is a substantial linear region in the plots of stress vs. log(strain rate). This condition was met whenever the Newtonian viscosity was ≥1 Pa s, where the fluid was in a ‘glassy’ regime. At lower viscosity, the response deviated from the simple Eyring form, indicating that the motion could not be described by a single activation barrier or rearrangement mechanism. The response in this ‘low viscosity’ regime was better described by models with a wide range of characteristic times, such as the modified power-law in the Carreau shear thinning model [112].

2.4.2. Confined NEMD Simulations

In addition to the important lubricant rheology information gained from bulk NEMD simulations, interesting insights into the behaviour of very thin lubricant films have also been obtained by confined NEMD simulations. Confined systems behave very differently from their bulk counterparts because density inhomogeneity leads to the breakdown of continuum approximations such as Navier-Stokes hydrodynamics [115]. Density oscillations in confined fluids were first identified in Monte-Carlo (MC) simulations of L-J liquids [116,117]. Shortly afterwards, surface forces apparatus (SFA) experiments by Horn and Israelachvili on confined octamethylcyclotetrasiloxane (OMCTS) [118] showed that the force between two surfaces does not evolve smoothly with the separation distance as predicted by van der
Waals theory. Instead, in films below six to ten molecular diameter thickness, the wall-wall interaction oscillated between repulsion and attraction states, with a periodicity roughly equal to the molecular diameter. This behaviour, known as the ‘solvation force’, was the first experimental evidence of density inhomogeneity in confined fluids. Subsequently, the first MD simulations of confined fluids agreed with earlier MC and experimental results, showing that strongly confined films have inhomogeneous density profiles across the channel [119]. NEMD simulations have also given many additional insights into the nonequilibrium response of confined fluid films, as discussed below.

**Density and viscosity inhomogeneity**

The first NEMD simulations of fluid films confined by solid walls were performed in 1987 by Bitsanis et al. [41]. They used the NEMD procedure developed by Ashurst and Hoover [40], but also included a 10-4 wall potential to confine the L-J fluid. They hypothesised that the inhomogeneous films could be viewed as a set of homogeneous layers and developed the local average density model (LADM), where each layer is given its own density and thus its own local viscosity. The LADM gave satisfactory results in predicting the flow of moderately-confined simple fluids [41]. However, the LADM model failed to predict many of the properties of strongly confined films, most notably the enhanced viscosity, where the density variation alone cannot explain the local dynamic properties of the film [120].

In conventional rheology models, the resistance to flow of a lubricant is characterized by its shear viscosity, $\eta$. For bulk systems, $\eta$ depends purely on the fluid and its response to variations in pressure, temperature, and strain rate. Conversely, the dynamics of confined fluids are also influenced by factors that are not intrinsic to the fluid, so the definition of a bulk viscosity is not strictly appropriate [22]. However, the ratio of the shear stress to the strain rate still gives insight into the resistance to flow of confined films and can be compared directly to experiments [120]. Most experiments and NEMD simulations of confined films report this value as the ‘effective’ shear viscosity, $\eta_{eff}$. 
When a fluid film is thicker than approximately ten molecular diameters, at which point its centre becomes a structureless medium, the experimentally measured $\eta_{\text{eff}}$ is usually within around 10% of the bulk viscosity [121,122]. Experiment and NEMD simulations have shown that when the wall separation is decreased below this level, $\eta_{\text{eff}}$ of confined L-J fluids [120,123], linear alkanes [124,125] as well as many other organic liquids [126] begins to increase significantly. When the film thickness is reduced to around six molecular layers, $\eta_{\text{eff}}$ has been shown to increase by several orders of magnitude for a range of fluids [124–127]. For L-J fluids, this viscosity enhancement has been attributed to the crystallisation of the entire film [128,129]. Compared to L-J fluids, linear alkanes are less susceptible to crystallisation and so both a second order glass transition [128] or the formation of ‘crystal bridges’ [124] have been attributed to the viscosity enhancement. However, more recent all-atom MD simulations [130] have suggested that both cyclohexane and n-decane undergo a rapid, first order phase transition to a layered and ordered (i.e. crystalline) system (see Fig. 4) at surface separations equivalent to fewer than nine molecular layers. These simulations support experiments which showed an abrupt transition from liquid-like to solid-like behaviour upon increasing confinement [126,127], rather than a more gradual transition to a glassy state (vitrification) [125,131]. It is noteworthy that most evidence for vitrification originated SFA experiments which were later shown to be contaminated with platinum nanoparticles [132], which could go some way to explaining experimental discrepancies. It has also been shown through experiments [131] and NEMD simulations [128] that elevated pressure can induce such transitions, as well as the associated increase in $\eta_{\text{eff}}$, in thicker films.
The transition from liquid-like to solid-like behaviour in confined fluids also depends strongly on molecular shape and surface structure. NEMD simulations have shown that branched or flexible molecules are more resistant to solidification and remain liquid-like under more severe confinement and higher pressures compared to linear or inflexible molecules [133,134]. Thus branched molecules can give lower $\eta_{eff}$ under strong confinement than linear molecules, despite their higher bulk viscosity [122]. It should also be noted most simulations of confined film behaviour employ atomically-smooth surfaces employ but it has been found that surface roughness frustrates the ordering of the neighbouring fluid molecules so that films are more liquid-like on surfaces with nanoscale roughness compared to those which are atomically-smooth [135,136].

When the film is thinner or when the pressure is increased, the Newtonian plateau is displaced to lower strain rates. Thus, at the strain rates accessible to NEMD simulations ($>10^7$ s$^{-1}$), confined fluids are often highly shear thinning [137]. A viscosity-strain rate power law was identified for L-J fluids at different pressures and thicknesses [128]. The Carreau [138] and Eyring [139] shear thinning models have both been successfully used to fit the viscosity-strain rate behaviour of confined fluids from NEMD simulations.
Martini et al. [140] used NEMD simulations to extract the thickness and velocity dependence of the viscosity of n-decane confined and sheared between atomically-smooth gold surfaces. This information was then fed into a full numerical solution for EHL problems [141] to assess the impact of these viscosity changes on the predicted film thickness.

**Boundary slip**

Fluid flow in confined geometries can be significantly affected by slip at the liquid/solid interface. Boundary slip occurs when the fluid cohesion is relatively stronger than its adhesion to the solid slabs [90], meaning that the slabs do not transfer sufficient momentum to fully shear the fluid [142]. The phenomenon is commonly observed in NEMD simulations of very thin fluid films confined between atomically-smooth surfaces [142–146]. Many of these studies have quantified the slip length, which is defined as an extrapolated distance into to the wall where the tangential velocity component vanishes (see Fig. 5).
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**Figure 5.** Schematic diagram showing the definition of the slip length from NEMD simulations (a) and image of NEMD trajectory with boundary slip with periodic images shown as translucent (b).

NEMD simulations have shown that the slip length increases with increasing sliding velocity and pressure [142–145]. An important observation is that realistic velocity-slip behaviour can only be captured when flexible, rather than rigid walls are employed [146]. The slip length also increases with
increasing molecular chain length and degree of branching, in line with the viscosity [133]. Moreover, inflexible molecules, which can conform to the surface only with a greater expense of conformational energy generally exhibit more slip [147]. Conversely, the slip length has been shown to decrease with increasing surface-fluid attraction strength and film thickness [143–145], and to be virtually eliminated in the presence of atomic-scale surface roughness [135]. This final observation is critical since experimental surfaces contain fractal roughness, even down to the atomic scale [148], which is likely to discourage boundary slip on conventional experimental surfaces. In addition, large-scale NEMD simulations of a >100 nm \(n\)-hexane film between atomically-smooth iron surfaces under realistic elastohydrodynamic lubrication (EHL) conditions (\(F_N = 1\) GPa, \(\dot{\gamma} = 10^5\) s\(^{-1}\)) confirmed the suitability of a macroscopic no-slip boundary condition for this particular system [144].

Pit, Hervet, and Léger were the first to show direct experimental evidence of noticeable slip at the wall for \(n\)-hexadecane flowing on a oleophobic smooth surface [149]. Boundary slip has been observed under EHL conditions for viscous polybutadiene on glass surfaces with an oleophobic coating [150]. It has also been inferred from optical interferometry experiments on glass and even steel surfaces under EHL conditions for viscous polybutadiene and polyphenyl ether (e.g. SP4E) [151]. However, this phenomenon has not yet been observed experimentally for realistic lubricants on conventional surfaces [152].

Continuum approaches to study fluid flow, such as the Reynolds equation [7], generally assume a no-slip boundary condition [153]. Slip lengths extracted from NEMD simulations have been fed into a modified Reynolds equation to study the effect of slip at one [154] or both [142] of the surfaces on flow behaviour, film thickness and EHL friction. These results have shown that slip can lead to a reduction in film thickness and friction compared to the no-slip case, particularly at high strain rates.

**Nonequilibrium phase transitions**

In the last few years, NEMD simulations of confined L-J liquids sheared at GPa-level pressures have revealed novel nonequilibrium phase behaviour [155–157]. These simulations were designed to mimic
the conditions found in the elastohydrodynamic lubrication (EHL) regime, which is particularly important for machine components that roll and slide together, for example; rolling bearings, gears, constant velocity joints and cam/follower systems [8]. Although shear was applied in these simulations through the walls (confined NEMD), the thickness of the films was well above the ten molecular-layer limit in which fluid films experience enhanced viscosity [121,122].

At low pressure, planar Couette profiles were observed, but above a certain pressure (≈250 MPa), the NEMD simulations produced non-linear velocity profiles. Nonequilibrium phase diagrams were constructed for L-J fluids to map the changes in behaviour with pressure and strain rate (or sliding velocity). Fig. 6 shows the different types of flow behaviour which have been observed in NEMD simulations of fluids under EHL conditions. At low strain rates, shear was localised close to (but not at) the walls, while the central part of the fluid formed a solid-like region that hardly sheared. This behaviour is referred to as ‘plug-slip’ (PS). At higher strain rates, the localisation of shear velocity gradient moved into the centre of the film, while the fluid near the walls became solid-like. This behaviour is usually known as ‘central localisation’ (CL) [155–157].

In the field of tribology, shear localisation has only been experimentally observed in viscous model lubricants, such as polybutadiene and polyphenyl ethers [158–163]. However, it has also been inferred from film thickness measurements in realistic mineral oils [164,165] and there is currently a growing consensus that this phenomenon may also be important for more realistic lubricants under extreme conditions, for example those experienced in the EHL regime [152].

The discovery of such nonequilibrium phase behaviour by NEMD simulations of L-J fluids demonstrates the advantage of carrying out simulations using basic models such as hard spheres or L-J fluids. By doing so, it helps to reveal whether the phenomenon is ‘universal’ to the fluid state and arises for all (or at least the vast majority of) liquids under certain conditions (which vary between molecules), or is specific to certain types of molecule.
Recently, extensive NEMD simulations of confined L-J fluids under pressure have revealed that the nonequilibrium phases correlate well with corresponding friction maps [157]. The characteristics of friction on the atomic scale can deviate quite significantly from the laws of classical friction. For example, when the applied conditions yield shear localisation, the friction coefficient of L-J fluids can decrease with increasing pressure and strain rate. Such behaviour is not commonly observed experimentally for lubricants, but is more similar to how traction fluids behave [15] above their critical shear stress [152]. The nonequilibrium phase diagrams and friction maps for L-J fluids were also quite sensitive to the degree of the wall roughness on the atomic scale. Random atomic-scale roughness on both walls lead to asymmetry in the velocity profiles, with CL profiles changing to asymmetric melting (AM) where the shear is localised closer to one of the walls [152].

![Figure 6. Schematic showing different types of flow behaviour in confined fluid films under extreme conditions for two surfaces separated by distance $h_c$, moving at velocities of $U_a$ and $U_b$ (a). Images showing examples of the flow behaviour from NEMD simulations are adapted from ref. [42] (b).](image)

In NEMD simulations of binary mixtures of L-J particles, crystallisation was suppressed and only liquid or glassy phases were formed [156]. In these binary systems, the friction coefficient increased linearly with log(strain rate), as has commonly been observed for realistic lubricants, such as PAO, under EHL conditions [8]. In this case, the friction-strain rate behaviour can be adequately described using stress-
promoted thermal activation theory [166], according to the rheological models of Eyring [114]. It has also been suggested that the Carreau [112] and related models, which were developed for polymer shear thinning, can be used to predict the friction-strain rate behaviour of lubricants in the EHL regime [8].

An underlying assumption in current models of EHL friction is that, in the absence of thermal effects, or until a critical strain rate is reached, the rheological properties of the lubricant do not vary through its thickness. This is implicit in applying shear thinning models to predict friction in the EHL regime since they generally assume that the film is subject to planar Couette flow. Thus significant modifications of these models may be required where there are deviations from Couette flow, such as shear localisation [8]. As discussed in section 2.4.1., NEMD simulations are at the forefront of discovery in terms of the suitability of these models to predict EHL friction [113,138].

2.4.3. Summary

Bulk NEMD simulations of lubricant-sized molecules have shown how molecular structure can affect rheology. Many studies have focussed on replicating Newtonian viscosities of realistic lubricant molecules as well as its change with temperature (\(\nu\)) and pressure (\(\alpha\)). Such predictions have become more accurate and have reached a point where they can be used as a predictive tool to compare different lubricant molecular structures. Such structure-property relationships can be extremely useful in lubricant design. Bulk NEMD simulations have also given unique insights into lubricant shear thinning under extreme conditions (representative of the EHL regime) and helped to validate appropriate macroscopic models for predicting this behaviour.

Confined NEMD simulations have also proved extremely useful in understanding the behaviour of lubricants between solid surfaces. This includes building fundamental understanding of the density and viscosity inhomogeneity in confined films, as well as knowledge of important tribological phenomena such as boundary slip and nonequilibrium phase transitions. This simulation method is particularly attractive in that it mirrors the layout and physics of real tribology experiments and,
compared to bulk NEMD simulations, requires fewer assumptions with respect the flow profile and thermostatting procedure. Thus, confined NEMD simulations are being increasingly used to study relatively thick bulk-like films in tribology.

Key to any simulation methodology is validation through direct comparison with experiment. As demonstrated above, this is beginning to become possible with NEMD simulations thanks to improvements in simulation algorithms and computer hardware which have allowed lower strain rates to be investigated.

2.5. NEMD Simulations of Lubricant Additives

A more recent area of research has been the application of MD to study the behaviour of lubricant additives. The function of many lubricant additives depends on chemically reactions, which are generally not considered in classical MD simulations. Despite this, classical MD simulations have yielded unique insights into a range of lubricant additives including; detergents [16], dispersants [167], viscosity modifiers [168], anti-wear additives [169], and corrosion inhibitors [170]. By far the most widely studied class of lubricant additives are friction modifiers, which are a well-suited application of confined NEMD simulations.

The need for greater energy efficiency to reduce energy consumption has led to a shift toward lower-viscosity lubricants, which means that an increasing number of engineering components operate under boundary lubrication conditions. As a result, lubricant additives that reduce friction and wear under boundary conditions (i.e. friction modifiers) are of increasing importance [11]. Several classes of friction modifier additives exist, the main ones being organic friction modifiers (OFMs), functionalised polymers, organo-molybdenum additives and dispersed nanoparticles. An overview of the experimental advances on friction modifier additives is given in ref. [11]. Sections 2.5.1. and 2.5.2. will focus on classical MD simulations of OFMs and nanoparticle friction modifiers respectively.
2.5.1. Organic Friction Modifiers

OFMs are amphiphilic surfactant molecules that contain a nonpolar hydrocarbon tailgroup attached to a polar headgroup. Their main friction reduction mechanism involves the adsorption of the polar headgroup to metal or ceramic surfaces (Fig. 7), with strong, cumulative van der Waals forces between proximal nonpolar tails leading to the formation of incompressible monolayers that prevent contact between solid surfaces to reduce adhesion and friction [171]. Many different head and tailgroups have been tested in the literature, as discussed elsewhere [11].

![Figure 7. Schematic of OFM molecules adsorbed on opposing metal surfaces [172]](image)

Classical NEMD simulations can be used to simultaneously probe the nanoscale structure and friction of OFM films, making them a valuable complement to experiments. Adsorption of amphiphiles from solution to solid surfaces is a relatively slow process, and close-packed monolayers can take hours to form in the absence of shear [173]. As a result, MD simulation of the adsorption process with realistic additive concentrations and accurate AA force-fields are currently unattainable. However, extensive experimental analysis has shown that OFMs do eventually form close-packed monolayers on a range of contact surfaces, and that the formation of these films is accelerated by the shearing process [173–175]. Therefore, MD simulations are generally performed with pre-formed close-packed monolayers, where additive molecule headgroups are placed on, or close to, solid surfaces at the start of the simulation. This is similar to the Langmuir-Blodgett experimental approach to quickly form films with
a controllable packing density on solid surfaces [176]. OFM simulations generally consist of monolayers of amphiphiles adsorbed on two solid surfaces, sometimes also with a layer of confined lubricant. EMD simulations have been performed to study the structure of OFM films on solid surfaces. NEMD simulations have also been performed, where the confining walls are given a lateral velocity to shear the system, and structural and friction information is then gathered. These simulations are discussed below.

Moller et al. [177] were the first to use MD simulations to study the structure of OFM films (stearic acid) on solid (graphite) surfaces. They varied the headgroup area to study its effect on the tilt angle from the surface normal. The OFM headgroup area (area units) can be viewed as the inverse of the OFM surface coverage (molecules per area units). Their simulations predicted that, under ambient conditions, OFM molecules were approximately normal to the surface at high surface coverage (headgroup area < 21 Å²), but became tilted from the normal at lower surface coverage. They suggested that titling maximises the van der Waals attraction between the chains by increasing the packing efficiency [178]. The tilting transition was attributed to the packing of the hydrogen atoms belonging to methylene groups on neighbouring molecules, meaning that the correct behaviour could not be accurately reproduced using UA force-fields [177].

Glosli et al. [179] were the first to use NEMD to model the friction of OFM-like systems. Specifically, they studied the friction between two close-packed monolayers (headgroup area 17 Å²) bound at their ends to two rigid substrates (similar to OFM molecules strongly absorbed to solid surfaces). Depending on the interfacial interaction strength between the two layers, energy dissipation either occurred by a discontinuous ‘plucking’ mechanism (strong interaction) or a continuous ‘viscous’ mechanism (weak interaction). Friction during the plucking mechanism followed the simple thermal activation model proposed by Briscoe and Evans from experimental friction data between opposing Langmuir-Blodgett films [176]. Friction during the viscous mechanism was generally much lower but increased at the
rotator transition temperature of the monolayers (T at which molecules become rotationally ordered in a herringbone-like pattern).

Kong et al. [180] performed NEMD simulations of adsorbed OFM (dialkylammonium chloride) monolayers between charged solid surfaces. They found that the friction coefficient decreased with increasing normal force (30-450 MPa), increased with increasing sliding velocity (1-100 m s^{-1}), and decreased with decreasing headgroup area (50-77 Å^2). It is worth noting that, since each dialkylammonium chloride molecule contains two alkyl tailgroups, these molecules have a similar tailgroup density to mono-alkyl surfactants with half the headgroup area. The friction between the layers correlated well with the amount of layer overlap or interpenetration, as defined by the common area under the chain density profiles. In a separate NEMD study [181], the effect of monolayers with asymmetrical (C_{10}C_{18}) and symmetrical (C_{18}C_{18} and C_{10}C_{10}) tailgroups was investigated. The friction between the layers of asymmetrical surfactants was greater than that between layers of symmetrical surfactants, suggesting that films with uneven heights were less effective in reducing friction.

Greenfield et al. [182] used MD simulations to investigate the orientation of monolayers of model OFMs (headgroup area 17 Å^2) with and without hydrocarbon solvent and confined between atomically-smooth surfaces. The normal load, fluid layer thickness, and additive surface concentration dependencies agreed with those measured experimentally using the SFA [183]. With no solvent added, there were oscillations in normal pressure and free energy as surface separation decreased, with stable states corresponding to successive layers of OFM molecules being expelled from the region between the adsorbed films. When hydrocarbon solvent was included between the films, only a single stable position was found. The equilibrium structure was also found to depend on the headgroup structure of the OFMs. In a separate study [184], NEMD simulations were performed by shearing the same systems. The adsorbed OFM chains were found to form semi-ordered monolayers perpendicular to the surface, with distinct layering shown in the density profiles. Between these monolayers, more liquid-like layers with broader density profiles and larger fluctuations were formed by ‘free’ OFM
chains. The adsorbed monolayers remained virtually unchanged under a wide range of normal pressures (3.2-22 MPa) and sliding velocities (0.5-7.5 m s$^{-1}$), while the gap between the monolayers decreased with increasing pressure as the liquid-like layers were squeezed out.

Davidson et al. [20] performed EMD simulations to help elucidate structure activity relationships of mono-, di-, and tri-oleyl glyceride OFMs. These molecules contain variable numbers of OH groups and alkenyl chains and MD simulations showed the importance of intermolecular hydrogen bonding in determining the stability of the monolayer formed. Mono-glyceride molecules with two OH groups and one alkenyl chain packed more efficiently than di-glycerides which contain one OH group and two alkenyl chains. This was because the mono-glycerides occupied approximately half the area (22 Å$^2$) needed by di-glycerides (46 Å$^2$) and formed significantly more intermolecular hydrogen bonds. The density profiles showed significant mixing of the hydrophobic tailgroups with the non-polar solvent. The distribution of torsion angles in the tailgroups shows that the conformation was consistent with a liquid-like rather than a crystalline structure at room temperature. Experimentally measured friction coefficients of equimolar solutions of the glycerides showed that the efficacy as friction modifiers varied in the order mono-, di- and the tri-oleyl glyceride, which was consistent with the film formation results from the MD simulations.

Eder et al. [185] performed NEMD simulations of several OFMs on iron surfaces, varying the OFM type (stearic acid, oleic acid, methyl stearate), OFM surface coverage (2.54-4.57 nm$^{-2}$), the pressure (0.07-1.60 GPa), as well as the surface roughness. The resulting load versus friction behaviour was then analysed to study these parameters affected the friction coefficient and the extrapolated friction force at zero load (Derjaguin offset). A smooth-particle-based evaluation method [186] was used to visualize the sliding interface between the two OFM layers. This allowed the definition and calculation of a dimensionless normalized sliding resistance area, which was then related to the Derjaguin offset. Generally, the friction coefficient and Derjaguin offset increased with increasing surface roughness,
and decreased with increasing OFM coverage. The Derjaguin offset was eliminated by the addition of a thin n-hexadecane film between the OFM layers.

Doig et al. [187] used NEMD simulations to examine the structure and friction of stearic and oleic acid OFM films adsorbed on iron oxide surfaces and lubricated by squalane at 0.1 GPa. At high surface coverage (2.59 nm⁻²), the measured properties of stearic acid and oleic acid films were very similar. At low (0.58 nm⁻²) and intermediate (1.30 nm⁻²) surface coverages, the presence of Z-unsaturation (in oleic acid) resulted in less penetration of lubricant in to the surfactant film and less layering of the lubricant near to the film. The friction coefficient increased linearly with log(strain rate) within the hydrodynamic lubrication regime, consistent with a stress-promoted thermal activation model and results from macroscale experiments [188]. Lubricant penetration and layering were found to affect the friction coefficient. The friction coefficient with oleic acid depended more weakly on surface coverage, while stearic acid allowed more lubricant penetration, and its friction coefficient increased significantly with decreasing surface coverage.

Doig et al. [189] also used NEMD simulations to gain insights into sum-frequency spectroscopy (SFS) and polarised neutron reflectometry (PNR) experiments [190] which probed the structure of hexadecylamine films adsorbed on iron oxide surfaces in dodecane and hexadecane. The simulation results showed that, at the highest surface coverage investigated (1.80 nm⁻²), the film thickness was about 15-20 Å, and that the molecules had an average tilt angle from the surface normal of 40–50°, in agreement with experiment. The in-layer ordering of the hexadecylamine headgroup atoms was found to be dictated by the crystalline structure of the iron oxide surface, but this influence quickly diminished further along the tailgroup. The friction coefficient at 10 m s⁻¹ was determined to be around 0.1, which is typical for this kind of system [188].

Bradley-Shaw et al. [191] used NEMD simulations to study reverse micelles, formed by glycerides in organic solvents [192], confined and sheared between mica surfaces. Preformed reverse micelles were found to be metastable under static conditions in all of the solvents studied. In n-heptane, under shear
conditions, with or without water, the preformed GMO reverse micelles remained intact and adsorbed onto one of the surfaces, becoming surface micelles. In dry toluene, preformed reverse micelles broke apart under shear, while in the presence of water, the reverse micelles survived and became surface micelles. Water was strongly associated with the GMO molecules, irrespective of shear or the form of the GMO added. With increasing strain rate, the GMO molecules became more flattened on the surface and the friction coefficient increased. At low strain rates (< $10^{10}$ s$^{-1}$), the friction was insensitive to the form of the GMO added, whereas the presence of water was found to lead to a small reduction in friction. At high strain rates (≥ $10^{10}$ s$^{-1}$), the presence of reverse micelles leads to a significant reduction in friction, whereas the presence of water increased the friction in n-heptane and decreased the friction in toluene.

Although the focus of this review is on lubricants for macroscale engineering components such as engine and transmissions, NEMD simulations of confined films have also been performed to study friction modifier additives for microelectromechanical systems (MEMS) and nanoelectromechanical systems (NEMS). In this context, NEMD simulations have been used to investigate the friction behaviour of monolayers of carboxylic/perfluorocarboxylic acids [193–195] and alkylsilanes [196–199] on silica surfaces. Model self-assembled monolayers (SAMs) such as thiols on gold surfaces have also been widely studied with NEMD [200–202]. These simulations have helped to reveal the effect of headgroup and tailgroup type on the nanoscale structure and friction behaviour of the monolayers.

2.5.2. Nanoparticle Friction Modifiers

In recent years, there has been growing interest in the possibility of using solid particles in the size range 1-500 nm as friction modifier and anti-wear additives. In principle, such particle sizes are small enough both to remain dispersed in liquids and to pass undisturbed through oil filters. Many types of nanoparticle additives have been tested, from various carbon allotropes to metals and inorganic salts. The relatively recent development of fullerenes and inorganic fullerenes has yielded particular interest.
since their graphitic-like structures bear some resemblance to lamellar materials which are known to effectively reduce friction [11].

Despite this interest, there is still considerable uncertainty regarding the friction reduction mechanisms of nanoparticle additives [11]. Many different mechanisms have been proposed including; sliding (a), rolling (b), exfoliation (c), polishing (d) and mending (e), as shown in Fig. 8.

If nanoparticles are able to maintain separation of surface asperities they may, in principle, give large reductions in friction and wear under boundary conditions [203]. This requires nanoparticles to be sufficiently hard to not be plastically deformed under the high pressures experienced during boundary lubrication. However, if the nanoparticles are excessively hard, they may indent into the surfaces to such an extent that they no longer separate asperities. Nanoparticles that are able to prevent asperity contact may roll (Fig. 8-a) or slide (Fig. 8-b) between the surfaces in order to reduce friction. Experimental studies have suggested that unlike macroscopic systems, there is little, if any, benefit of rolling action for nanoparticles compared to sliding [204,205]. Hard nanoparticles may also reduce friction through polishing (Fig. 8-d), whereby asperities are smoothed by abrasion by the nanoparticles to reduce roughness and shift the system from boundary, towards mixed lubrication conditions [206].

**Figure 8.** Schematic showing the potential mechanisms of friction reduction by the presence of nanoparticle additives pressed between sliding metal surfaces, adapted from ref. [203]. (a) Sliding, (b) rolling, (c) exfoliation, (d) polishing and (e) mending.
While this may initially provide a large benefit, it will quickly diminish in the presence of other running-in and smoothing processes. Moreover, the potential for abrasion will remain after the initial surface roughness has been polished, potentially leading to increased wear after running-in [207]. On rough surfaces, it has been suggested that hard nanoparticles may also ‘mend’ the surface by filling the gaps between asperities (Fig. 8-e) [206]. For soft or layered nanoparticles, there is also the possibility that friction may be reduced through exfoliation (Fig. 8-c), whereby the nanoparticles break down into a solid lubricating film, which prevents contact between the surfaces and reduces friction by forming a low shear strength layer [208].

The prevalence of each of these mechanisms is expected to be highly situation-specific [11], and depend on variables including the nanoparticle’s: material, size, shape, hardness, coverage as well as the prevailing temperature, pressure and sliding velocity. For example, in-situ high resolution scanning electron microscope (HRSEM) [208], high resolution transmission electron microscope (HRTEM) [209] images of inorganic fullerene (MoS$_2$) nanoparticles during sliding have suggested that their friction reduction mechanism consists of a mixture of sliding/rolling at low pressure and exfoliation to lamellar sheets of MoS$_2$ at high pressure. Exfoliation of hollow core MoS$_2$ fullerenes was also observed in MD simulations by Lahouij et al. [209] under uniaxial loading.

There have been a considerable number of NEMD simulations to investigate nanoparticle behaviour confined and sheared between solid surfaces. Joly-Pottuz et al. [210] conducted experiments and NEMD simulations of carbon nano-onions (2 nm diameter) between sliding diamond-like carbon (DLC) surfaces at high contact pressure (1-5 GPa). The simulations suggested that the lubrication mechanism of nano-onions is based on a coupled process of rolling and sliding inside the contact. The results suggested that carbon nano-onions remained intact under compression and sliding and do not exfoliate to graphitic planes, unlike MoS$_2$ fullerenes [209].

Bucholz et al. [211] further characterised the behaviour of carbon nano-onions (2 nm diameter) using NEMD simulations of their rolling and sliding action between DLC substrates. Their results indicated
that the ability of the nano-onions to roll is inhibited both by increased contact pressure and the presence of a diamond core within the nanoparticles. The transition from rolling to sliding behaviour was accompanied by a significant increase in the friction coefficient due to the formation of interfacial bonds.

Bucholz et al. [212] also used NEMD to investigate the behaviour of amorphous carbon nanoparticles between hydrogen-terminated diamond surfaces. Over the range of a-C nanoparticle diameters (2–5 nm) and hydrogenation (0-50%) considered, the simulations predicted a consistent mechanical response in which each nanoparticle was highly elastic. The simulations predicted that the transition from elastic to plastic response is directly related to an increase in the percentage of carbon-carbon crosslinking within the individual nanoparticles. The simulations also predicted that the tribological response was noticeably impacted by changes in diameter and hydrogenation. This is because during sliding, hydrogen passivates reactive carbon atoms near the surface of the nanoparticles, which prevents interfacial bond formation and allows them to roll between the surfaces. From these findings, it was demonstrated that a-C nanoparticles may provide good tribological performance for carbon surfaces only when sufficient chemical passivation of the surfaces and nanoparticles is maintained.

Hu et al. [213] investigated the effect of soft metallic copper nanoparticles (4 nm diameter) between relatively hard iron surfaces using NEMD simulations. The results suggested that the nanoparticles plastically deformed to generate a low shear strength film between the contact surfaces which accommodated the velocity gradient. The nanoparticles were most effective in reducing friction at low loads and sliding velocities (0.01 GPa, 10 m s\(^{-1}\)), but still provided a small benefit under very extreme conditions studied (0.5 GPa, 500 m s\(^{-1}\)).

Hu [214] also used NEMD simulations to investigate the tribological behaviour of hard diamond and silicon dioxide (SiO\(_2\)) nanoparticles (3 nm) between iron surfaces. At low velocity and low load (10 m s\(^{-1}\), 0.5 GPa), the nanoparticles separated the two contact surfaces from each other and acted as “ball-
bearings”, significantly reducing friction. At high velocity and high load \((500 \text{ m s}^{-1}, 1.0 \text{ GPa})\), they either plastically deformed \((\text{SiO}_2)\) or indented into the contact surfaces \((\text{diamond})\), leading to smaller reductions in friction.

Eder et al. [215] simulated the abrasion process of an atomically rough iron surface with multiple hard, cubic particles \((\text{edge height} 4.2 \text{ nm})\). By tracking the change in nanoscopic wear depth over time, the authors showed that Barwell’s macroscopic wear law [216] can also be applied at the atomic scale. They found that in their multiasperity contact system, the Bowden-Tabor term, which describes the friction force as a function of the real nanoscopic contact area, accurately predicted the friction, even when wear was involved. From this, the Derjaguin-Amontons-Coulomb friction law could be recovered [217], since a linear dependence of the contact area on the applied load was observed, in accordance with Greenwood-Williamson contact mechanics [218].

2.5.3. Summary

Limitations in computational power mean that it is not yet possible to use MD simulations to observe the film formation behaviour of friction modifier additives from solution. This means that modelers still rely on experimentalists to be confident of the type of films formed by additives on solid surfaces. For surfactant molecules, such as OFMs, it has been conclusively shown from experiments that monolayers form on surfaces, meaning that ‘preformed’ films, similar to those from Langmuir-Blodgett experiments, provide accurate model systems. For example, NEMD simulations of several friction modifier additives have given insights into the types of films formed on solid surfaces and the way in which they alter the flow and friction behaviour under a wide range of conditions. The structure of the films formed by friction modifiers in MD simulations agree well with experimental observations. Moreover, NEMD simulations have reproduced important trends in friction behaviour seen in experiments, and helped to explained these from the atomic-scale. For other types of additive, it is not so clear from experiment how molecules arrange in a tribological contact, and so construction of a representative system for NEMD simulations is more difficult. With the advance in computational
power, and the development of more accurate force-fields, it is possible that simulations could begin to guide experiments in this area.

2.6. Conclusions

Molecular dynamics is a relatively simple simulation method, yet it has become one of the most powerful tools in science and engineering to understand the atomic scale behaviour of fluids. Historically, it has played a key role in corroborating theories of the fluid state, but it has now become capable of directly evaluating physical properties in industrially important systems [219]. Moving forwards, we expect NEMD simulations to play an increasingly important role in building a fundamental or ‘bottom-up’ understanding of tribological phenomena from the atomic scale. Moreover, it is reaching the point at which it can be a truly useful tool in lubricant design. Key to this process will be direct comparison of NEMD to experiment; something which is beginning to become possible thanks to improvements in simulation algorithms, classical force-fields and computer hardware as well as developments in experimental nanotribology.

Bulk NEMD simulations of lubricant-sized molecules have shown how molecular structure can affect rheology. Many studies have focussed on replicating Newtonian viscosities of realistic lubricant molecules, as well as their change with temperature and pressure. Simulations can now be used as a predictive tool to compare the viscous behaviour of lubricant molecules with different structures, providing structure-property relationships that are extremely useful for lubricant design. Bulk NEMD simulations have also given unique insights into lubricant shear thinning behaviour and helped to confirm appropriate macroscopic models for predicting it.

Confined NEMD simulations have also proved extremely useful in understanding the behaviour of lubricants between solid surfaces. They have contributed to fundamental understanding of the density and viscosity inhomogeneity in confined films, as well as knowledge of important tribological phenomena such as boundary slip and nonequilibrium phase transitions. Confined NEMD simulations are particularly useful because they more accurately reflect the layout and physical processes seen in
real tribology experiments. They also require fewer assumptions with respect the flow profile and thermostatting procedure compared to bulk NEMD simulations.

The atomic-scale behaviour of lubricant additives has also been successfully investigated with NEMD. There has been a particular focus on organic friction modifier and nanoparticle additives, in part because simulation of these additives does not necessarily need to account for chemical reactivity. NEMD simulations have shown similar friction-velocity behaviour to theory and experiment and highlighted the importance of additive coverage.

The work described in this chapter has been partly published in *Materials* (ref. [220]).

3.1. Introduction

In this chapter, several united-atom (UA) and all-atom (AA) force-fields are benchmarked in terms of their density and viscosity prediction accuracy of n-hexadecane using equilibrium molecular dynamics (EMD) simulations at ambient and high temperature, high pressure (HTHP) conditions. These properties are significant since they govern the hydrodynamics of lubricants and directly influence their tribological behaviour. We focus on n-hexadecane because it is an important model lubricant with a wide range of industrial applications. Simulating conditions common in tribological systems, i.e., HTHP, allows the limits of the selected force-fields to be tested.

Molecular dynamics simulations using both empirically-parameterized (Class I) and *ab initio* (Class II) classical force-fields can accurately reproduce important properties of molecular systems under ambient conditions. However, these force-fields are generally poorly transferable and their accuracy decreases when the system, conditions, or properties of interest deviate from those for which they were directly parameterized. Simulations of tribological systems are particularly demanding, since most lubricants contain relatively large, complex molecules, and the conditions of interest are typically high temperatures and high pressures (HTHP). This means that force-fields should ideally be tested for these molecules and conditions prior to their application in complex simulations.

This first part of this chapter introduces the functional form of classical force-fields and discusses important differences between the available variants. It then draws attention to issues with several popular classical force-fields for MD simulations of long-chain linear alkanes, and highlights contemporary alternatives which provide far higher accuracy. The simulation of these molecules are of great interest due to their prevalence in fuels and lubricants as well as biological systems.
3.1.1. Classical Force-Fields

Force-fields are used to determine the forces acting on all particles in a system, depending on their position (equation 3). They consist of sets of parameters for use with mathematical functions which describe the potential energy of the system of atoms. Force-field functions and parameter sets can be derived by both empirical fitting with experimental data (Class I) and/or quantum mechanical calculations (Class II). It has been shown previously that Class I force-fields are far more accurate for reproducing the physical properties of alkanes in condensed phase simulations [221], and so only these are discussed further in this study.

Class I force-fields all have similar functional forms, which encapsulate both bonded terms, which describe interaction between atoms that are linked by covalent bonds, and non-bonded terms which represent the interactions between atoms which are not directly bonded together:

\[ V_{\text{total}} = V_{\text{bonded}} + V_{\text{non-bonded}} \]

Bonded interactions generally include terms to compute the potential energy of atoms due to bonds, angles and dihedrals. The bond and angle terms are usually modelled as harmonic oscillators. The functional form for the dihedral terms varies between force-fields, but parameters can generally be converted between different forms. The non-bonded interactions include van der Waals and electrostatic terms, which are more computationally expensive, because they involve many more interactions per atom. In order to improve computational efficiency, these interactions are often limited to only the pairwise energies [23]. The next section gives more detail with regards to the bonded and non-bonded aspects of the total potential energy calculation for the force-field.

3.1.2. Non-Bonded Interactions

In most Class I force-fields, non-bonded interactions include two types of potential, one to cover van der Waals attractive and short-range Pauli repulsive forces as well as another to represent electrostatic attraction:

\[ V_{\text{non-bonded}} = V_{\text{DW}} + V_{\text{Coulomb}} \]
Lennard-Jones

By far the most common potential used to represent both the van der Waals attractive and Pauli repulsive forces is the Lennard-Jones (12-6) potential:

\[ V_{LJ}(r_{ij}) = 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right], \]

where \( \varepsilon_{ij} \) is the well depth, effectively the maximum Lennard-Jones energy, which depends on the nature of the interacting atom and \( \sigma_{ij} \) is the zero point of the potential between a site of type \( i \) and a site of type \( j \); if the interacting atoms are of the same nature, then this is also their atomic diameter. When the atoms become closer than \( 2^{1/6}\sigma_{ij} \), their electronic clouds superimpose and a Pauli repulsion force becomes significant. Fig. 9 shows the Lennard-Jones forces between two atoms of similar nature.

Whilst the Lennard-Jones potential is a pairwise potential, it is often parameterised against experimental data, in order to implicitly include many-body effects [100]. The Lennard-Jones potential is often truncated at a distance of \( 2.5\sigma_{ij} \) in order to reduce computational time, at this point the energy from the potential is essentially zero (see Fig. 9).

![Figure 9. General Lennard-Jones curve for potential energy between two similar atoms.](image)

For the interaction of two different types of atoms, for example hydrogen and carbon atoms, unlike interactions \( \varepsilon_{ij} \) and \( \sigma_{ij} \) can be calculated using mathematical mixing rules, which combine the
individual interaction parameters for the individual atoms. Many force-fields utilise geometric mean mixing rules, as shown below:

\[ \varepsilon_{ij} = (\varepsilon_{ii} \varepsilon_{jj})^{1/2}, \]
\[ \sigma_{ij} = (\sigma_{ii} \sigma_{jj})^{1/2}. \]

Other force-fields utilise the Lorentz-Berthelot combining rules [222,223], in which the geometric mean mixing is still used for \( \varepsilon_{ij} \), but the arithmetic mean is used to calculate \( \sigma_{ij} \) as shown below:

\[ \sigma_{ij} = (\sigma_{ii} + \sigma_{jj})/2. \]

Whilst deficiencies have been highlighted with these simple mixing rules for certain systems [224], they are generally sufficient for calculating unlike interactions.

*Alternatives to Lennard-Jones*

In some force-fields, the Lennard-Jones potential is simplified to the Buckingham (exp-6) potential, in which the repulsive part is exponential, it then takes the form:

\[ V_{Buck}(r_{ij}) = Ae^{-\frac{r_{ij}}{\varphi}} - \frac{C}{r_{ij}^6}, \]

where \( r_{ij} \) is the distance between interaction centres, \( A \) is a pre-exponential factor, \( \varphi \) is an ionic-pair dependent length parameter, which governs the repulsive part of the potential, and \( C \) is a constant for the attractive part of the potential. A potential drawback of the Buckingham potential is that, because the exponential term converges to a constant as \( r \to 0 \) while the \( r^{-6} \) term diverges, the potential ‘turns-over’ as \( r \) becomes very small. This can be problematic when dealing with systems with very short interatomic distances, particularly charged systems, as the nuclei that cross the turn-over will become strongly (and unphysically) bound to one another at a distance of zero. The Buckingham potential is rarely used in modern force-fields, but older examples such as those developed by Tobias, Tu and Klein (TTK-AA) [225], have been shown to be effective in condensed phase simulations of alkanes.
Other alternatives to the popular 12-6 potential include various forms of the general Mie potential [226]. This is of the form:

\[ V_{\text{Mie}}(r_{ij}) = C \varepsilon \left( \frac{\sigma_{\text{rep}}^{\gamma_{\text{rep}}} - \sigma_{\text{att}}^{\gamma_{\text{att}}}}{r_{ij}} \right) \]

where \( C \) is a function which depends on the repulsive, \( \gamma_{\text{rep}} \), and attractive, \( \gamma_{\text{att}} \), exponents of the potential, and is given by:

\[ C = \left( \frac{\gamma_{\text{rep}}}{\gamma_{\text{rep}} - \gamma_{\text{att}}} \right) \left( \frac{\sigma_{\text{rep}}^{\gamma_{\text{rep}}} - \sigma_{\text{att}}^{\gamma_{\text{att}}}}{\sigma_{\text{rep}}^{\gamma_{\text{att}}} - \sigma_{\text{att}}^{\gamma_{\text{att}}}} \right) \]

For 12-6 exponents, \( C \) is equal to 4, and hence the formula is the same as the standard Lennard-Jones potential. An alternative parameterisation is the 16-6 potential for alkanes described in ref. [227]. Here, \( \gamma_{\text{att}} = 6 \) and \( \gamma_{\text{rep}} = 16 \) and hence \( C = 2.388 \).

**Coulombic Potential**

If charged species are present in the system, or bonds in a molecule are polar, due to differences in electronegativity, a potential is also required to model the electrostatic interactions. The electrostatic interaction energies between atoms in polar molecules with partial charges are usually calculated using a long-range Coulombic potential:

\[ V_{\text{Coulomb}} = \frac{q_i q_j}{4 \pi \varepsilon \varepsilon_0 r_{ij}} \]

where \( q_i \) and \( q_j \) are the partial atomic charges for atoms \( i \) and \( j \) separated by a distance \( r_{ij} \). The relative dielectric constant, \( \varepsilon_r \) is usually set to one, to match the conditions for which the parameters were obtained. Coulomb interactions decay by \( 1/r \), as opposed to \( 6/r \) for Lennard-Jones attractions, so the forces often extend beyond one simulation cell. Coulomb forces are therefore usually calculated using long range solvers such as the Ewald summation [228]. This is a technique to sum the long-range interactions between particles and all their infinite periodic images with reasonable efficiency. Luty et al. [70] offered a more efficient Fourier transform-based approach to the Ewald sum by, extending the particle-particle, particle-mesh method (PPPM or \( \text{P}^3\text{M} \)) developed by Hockney and Eastwood [229].
Partial charges arising from polar bonds can be defined in several different ways, depending on the choice of force-field. In standard non-polarizable force-fields, point charges are used which remain constant irrespective of their environment. This can be a significant over-simplification, for example when molecules are placed into a high dielectric medium such as water [230]. However, for most situations, through careful parameterisation of the force-fields to reproduce the liquid densities, the point charge model provides a reasonable representation of the forces between polar molecules.

Polarizable force-fields for the types of molecules of interest to this study have been developed [231], but they are much more computationally demanding, and are less transferable to other molecules than standard non-polarizable force-fields. Moreover, in this project, the medium for most of the simulation experiments is low dielectric alkanes, making polarisation effects less important. Hence, in this study, only non-polarizable force-fields are employed.

The definition of partial charges is another point of difference between force-fields. In the AMBER family of force-fields [232], partial charges are calculated individually for each atom depending on their environment within the molecule [233]. Conversely, in the OPLS family of force-fields [234], partial charges, like Lennard-Jones parameters, are treated as tuneable parameters and are assigned to each atom type.

**Intermolecular Scaling**

In most force-fields, non-bonded interactions between atoms in the same molecule separated by one bond (1-2) or two bonds (1-3) are ignored. Non-bonded interaction between atoms separated by three bonds (1-4) are usually buffered using scaling factors, in order to more accurately reproduce experimental properties (see Fig 10). In OPLS [234], the 1-4 intramolecular scaling factor is set to 0.5 for both Lennard-Jones and electrostatic interactions. In AMBER [232], the 1-4 intramolecular scaling factor is set to 0.5 for Lennard-Jones and 0.8333 for electrostatic interactions. Conversely, CHARMM [235] and GROMOS [236] include specific 1-4 intramolecular parameters for different combinations of atom types rather than using general scaling factors. Some UA force-fields, such as TraPPE [237],
completely exclude 1-4 Lennard-Jones interactions (i.e. Lennard-Jones scaling factor set to 0.0) and adjust their 1-4 dihedral parameters accordingly [238]. For polar molecules, TraPPE uses a electrostatic scaling factor of 0.5 [239].

**Figure 10.** Schematic showing the 1-2, 1-3 and 1-4 interactions in a molecule

### 3.1.3. Bonded Interactions

In classical MD simulations, molecules are usually modelled as flexible chains, held together with harmonic springs. All modern force-fields include terms for, bond stretching, angle bending and torsion as shown in Fig. 11, with some also including cross-terms.

**Figure 11.** Schematic showing the bonded interactions in Class I force-fields

**Bond Stretching and Angle Bending**

Covalent bond stretching and angle bending are usually modelled with simple harmonic spring potentials:

\[
V_{\text{stretch}} = \sum_{\text{bonds}} K_r (r - r_0)^2, \\
V_{\text{bend}} = \sum_{\text{angles}} K_\theta (\theta - \theta_0)^2,
\]

where \((r - r_0)\) and \((\theta - \theta_0)\) represent the deviation from the equilibrium bond length and angle respectively. Note that for the bond and angle potentials shown, the \(\frac{1}{2}\) factor from Hooke’s law is included in the \(K\) values, as with the original OPLS style [234].

The quantum mechanical nature of bond vibration makes the classical harmonic description used in most force-fields somewhat questionable. A more realistic description of a covalent bond at higher
stretching can be provided by the more computationally expensive Morse potential. The Morse potential energy function takes the form:

\[ V_{\text{Morse}} = D \left(1 - e^{-a(r_{ij}-r_0)}\right)^2, \]

where \( r_{ij} \) is the distance between the atoms, \( r_0 \) is the equilibrium bond distance, \( D \) is the well depth (defined relative to the dissociated atoms), and \( \alpha \) is a stiffness parameter which controls the width of the potential (the smaller \( \alpha \) is, the larger the well). Given that bond stretching has little influence on most thermodynamic and transport properties, the additional computational expense of the Morse potential is not usually justified. Moreover, more parameters need to be collected in order to use the Morse potential, making it less extendable than the standard harmonic bond potential.

In the CHARMM force-field [235], there is an additional 1-3 term, known as the Urey–Bradley potential, which is outlined in ref. [240]. The purpose of this term is to account for steric interactions between atoms bonded to the same central atom. In most other force-fields, this effect is captured by the parameterisation for the angle potential, rather than using a separate potential.

### Angle Torsion

A dihedral angle can be defined as the angle that occurs between two planes, defined by four atoms. Proper dihedrals consist of four atoms, joined linearly through bonds, these are included in all force-fields. In some force-fields, such as CHARMM [235], separate potentials for ‘improper dihedrals’ may also be added, to enforce the planarity of aromatic rings and other conjugated systems and to prevent molecules from flipping over to their mirror images. Other force-fields, such as OPLS [234] and AMBER [235], use a \( V_2 \) (or \( n = 2 \)) term to describe improper torsions, rather than a separate potential [241].

Dihedrals can be represented with one of the following three potentials described below [54].

The Ryckaert-Bellemans (RB) potential function is a power expansion of cosines, and takes the form [242]:

\[ V_{\text{torsion}}(RB) = C_0 + C_1[\cos \phi] + C_2[\cos^2(\phi)] + C_3[\cos^3(\phi)], \]
where $\phi$ is the dihedral angle and $C_n$ is the RB dihedral parameter. The related OPLS dihedral function is given as the first three or four cosine terms of a Fourier series [243]:

$$
V_{\text{torsion}}(\text{OPLS}) = \frac{1}{2} V_1 [1 + \cos \phi] + \frac{1}{2} V_2 [1 - \cos(2 \phi)] + \frac{1}{2} V_3 [1 + \cos(3 \phi)] .
$$

Trigonometric transformations give a rigorous equivalence between the ‘C’ and ‘V’ parameters from the equations above, as described in the GROMACS manual [236]. Many force-fields, such as AMBER [232] and CHARMM [235] use periodic dihedral forms:

$$
V_{\text{torsion}}(\text{AMBER}) = \frac{1}{2} V_n [1 + (\cos n \phi - \gamma)] ,
$$

where $n$ is the multiplicity and $\gamma$ is the phase angle for torsional angle parameters. Periodic dihedral parameters can also be readily converted into the RB or OPLS forms. AMBER dihedral parameters are less specific than OPLS, and generally parameters depend only on the two central atoms (e.g. X-C-C-X), rather than all four (e.g. H-C-C-C).

3.1.4. Force-Field Complexity

For all computational simulation methods, it is necessary to make trade-offs between the accuracy and computational time required. In MD simulations of tribological systems, this is most probably evident when choosing the level of detail with which to simulate the individual molecules. In MD, there are three main methods with which to model the structure of alkane molecules: all-atom (AA), united-atom (UA) or coarse-grained (CG). AA representations explicitly model every atom in the molecule, including non-polar hydrogen atoms. In the UA representation, methyl (CH$_3$) and methylene (CH$_2$) segments are treated as single ‘pseudo-atoms’, with their interaction sites generally located at the centre of the carbon atoms. CG involves further simplification by combining several neighbouring atoms into larger ‘beads’ [244]. The main advantage of simpler UA models over AA models is their computational efficiency. Whilst CG methods further improvement in terms of efficiency, they are not considered in this study because, although they can be used to capture the key physics of bulk systems,
higher level of details are expected to be required to accurately represent, for example, friction and flow behaviour in confinement.

**Figure 12.** Snapshots of n-hexadecane molecules using All-Atom (AA) and United-Atom (UA) models.

Using n-hexadecane (C$_{16}$H$_{34}$) as an example, by using a UA force-field as opposed to an AA force-field, the number of interaction sites falls from 50 atoms to only 16 ‘pseudo-atoms’, corresponding to the CH$_2$ and CH$_3$ units (Fig. 12). Non-bonded interactions dominate the computational time, so reducing the number of interaction sites almost by a factor of three can give savings approaching an order of magnitude [237]. This has made them very popular in tribology where the simulation of large, multicomponent systems is often required.

Currently, it is largely unclear which force-fields will yield the most accurate results in the context of tribology. Probably the most significant liquid properties in the simulation of tribological systems are the density and viscosity, since they are inherently linked to the lubricant hydrodynamics. In an MD force-field, the liquid density is mainly governed by the non-bonded (Lennard-Jones and Coulombic) interactions, whilst the viscosity is also heavily influenced by the ‘stiffness’ of the torsional potential [245,246]. Previous studies have compared AA and UA force-field performance in terms of their density and viscosity prediction of long-chain alkanes [246–248]; however, they have been limited to only a few variants, and have not included recent parameterizations specifically designed for long-chain molecules [26,249]. These previous comparisons have shown that UA force-fields consistently under-predict the viscosity of long-chain linear alkanes, with the prediction accuracy deteriorating when longer chain molecules or high pressures are used [246–248]. For example, under ambient conditions, UA force-fields have been shown to provide a reasonable prediction for the viscosity of C$_{10}$ (≈ 20%); however, prediction accuracy decreases considerably for longer C$_{16}$ molecules (≈ 50%) [248].
Although improvements to the prediction of transport properties by UA force-fields have been made by using modified forms of non-bonded interaction (other than Lennard-Jones), such changes can often have a detrimental effect on the thermodynamic properties for which the force-fields were originally parameterized [250]. It has also been shown that many popular all-atom force-fields yield a much higher melting point for long-chain alkanes than the experimental value, which in turn leads to drastically elevated density and viscosity values [26,249]. This may be critical in simulations of confined systems, where intricate phase transitions can heavily influence the tribological behaviour observed [130]. In summary, viscosity and melting point under- and over-prediction respectively will both considerably impact the simulated behaviour of long-chain molecules, which are of particular importance in tribology. Indeed, the results of several previous MD simulations of dense, multicomponent systems have suggested that the use of accurate all-atom force-fields is critical in obtaining accurate structure and friction results [130,251–254].

The following section involves the benchmarking of many popular force-fields, including recent parameterizations for long-chain molecules, in terms of their ability to predict the density and viscosity of n-hexadecane in equilibrium molecular dynamics (EMD) simulations. These properties are significant since they govern the hydrodynamics of lubricants and directly influence their tribological behaviour.

3.2. Methodology

All systems were constructed using the Materials and Processes Simulations (MAPS) platform from Scienomics SARL (Paris, France) and MD simulations were performed in LAMMPS [255]. The MD equations of motion were integrated using the velocity-Verlet algorithm with an integration time-step of 1.0 fs for all of the force-fields. Fast-moving bonds involving hydrogen atoms were constrained with the SHAKE algorithm [256].
3.2.1. Simulation Setup

In this section, many classical force-fields are benchmarked in terms of their density and viscosity prediction of n-hexadecane. The Newtonian shear viscosity is calculated using the Green-Kubo formula \[37,38\] applied to classical EMD simulations. Since the Green-Kubo equations allow a direct route to the Newtonian shear viscosity, it is probably the most suitable method to benchmark the considerable number of force-fields used here. Issues regarding slow convergence of the running average viscosity \[257\] and the potential for systems to become trapped in local minima \[248\] have been encountered when using this method for long-chain molecules. However, by monitoring the ensemble average viscosity over multiple-trajectories, as suggested by Payal et al. \[248\], and utilized here, the impact of both of these problems can be minimized. The selection of n-hexadecane as a model lubricant is justified by its extensive use in experimental and modelling tribology studies, as well as the fact that its density and viscosity are well-characterized under a range of experimental conditions. The conditions simulated in this section range between ambient (300 K, 0.1 MPa) and HTHP (423 K, 60.8 MPa; 423 K, 202.7 MPa) conditions \[15\], which are of direct relevance to tribological systems.

The force-fields selected for the benchmarking simulations are those developed by: Chynoweth and Michopoulos (CM-UA) \[258\], Nath et al. (NERD-UA) \[259\], Schuler et al. (GROMOS-UA) \[260\], Martin et al. (TraPPE-UA, 12-6) \[237\], Potoff and Kamath (TraPPE-UA, 16-6) \[227\], Mayo et al. (Dreiding-AA) \[261\], Cornell et al. AMBER-AA \[232\], Jorgensen et al. (OPLS-AA) \[234\], Murzyn et al. (P-OPLS-AA) \[249\] and Siu et al. (L-OPLS-AA) \[26\]. The overall functional form of these classical force-fields are quite similar (Equation (1)), with all including terms for bond stretching, bending and torsion (bonded), as well as van der Waals and Coulombic interactions (non-bonded). However, each contains unique force-field parameters and many have different forms of non-bonded and torsional potentials, non-bonded mixing rules, 1-4 non-bonded scaling factors and some utilize Coulombic parameters for alkyl C and H atoms whilst others do not.
\[ V_{Total} = V_{Bond} + V_{Angle} + V_{Torsion} + V_{VDW} + V_{Coulomb} \]

A box of 130 n-hexadecane molecules was generated and periodic boundary conditions were applied in all directions (Fig. 13). The cut-off radius for Lennard-Jones interactions was fixed at 2.5σ (≈13 Å). Long-range tail corrections to the energy and pressure were included [262]. ‘Unlike’ interactions were evaluated using the either the Lorentz—Berthelot or geometric mean mixing rules, depending on the force-field. Long-range electrostatic interactions were not cut off, but were evaluated using the PPPM method [70] with a relative accuracy in the forces of 1 x 10⁻⁵. The Nosé–Hoover thermostat and barostat [56,57,263], with relaxation constants of 0.1 and 1.0 ps, respectively, were employed to maintain the desired temperature and pressure.

**Figure 13.** Equilibrated systems after 2.0 ns NPT phase (300 K, 0.1 MPa) when using OPLS (liquid) and L-OPLS (crystallized). Chain C atoms are cyan, non-polar hydrogen atoms are not shown for clarity. Periodic boundary conditions (orange dotted line) applied in all directions. Rendered using VMD [264].

### 3.2.2. Simulation Procedure

First, the system was energy minimised before being equilibrated in the isothermal-isobaric (NPT) ensemble until there was only negligible change in the density (2.0-10.0 ns). The densities shown in Fig. 14 were obtained from averages of the volumes of the simulation boxes during the final 1.0 ns of these NPT simulations. The simulation box volume was then fixed in order to match the average density and the system was equilibrated in the canonical ensemble (NVT) for a period of 2.0 ns. From this equilibrated system, five independent trajectories were produced through separate heat-quench
cycles. For the 300 K and 0.1 MPa simulations, the first part of the cycle consisted of 1.0 ns NVT simulations at $T = 305, 310, 315, 320$ and 325 K, after which the systems were quenched back to 300 K during another 1.0 ns NVT simulation. The viscosity was then calculated from subsequent 3.0 ns NVT production runs, starting from the five independent trajectories. The Newtonian viscosity was evaluated using the Green-Kubo \[37,38\] formula:

$$\eta(\tau) = \frac{V}{k_B T} \int_0^\tau d\tau \langle P_{\alpha\beta}(t_0) P_{\alpha\beta}(t + t_0) \rangle$$

(Equation 1)

where $\langle P_{\alpha\beta}(t_0) P_{\alpha\beta}(t + t_0) \rangle$ is the stress autocorrelation function (ACF) for the off-diagonal components of the stress tensor $P_{\alpha\beta}$, with $\alpha$ and $\beta$ representing the $x$, $y$, or $z$ direction in Cartesian coordinates. The running integral of the stress ACF yields the Newtonian shear viscosity (Equation 1). $V$ is the volume of the simulation box, $k_B$ is the Boltzmann constant, $T$ is the temperature. For practical reasons, the upper limit in numerical calculations of the integral is set to a certain time, $t_{\text{max}}$, which is sufficiently long to ensure the noise-free decay of ACF, which is calculated for a limited number of consecutive time origins, $t_0$ [249]. Generally, $t_{\text{max}}$ should be long enough in order to ensure convergence of the viscosity by exceeding the rotational relaxation time of the molecule [257]. In calculations of the shear viscosity, the running integrals of autocorrelation function equation 1 were evaluated for time origins, $t_0$, spaced by 250 ps with the off-diagonal components of the stress tensor sampled every 10 fs, and $t_{\text{max}}$ set to 3 ns [249]. Fig. 14 shows the change in the running average of the shear viscosity with simulation time for a representative example (TraPPE-UA force-field at 423 K and 600 atm). The $t_{\text{max}}$ and number of independent trajectories used are sufficient in order to obtain a steady state value for the average shear viscosity for all of the conditions and force-fields studied.
Figure 14. Variation in the running average of the shear viscosity with time for five independent trajectories, black curve shows their average. Representative example shown for TraPPE-UA force-field at 423 K and 600 atm.

It should be noted that the rotational relaxation time, required integration time and ultimately the simulation length, increases by more than an order of magnitude with a relatively modest increase in chain-length (C$_{10}$ to C$_{16}$) [257]. Therefore, it is suggested that other, less direct routes to the Newtonian viscosity, such as NEMD [265] or R-NEMD [79], are used for chain-lengths greater than C$_{16}$. However, for n-hexadecane, the ensemble average Green-Kubo approach employed here allows sampling of a large configurational space and represents a relatively fast, accurate route to the Newtonian viscosity [248].

3.3. Results and Discussion

3.3.1. Density Prediction

Fig. 15 shows that the density prediction for n-hexadecane was generally accurate (within 15% of experiment) for all of the force-fields and conditions tested. However, there were some important differences between the performances of the force-fields under ambient and HTHP conditions.
Dreiding-AA was designed as a ‘generic’ force-field and it was rather inaccurate in the density prediction of n-hexadecane, yielding a consistent under-prediction of approximately 5% under all of the conditions simulated. The initial parameterisations of the popular all-atom force-fields OPLS-AA and AMBER-AA over-predicted the density by 14% and 11% respectively at ambient conditions. This density over-prediction has been observed in previous simulations of long chain alkanes using these force-fields at ambient conditions and has been attributed to crystallisation due to the over-prediction of the melting point (Fig. 13) [26,72,249]. Crystallisation did not occur at 423 K and 60.8 MPa, and both OPLS-AA and AMBER-AA under-predicted the density by around 4%. AMBER-AA also under-predicted the density by around 4% at 423 K and 202.7 MPa, whereas OPLS-AA over-predicted the density by 7%, again suggesting crystallisation. No crystallisation was observed when using P-OPLS-AA, and the density prediction under ambient conditions was significantly improved; however, a similar under-prediction of density at HTHP conditions was observed. L-OPLS-AA also suppressed crystallisation and was much more accurate (within 5%) than the other all-atom force-fields in terms of density prediction under all of the conditions simulated.

The density prediction of united-atom force-fields was generally more accurate, and all of the force-fields were within 5% of experiment under all of the conditions simulated. This is probably the result of a more comprehensive choice of molecules during parametrisation, including long-chain alkanes (up to C_{32}) [237]. The 16-6 form of TraPPE-UA was found to be less accurate in terms of density prediction relative to the conventional 12-6 form.

In summary, density prediction is significantly overestimated when using the original parameterisations of some all-atom force-fields (OPLS-AA, AMBER-AA), which will significantly affect the behaviour of long-chain alkanes in simulations. Other than these force-fields, density prediction is relatively accurate, and the small variations are unlikely to have a significant effect on simulation results.
Figure 15. Simulated density (NPT) for n-hexadecane at; (a) 300 K, 0.1 MPa, (b) 423 K, 60.8 MPa, (c) 423 K, 202.7 MPa. United-atom (UA) force-fields represented by forward dashes, all-atom (AA) force-fields represented by backwards dashes. Experimental data are reproduced with permission from ref [248].

3.3.2. Viscosity Prediction

Fig. 16 shows that viscosity prediction was much less accurate for all of the force-fields tested. This is expected since, unlike the density, the transport properties are not usually directly parameterised in classical force-fields.

Given its relatively poor density prediction accuracy, the viscosity prediction of Dreiding-AA was surprisingly accurate, although it over-predicted viscosity by around 40% at 423 K and 60.8 MPa. OPLS-AA and AMBER-AA performed very poorly under ambient conditions, over-predicting the viscosity by more than two orders of magnitude, which can again be attributed to the crystallisation of n-hexadecane (Fig. 13) [26,72,249]. AMBER-AA performed rather better under HTHP conditions; however, OPLS-AA still yielded severe viscosity over-prediction at 423 K and 202.7 MPa. The updated P-OPLS-AA [249] and L-OPLS-AA [26] include modified non-bonded (Lennard-Jones and coulombic) and torsion parameters specifically to improve melting point prediction for long-chain molecules. As a result, P-OPLS-AA accurately predicts the viscosity under ambient conditions and at 423 K and 60.2
MPa; however, at 423 K and 202.7 MPa, the viscosity is under-predicted by approximately 30%. Conversely, L-OPLS-AA accurately reproduces experimental viscosities (within 15%) under all of the conditions simulated. From the density and viscosity results, it is clear that L-OPLS-AA is the most accurate all-atom force-field with which to reproduce the density, viscosity and thus the hydrodynamics of the model base oil n-hexadecane; and so it is taken forward to the AA/UA comparisons for NEMD simulations of tribological systems in the second section.

Viscosity prediction with the UA force-fields was generally rather inaccurate and they yielded a consistent under-prediction of between 10-60% depending on the conditions. Viscosity prediction was particularly poor at 423 K and 202.7 MPa, where the density is highest and the ‘roughness’ of individual molecules is likely to have a greater impact on the viscosity. The viscosity prediction of TraPPE-UA under ambient conditions was significantly improved through the use of a 16-6 non-bonded potential (-10% vs -30%). However, the viscosity was still significantly under-predicted (-35%) at 423 K and 202.7 MPa. This suggests that whilst the physical presence of hydrogens may not be essential in accurately predicting the viscosity of long-chain alkanes accurately under ambient conditions, at high pressures, where molecules are forced closer together, the steric clashes between hydrogen atoms on different molecules become indispensable to achieving accurate viscosity prediction. The 16-6 form for the van der Waals interactions improves the viscosity prediction of TraPPE-UA under ambient conditions; however, the different functional form of the non-bonded interactions makes it less compatible with other atom types such as those in functional groups or surfaces, and a similar under-prediction is observed under HTHP conditions. Therefore, the next best performing force-field, TraPPE-UA, was selected for the AA/UA comparisons in the second section.
Generally, the density and viscosity prediction of the force-fields deteriorates only slightly moving from ambient to HTHP conditions. Fig. 15 and Fig. 16 show that there is a tendency for force-fields to under-predict both density and viscosity under HTHP conditions, a factor which could be investigated further in the pursuit of force-fields specifically for HTHP simulations of long-chain molecules.

Viscosity over-prediction by the original parameterisations of popular all-atom force-fields (OPLS-AA, AMBER-AA) under ambient and HTHP conditions will have a substantial impact on the behaviour of long-chain alkanes, and they should therefore be avoided in future simulations. The viscosity under-prediction by all of the UA force-fields under ambient and HTHP conditions may also have a significant effect on simulation results. For example, in confined liquids, the friction coefficient depends greatly on the ability of individual molecules, molecular layers and solid surfaces to slide past one another.
[266]. The significant under-prediction of the viscosity by UA force-fields suggests that molecules move past one another more easily than if all-atom force-fields are used, meaning that friction coefficients calculated for confined systems using UA force-fields will also be under-predicted; this effect will be explored in chapter 5.

3.4. Summary

In order to be confident that behaviour observed in NEMD simulations is representative of real dynamical systems, the selection of an accurate force-field is essential. In this study, a wide range of popular force-fields have been benchmarked for their density and viscosity prediction of n-hexadecane under ambient and HTHP conditions.

Significant issues with many popular force-fields were highlighted for the simulation of long-chain, linear alkanes. These were evident to a similar degree under both ambient and HTHP conditions. Specifically, all of the united-atom force-fields under-predicted the viscosity, and the original parameterisations of all-atom force-fields resulted in an elevated melting point for n-hexadecane, leading to anomalous density and viscosity values. Both of these problems are expected to significantly affect the behaviour in confined NEMD simulations. The most accurate force-field under the conditions tested was L-OPLS-AA, which was specifically parameterised for long-chain linear hydrocarbons.
Chapter 4. Simulations of Organic Friction Modifiers Adsorbed on Iron Oxide Surfaces

The work described in this chapter has been published in *Langmuir* (ref. [267]).

4.1. Introduction

Organic friction modifiers (OFMs) are important additives, added to reduce friction and wear particularly in the boundary lubrication regime (see section 2.5.1.). Many different amphiphiles have been tested as OFMs, and there are three main structural variables: (i) the nature of the headgroup, (ii) the length of the hydrocarbon tail, and (iii) the structure of the hydrocarbon tail, whether straight or branched and whether saturated or unsaturated [11]. Early OFMs contained carboxylic acid headgroups; however, these were soon found to cause high levels of corrosion for some bearing metals, and they were gradually replaced in most applications by less corrosive amphiphiles such as amines, amides, esters, or chelating combinations of such groups [11]. Nonetheless, most experimental and simulation tribology studies have utilised OFMs with carboxylic acid headgroups. There have been far fewer studies of the more commercially relevant amine, amide, or glyceride OFMs. Boundary friction experiments have shown that amide and glyceride OFMs can yield lower friction coefficients than their acid counterparts [188], though the reasons for this were yet to be established prior to this current study.

With respect to tailgroup selection, commercial OFMs generally utilize unbranched aliphatic tailgroups containing 12–20 carbon atoms as a result of their effective friction reduction, high base oil solubility, and availability from natural fats and oils [11]. These natural fats and oils contain mixtures of molecules with saturated as well as mono and polyunsaturated tailgroups which are generally used collectively rather than being separated into individual tailgroup types [11]. The most widely studied components in the literature are saturated C18 chains (stearyl) and monounsaturated C18 chains with an unsaturated Z-alkene at the C9 position (oleyl) [11]. Boundary friction experiments at equal concentration showed that OFMs with saturated tails, such as stearic acid and glycerol monostearate,
gave low friction coefficients which increased linearly with log(sliding velocity) [188]. Conversely, OFMs with Z-unsaturated tails, such as oleic acid and glycerol monooleate, yielded significantly higher friction coefficients that remained relatively constant with sliding velocity [188]. One aspect of this current study is to establish whether these observations are due to differences in the nanoscale structure of the film or simply arise from a lower surface coverage at a given concentration as a result of the “kinks” from the Z-alkene in the middle of the tailgroup.

In order to understand how the head and tailgroups influence the performance of OFMs, it is necessary to obtain a clear picture of (i) the structure of the OFM film and its modification of the interface between the polar metal oxide surface and the hydrocarbon lubricant and (ii) the effect that this has on the friction coefficient. Detailed structural information on OFM films at the surface–lubricant interface can be obtained from experimental techniques such as sum frequency spectroscopy (SFS) [268], polarized neutron reflectometry (PNR) [175], the surface force apparatus (SFA) [173], and in situ atomic force microscopy (AFM) [174,269]. These methods can be used to monitor monolayer formation and gather information such as the OFM film thickness and tilt angle. The friction behaviour of OFM films can also be investigated using AFM [174,269] and SFA [173] as well as macroscopic boundary friction experiments [188]. These tests employ low sliding velocities (mm s\(^{-1}\)) and high pressures (GPa) in order to minimize lubricant entrainment and thus maintain boundary lubrication conditions. Classical molecular dynamics simulations can be used to simultaneously probe the nanoscale structure and friction of OFM films, as summarised in section 2.5.1.

The aim of this chapter is to use NEMD simulations to shed light on the nanoscale structure of OFM films adsorbed on iron oxide surfaces and separated by a thin layer of hexadecane to calculate the friction coefficient as a function of coverage and sliding velocity and to fully explore links between the structure and friction. A wide range of OFMs are explored in order to better understand the influence of headgroup type and tailgroup Z-unsaturation on structure and friction. In addition, the use of OFM
films with a wide range of coverages, including close to the theoretical limit, should indicate the significance of the formation of close-packed monolayer films in the reduction of boundary friction. The velocity dependence of the friction coefficient for different OFMs and coverages will also be analysed and compared to boundary friction experiments.

The structure of the remainder of this section will now be outlined. First, the general system setup for all of the simulations is introduced, followed by the specific methodology for the preliminary squeeze-out and compression and sliding simulations. This is followed by the results of the preliminary squeeze-out simulations and finally the structure and friction results from the compression and sliding simulations are discussed in detail.

4.2. Methodology

4.2.1. System Setup

A representative example of the systems simulated in this study is shown in Fig. 17-a. It consists of a thin layer of hexadecane lubricant confined between two OFM monolayers adsorbed on iron oxide slabs. All structures were constructed using the Materials and Processes Simulations (MAPS) platform from Scienomics SARL. Three different OFM headgroups (carboxylic acid, amide, and glyceride) and two different tailgroups (stearyl and oleyl) are considered in these simulations. Acid OFMs were selected to allow comparison to previous experiments and simulations, whereas amide and glyceride OFMs are more commercially relevant [11]. Specifically, NEMD simulations were used to compare the structure and friction of stearic acid (SA), oleic acid (OA), stearic amide (SAM), oleamide (OAm), glycerol monostearate (GMS), and glycerol monooleate (GMO) films over a range of surface coverages and sliding velocities (Fig. 17-b). Hexadecane was chosen as a model lubricant because its properties are well-defined, and it is commonly employed in both experimental [174,188,269] and modelling [185,189] tribology studies. Given that charge separation is unfavourable in the low-polarity hexadecane solvent, all OFM molecules were assumed to be in their electronically neutral form.
Classical MD simulations were performed using LAMMPS [255]. In all of the MD simulations, (100) slabs of α-iron(III) oxide (hematite) [270] with dimensions (xyz) of approximately 55 × 55 × 12 Å were used as the substrates, representing a single asperity contact. Periodic boundary conditions were applied in the x and y directions. Care was taken to cleave the surface in a manner such that the Fe/O ratio remained at 2:3 in order to ensure that surfaces with no overall charge were produced. OFM molecules were oriented perpendicular to, and initially 3 Å from, the interior surfaces of two such slabs (Fig. 17-a). This produced OFM films similar to those formed by the Langmuir–Blodgett experimental procedure, e.g., ref [176]. Hexadecane molecules were then randomly distributed between the OFM films.

If one assumes a monodentate binding mode for the glycerides, then the limiting headgroup area for all of the OFMs is around 22 Å² [170]. The surface coverage or packing density can be quantified as the number of headgroups per area of surface, Γ. A high surface coverage (Γ = 4.32 nm⁻²), close to the maximum theoretical value [170], is simulated by adsorbing 132 OFM molecules on each 3000 Å² slab to form a close-packed monolayer. Two other surface coverages are considered: a medium coverage (Γ = 2.88 nm⁻²), which is approximately two-thirds of the maximum coverage, and a low coverage (Γ = 1.44 nm⁻²), which is around one-third of the maximum coverage. The high-coverage simulation has been achieved experimentally on steel surfaces for acids and amides [170] but has not been reported for glycerides. However, previous MD simulations [20] as well as experimental results at the air–water interface [271] suggest that the high coverage employed should also be possible for glycerides. In tribology experiments, the OFM concentration in the lubricant is generally used rather than surface coverage because it is far easier to measure and control. Adsorption and PNR experiments of stearic and oleic acid [175] suggest that only stearic acid can form high coverage films, whereas oleic acid can only form low coverage films due to steric effects from the kink in its tail group.
Figure 17. Simulation details: setup for compression and sliding simulations (a). Example shown for SA at high coverage after compression, before sliding. Headgroups are shown with O in red and H in white, terminal C in yellow, and the other tailgroup C in cyan. Hydrogen atoms in the tailgroups are omitted for clarity. In the slab, Fe atoms are shown in pink. Periodic boundary conditions (yellow dotted line) are applied in the x and y directions. Rendered using VMD [264]. Chemical structures of OFMs simulated in this study (b): stearic acid (SA), stearic amide (SAm), glycerol monostearate (GMS), oleic acid (OA), oleamide (OAm), and glycerol monooleate (GMO).

A combination of several updated versions of the OPLS all-atom force field [234] were used to represent both hexadecane and the OFM molecules; full details can be found in Appendix A. The OPLS family of forcefields was chosen for three main reasons: (i) the inclusion specific parameters for all of the functional groups required [234,272], (ii) the all-atom representation that is expected to be critical in accurately modelling friction in this system [220] (for quantitative comparisons see Chapter 6), and (iii) recent parametrizations available which allow far more accurate representations of long-chain hydrocarbons [26]. The final point is critical because the original OPLS parametrization has been shown to misrepresent the liquid–solid phase behaviour of long-chain alkanes [26,249], an issue which would certainly impact the behaviour observed in these simulations. Lennard-Jones interactions were cut off at 10 Å, and “unlike” interactions were evaluated using the geometric mean mixing rules, as prescribed in the OPLS force field [234]. Electrostatic interactions were not cut off but rather evaluated
using a slab implementation [273] of the PPPM algorithm [70] with a relative accuracy in the forces of $1 \times 10^{-5}$.

Surface–lubricant and surface–OFM interactions were represented by the Lennard-Jones and Coulomb potentials; the hematite surface parameters selected were developed by Berro et al. [169], which are outlined in Appendix A. The hematite slab atoms were restrained in the corundum crystal by harmonic bonds between atoms within 3 Å. The force constant of these bonds was chosen to be 130 kcal mol$^{-1}$ Å$^{-2}$, which has been shown previously to keep the surface structure suitably rigid but not to adversely affect the thermostating [169].

The MD equations of motion were integrated using the velocity Verlet algorithm with an integration time step of 1.0 fs. Fast-moving bonds involving hydrogen atoms were constrained with the SHAKE algorithm [256]. The Langevin thermostat [55], with a time relaxation constant of 0.1 ps, was used in all of the simulations in order to maintain a temperature, $T = 300$ K. The pressure ($P_z = 0.5$ GPa) was controlled by applying a constant normal force to the outermost layer of atoms in the upper slab, keeping the $z$ coordinates of the outermost layer of atoms in the lower slab fixed, as previously proposed [68,187] (Fig. 17-a).

### 4.2.2. Squeeze-out Simulations

To estimate the thickness of the central hexadecane film under the applied pressure, preliminary squeeze-out simulations were performed prior to the compression and sliding simulations. Previous simulations [274,275] and AFM experiments [276] of hydrocarbon squeeze-out between solid surfaces showed that there was a significant energy barrier to overcome when squeezing out each molecular layer. The size of this barrier increased when longer chains with a higher viscosity were used and also increased progressively when fewer molecular layers remained in the contact [274–276]. Hence, a relatively large pressure was required to squeeze out the last few molecular layers of fluid. From these previous results, it was expected that an equilibrium thickness of between 1 and 3 molecular layers of hexadecane would remain in the contact under the simulation conditions ($P_z = 0.5$ GPa, $T = 300$ K).
Starting from the system described above, 50 Å of vacuum was added in the x and y directions to allow hexadecane molecules to be squeezed out of the contact, and the strongly adsorbed OFM molecules remained on the surface. Periodic boundary conditions were maintained outside of this extended system. At this stage, the thermostat was applied to the entire system. Hexadecane molecules (200) were randomly distributed between the OFM-covered slabs, corresponding to roughly 5 molecular layers for this contact area (∼300 Å²). The slabs were moved closer together by applying a velocity (10 m s⁻¹) to the top slab until the density of the OFM and hexadecane region was similar to that of liquid hexadecane (0.75 g cm⁻³) and the system was then energy-minimized. Pressure (Pz = 0.5 GPa) was then applied until the average slab separation reached equilibrium, after approximately 250 ps (Fig. 18). The number of hexadecane molecules remaining in the contact was estimated by dividing the number of hexadecane carbon atoms between the slabs by 16. This residual number of hexadecane molecules was used for the following compression and sliding simulations. The addition of vacuum to the edge of the system may mean that so-called finite-size effects [277] influence the residual number of hexadecane molecules. Therefore, squeeze-out simulations were also conducted with system sizes two and four times as large as those used in the compression and sliding simulations to ensure consistency. Indeed, the squeeze-out data presented in the results and discussion section scaled well with system size, with the same number of hexadecane layers remaining inside the contact in the larger systems (see Appendix A).

4.2.3. Compression and Sliding Simulations

The compression and sliding simulations used systems containing a residual number of hexadecane molecules from the squeeze-out simulations, with the same three coverages of OFM molecules as outlined previously but with the vacuum in the x and y directions removed. A density similar to that of liquid hexadecane (0.75 g cm⁻³) was reached by moving the top slab down at 10 m s⁻¹ prior to energy minimization. The system was then pressurized (Pz = 0.5 GPa), thermostatted in directions perpendicular to the compression (x and y), and allowed to equilibrate at 300 K. Initially, the slab separation varied in a damped harmonic manner, so sliding was not applied until a constant average
slab separation was obtained and the hydrostatic pressure within the hexadecane film was close to its target value [169]. These compression simulations were generally around 200 ps in duration. During the compression stage, there was a collective tilting of the OFM molecules toward the surface in a random direction. The sliding direction (x) was chosen to be perpendicular to the orientation of this initial tilt (y). Previous NEMD simulations of self-assembled monolayers in intimate contact, with the tilt orientated parallel to the sliding direction (x), have shown high friction and stick–slip behaviour due to the high commensurability of the interface [185,201]. However, the presence of a thin, separating layer of hexadecane in previous NEMD simulations has been shown to maintain low friction [185]. Hence, the consistently low friction observed in boundary friction experiments [188] is expected to be reproduced in these simulations due to the presence of the hexadecane layer between the OFM films. Additional simulations with the sliding direction completely aligned with the initial tilt were also conducted to confirm that the initial orientation of the tilt did not influence the friction results obtained.

After compressive oscillation became negligible, a velocity of $v_x = \pm v_s/2$ was added in the x direction to the outermost layer of atoms in each slab (Fig. 17-a), and sliding simulations were conducted for 0.5–10 ns, depending on the sliding velocity, $v_s$. The values of $v_s$ applied were 1, 2, 5, 10, and 20 m s$^{-1}$, and all simulations were run for long enough to yield a sufficient sliding distance (10 nm) to obtain representative values for the friction coefficients (uncertainty <10%). Although lower sliding velocities are desirable to match those used in boundary friction experiments (typically mm s$^{-1}$), they are not yet accessible using all-atom NEMD simulations on this scale [187]. During the sliding simulations, any heat generated was dissipated using a thermostat acting only on the middle 10 Å of both iron oxide slabs (Fig. 17-a), applied in the direction perpendicular to the both the sliding and compression (y) [92]. This is known to be advantageous over direct thermostatting of the fluid, which has been shown to significantly affect the behaviour of confined fluids under sliding conditions [65]. The boundary thermostatting method applied here has been shown previously to be effective in controlling the temperature of similar systems and sliding velocities [278]. At the onset of sliding, an expansion due
to the increase in temperature by shear heating was expected, so it was ensured that steady-state sliding had been attained before sampling for the friction coefficient began [169]. The time taken to achieve steady-state sliding decreased with increasing sliding velocity but always equated to approximately 2 nm of sliding distance.

The kinetic friction coefficient, \( \mu \), was obtained using the extended Amontons–Coulomb law under the high load approximation [187]:

\[
\frac{F_L}{F_N} = \frac{F_0}{F_N} + \mu \approx \mu.
\]

Here, \( F_L \) and \( F_N \) are respectively the average total lateral and normal forces acting on each slab, and \( F_0 \) is the load-independent Derjaguin offset representing adhesive surface forces. The validity of this approximation was confirmed for two test cases (SA and GMO) by ensuring that a linear fit of \( F_L \) as a function of \( F_N \) gave an insignificant value of \( F_0 \) and the same result for \( \mu \) within the statistical uncertainty. An insignificant value of \( F_0 \) was expected from previous simulations, which included a thin layer of lubricant confined between the monolayers [185]. In general, the assumption of \( \mu \approx F_L/F_N \) is appropriate for systems with low adhesion (small \( F_0 \)) or under high applied loads (large \( F_N \)) [279]; both of these are applicable to these simulations.

### 4.3. Results and Discussion

The results are presented as follows. Results of the preliminary squeeze-out simulations are outlined first. This is followed by a detailed analysis of the structure of the film at different coverages under sliding conditions. The friction results at different coverages and sliding velocities are then described and linked to the structural variations in the films. In what follows, some properties are expressed as functions of the distance from the surface, denoted by \( z \); this is taken as the distance from the innermost layer of atoms on the bottom slab.

#### 4.3.1. Squeeze-out Simulations

Simulations to establish the appropriate thickness of a boundary film of hexadecane under high pressure (\( P_z = 0.5 \) GPa) were performed first. The variation of the overall slab separation and of the number of confined hexadecane molecules from the beginning of the simulation is shown for a representative OFM (SA) in Fig. 18. As expected, the slab separation distance (Fig. 18-a) decreases
asymptotically to reach an equilibrium value [275]. Changes in gradient due to layer–layer transitions [275] are most easily observed at low coverage, where the deformation of the OFM film has a less significant effect on the change in slab separation than at medium and high coverage. The equilibrium slab separation decreases from 30 Å at high coverage to 20 Å at low coverage. All of the OFM films deform considerably, leading to significantly thinner equilibrium slab separations than those in subsequent compression and sliding simulations, where no vacuum is present in the x or y direction.

Fig. 18-b shows how the number of hexadecane molecules inside the contact volume decreases with time. Before 25 ps, there is little change in this value as the OFM film is compressed, but after this point, the number of molecules decreases asymptotically as expected [275]. The number of hexadecane molecules stabilizes at around 70 at all coverages, which corresponds to approximately two horizontally oriented molecular layers. Thus, these simulations suggest that the equilibrium number of hexadecane molecules remaining inside the contact volume is essentially independent of OFM coverage. This two-layer limit agrees well with extrapolations from previous squeeze-out simulations for C3–C14 hydrocarbons between gold surfaces [274] as well as experimental AFM data for hexadecane between graphite surfaces, which suggest that the 2 → 1 layer transition occurs only above 0.6 GPa [276]. These results did not vary significantly between the different types of OFMs, so the subsequent compression and sliding simulations were based on systems containing 70 hexadecane lubricant molecules (2 molecular layers) for all types and coverages of OFM.
4.3.2. Structure

Classical MD simulations of the OFM–hexadecane system under sliding conditions can yield important information regarding both the atomistic structure of the confined films and their friction behaviour. Fig. 19 shows simulation snapshots for a representative OFM (SA) at low, medium, and high surface coverages after 500 ps of sliding at 10 m s\(^{-1}\).

**Figure 18.** Results of squeeze-out simulations for representative OFM (SA) at different coverages: variation in the slab separation (a) and the number of hexadecane molecules within the contact volume (b), over 300 ps, \(P_z = 0.5\) GPa. Inset schematics in (b) show the structure of the initial system, followed by compression of the OFM film and the squeeze out of hexadecane. Blue lines represent OFM molecules, and black lines represent hexadecane. The orange dotted line shows periodic boundaries, and the purple dotted line shows the contact volume.

**Figure 19.** Simulation snapshots of representative OFM (SA) after 500 ps of sliding at high coverage (i), medium coverage (ii), and low coverage (iii), with \(P_z = 0.5\) GPa and \(v_s = 10\) m s\(^{-1}\). Oxygen atoms are shown in red; headgroup hydrogen atoms, in white; terminal carbon atoms, in yellow; the other tailgroup carbon atoms, in cyan; and iron atoms, in pink. Hydrogen atoms in the tailgroups are omitted for clarity. Periodic images and boundaries are not shown. Rendered using VMD [264].
The structure of the confined films has been studied under sliding conditions \(v_s = 10 \text{ m s}^{-1}\) by analysing their atomic mass density profile, atomic position probability profile, radial distribution function, hydrogen-bonding network, velocity profile, and centre of mass and tilt angle. In general, the structure of the films remains very similar after the compression phase and during the sliding phase (see Appendix A), which is consistent with previous NEMD simulations [184,187,189]. However, the film structure changes significantly with OFM coverage and to a much lesser extent between different headgroups and tailgroups.

The overall thickness and layering of the system in the z direction and the interdigitation of the OFM and hexadecane layers can be observed through mass density profiles, \(\rho(z)\) (Fig. 20), and atom position probability profiles, \(p(z)\) (Fig. 21). Data are shown for the saturated and unsaturated acids (SA and OA) and glycerides (GMS and GMO); amides (SAm and OAm) are an intermediate case between the two other headgroups, so data for them are shown in Appendix A.
Figure 20. Atomic mass density profiles in z, ρ(z), of OFM (orange) and hexadecane (blue) for (a) glyceride (GMS and GMO) and (b) carboxylic acid (SA and OA) headgroups with stearyl (solid) and oleyl (dotted) tailgroups at high (i), medium (ii), and low (iii) coverages. The vertical black dotted line in (b) shows the position of the top slab. Image overlay shows a section of the SA OFM film at corresponding coverages to help illustrate the interdigitation.

Sharp, intense peaks on the far-left and right-hand sides of Fig. 20 indicate the adsorption of OFM headgroups on the surface, and the less intense peaks which extend further from the surface are due to the tailgroups. The OFM films become substantially thicker and more structured with increasing coverage. At high coverage (Γ = 4.32 nm⁻²), the slabs are separated by approximately 50–55 Å, with up to 10 small peaks which indicate layering of the tailgroup carbon atoms. Comparing profiles from OFMs with stearyl (solid) and oleyl (dotted) tailgroups, it is clear that the presence of Z unsaturation does not significantly alter either the peak positions or the slab separations. The high-coverage slab separations agree well with SFA experimental observations, which found that SA films on opposing mica surfaces in hexadecane (46–54 Å) were of similar thickness to those formed by OA (50–55 Å)
when an elevated concentration of OA was used [173]. At medium coverage ($\Gamma = 2.88 \text{ nm}^{-2}$), the slabs are separated by approximately 40 Å and the OFM tailgroups show much less layering. At low coverage ($\Gamma = 1.44 \text{ nm}^{-2}$), the slabs are separated by just 25 Å and the OFM displays only two clear peaks: a large peak at the surface incorporating both the headgroup and tailgroup atoms close to the surface and a smaller peak which extends to approximately 5 Å from the surface. The slab separation is greater for glycerides (Fig. 20-a) than for acids (Fig. 20-b) and amides as a result of the larger headgroup size, with the greatest difference being at high coverage (5 Å).

**Figure 21.** Atomic position probability profiles in z, p(z), for carbonyl C (green), hexadecane terminal CTT (blue), and OFM terminal CTT (red) atoms in GMS and GMO (a) and SA and OA (b) at high (i), medium (ii), and low (iii) coverages. The black dotted line in (b) shows the position of the top slab.
The height of the individual OFM films can be estimated by measuring the distance of the terminal carbon in the OFM tail, CTT, from the surface, as shown in Fig. 21. At high surface coverage, glyceride film heights are approximately 21 Å (Fig. 21-a-i), whereas for acids (Fig. 21-b-i) and amides they are closer to 19 Å, which agrees well with experimentally measured film thicknesses from in situ AFM experiments [174]. At medium coverage, the average position of the OFM CTT peak is broader and shifted slightly closer to the surface (approximately 12 Å). At low surface coverage, there are two sharper OFM CTT peaks just 2 and 7 Å from the surface. The intense carbonyl, C, peaks close to the surface in Fig. 21 indicate that the headgroup positions are also localized in z. At low coverage, the C peaks are only 2 Å from the surface for all of the OFMs. For glyceride OFMs (Fig. 21-a), this suggests that most headgroups are bound in a bidentate mode, with both alcohol groups bound to the surface. At medium coverage, the glyceride C profiles are significantly different from those for acids and amides, with a second peak of equal intensity appearing 5 Å from the surface. This suggests that, at medium coverage, around half of the molecules are bound in a bidentate mode with the C atoms close to the surface and half are bound in a monodentate mode with C atoms further from the surface. For high-coverage glyceride films, there is only a peak at 5 Å, suggesting that all molecules are now bound in a monodentate mode. The C peaks for acids (Fig. 21-b) and amides are generally far sharper than for glycerides (Fig. 21-a) due to the closer proximity of the C atoms to the surface.

Fig. 20 and Fig. 21 also reveal important information regarding the level of interdigitation of the OFM films and the hexadecane lubricant, which is indicated by the penetration of the hexadecane profile into the OFM profile. The amount of penetration is influenced significantly by both the coverage and the headgroup type. For all of the OFMs tested, at high coverage two distinct hexadecane peaks form which correspond to well-separated layers. In Fig. 20 and Fig. 21, the outer limits of the hexadecane peaks extend only to around 1 Å into the OFM peaks for glycerides (a-i), which increases to 3 Å for acids (b-i), indicating more interdigitation for the latter. At medium coverage, there is less layering of the lubricant, with only one broad hexadecane peak, the outer limits of which extend much further into the OFM film: 5 Å for glycerides (a-ii) and 10 Å for acids (b-ii). At low coverage, there is even more
penetration of the hexadecane and OFM profiles, with a nonzero value for the OFMs in the center of the film, indicating that films on opposing slabs are directly interdigitated. In fact, at low coverage the hexadecane and OFM peaks directly overlap, suggesting that they form mixed layers which are likely to behave similarly to thin films of pure hexadecane [266]. The glyceride profiles at low coverage (a-iii) contain a larger number of better defined peaks than those for acids (b-iii) and amides (six vs five), suggesting more numerous well-separated layers.

The ordering within the OFM films was examined further by calculating separate radial distribution functions (RDFs), g(r), for the headgroup carbon (C) and the terminal carbon (CTT). In Fig. 22, the C RDFs are shifted upward by 10 units for clarity.

![Figure 22](image)

**Figure 22.** Radial distribution function (RDF) describing the ordering of the terminal CTT (dotted) and carbonyl C (solid) atoms for SA (orange) and GMS (green) at high (i), medium (ii), and low (iii) coverages. The C RDFs are shifted upward by 10 units for clarity.

In Fig. 22, the carbonyl carbon, C, shows long-range order for all OFMs and coverages, with the major peaks occurring at multiples of r = 5 Å. This corresponds to the unit-cell dimension of the hematite surface [270], confirming that the surface structure dictates the headgroup packing in the OFM films [187]. Although the C peak at 5 Å is of similar intensity at all coverages, at high coverage, there are sharper peaks at 10, 15, and 20 Å, indicating increased long-range ordering and more solid-like films. At all coverages, the terminal CTT peaks are at least 25% less intense than the carbonyl C peaks,
suggesting that the tailgroup positions are less ordered. However, at high coverage, there are still identifiable CTT peaks at 10, 15, and 20 Å, suggesting that the films remain solid-like at the interface between the OFM film and the hexadecane lubricant. At medium coverage, all of the CTT peaks are less sharp and intense than at high coverage, suggesting that the film is more amorphous with less correlation between the carbonyl and terminal carbon positions. At low coverage, the CTT peak at 5 Å is more intense than at medium coverage because the terminal carbon atoms are close enough to the surface such that it influences their packing. Overall, there appears to be a correlation between the intensity and long-range order of C and CTT peaks, suggesting that more ordered headgroup atoms can lead to more ordered tailgroup atoms. The peaks for GMS (Fig. 22-a) are generally sharper and more intense than those for SA (Fig. 22-b) at all coverages, suggesting that the former yields more ordered, solid-like films. OFMs with amide headgroups represent an intermediate case between acid and glyceride headgroups.

Figure 23. Snapshots of hydrogen bonding between OFM headgroups at high coverage 500 ps into a sliding simulation: SA (a), SAm (b), and GMS (c). Headgroups: oxygen shown in red; hydrogen, in white; nitrogen, in blue; and carbon, in cyan. Tailgroups are omitted for clarity, and hydrogen bonds [280] are shown in orange.

The differences in the phase of and level of interdigitation between films formed from different OFM headgroups are postulated to be due to variations in the hydrogen-bonded networks, which are shown for the high-coverage case in Fig. 23. These networks were analysed in VMD [264] using standard criteria for hydrogen bonding [280], i.e., a bond length cut-off of 3.9 Å and an angle cut-off of 90°. Intermolecular hydrogen bonding between the headgroups appears to have an effect on the structure of the OFM-lubricant interface, through inducing a more solid-like film in glycerides than in
acids. Amide OFMs are an intermediate case between acid and glyceride OFMs. Indeed, excluding those formed between the OFM and the surface, high-coverage GMS films contain approximately three intermolecular hydrogen bonds per molecule: SAm, two such bonds per molecule; and SA, one per molecule. The presence of unsaturation in the tailgroup has no effect on acid or amide OFMs; however, GMO forms only approximately two hydrogen bonds per molecule, perhaps explaining the greater levels of interdigitation in its films compared to those in GMS.

To understand flow within the confined films during sliding, velocity profiles, $v_x(z)$, for a representative OFM (SA) are shown in Fig. 24. Velocity profiles are overlaid onto mass density profiles, $\rho(z)$, and a snapshot of the system in order to aid the interpretation of the results. Atom velocities are computed for 0.5 Å spatial bins which are averaged over 100 ps time blocks during the sliding phase. The velocity profiles at all coverages show that there is no slip at the surface, as expected for the strongly absorbed OFM headgroups. The OFM tailgroups move at a similar velocity as the slab to which they are absorbed ($\pm 5 \text{ m s}^{-1}$) until the region where they become interdigitated with the hexadecane lubricant. For SA at high coverage (i), these interfaces are at approximately 20 and 28 Å, at which points the gradient increases as the interface is sheared. At 22 and 26 Å, there is a flattening of the velocity profile, corresponding to the two hexadecane peaks in the mass density profile, with another increase in the velocity gradient at 24 Å between the two hexadecane layers. This suggests that these two hexadecane layers move as ‘plugs’ between the OFM films, with three separate slip planes, i.e., at the OFM–hexadecane interfaces as well as between the two hexadecane layers. At medium coverage (ii), the slip plane becomes more difficult to define, and there appears to be significant shearing within the portion of the OFM tailgroup which is interdigitated with hexadecane. The velocity profile passes through zero at the centre of the hexadecane layer, with a shallower gradient than at high coverage. The low-coverage velocity profile (iii) is more typical of conventional planar Couette flow, with a nearly linear velocity profile of the liquid between the slabs. However, the velocity profile still contains steps which indicate partial plug flow between combined OFM–hexadecane layers. Such stepped velocity
profiles have also been observed in previous NEMD simulations of pure hexadecane films of similar thickness [266].

Figure 24. Profile of atom x velocities from 0.5 Å spatial bins in z, vx(z), overlaid on the mass density profile, p(z), and a snapshot of representative OFM system (SA) at high (i), medium (ii), and low (iii) coverage. Pz = 0.5 GPa and vs = 10 m s\(^{-1}\).

The extension and orientation of the OFM films during sliding are further analyzed by calculating the average center of mass with respect to the z-coordinate, zCoM (Fig. 25-a) and also the tilt angle, θ, defined as the angle between a vector from the carbonyl C atom to the carbon atom halfway up the chain (C9) and the surface normal (Fig. 25-b).

Figure 25. OFM film extension and orientation: average z_{CoM} of OFMs as a function of coverage (a), average C1–9 tilt angle as a function of coverage under sliding conditions (b), Pz = 0.5 GPa, vs = 10 m s\(^{-1}\). Error bars not shown as within the symbol size. Circles represent OFMs with saturated tailgroups; triangles represent OFMs with tailgroup Z-unsaturation.
At low coverage, $z_{CoM} \approx 5$ Å and $\theta \approx 70^\circ$, indicating that most molecules are lying almost flat on the surface. $z_{CoM}$ increases linearly with coverage, at two different gradients depending on the headgroup. For acid (SA and OA) and amide (SAm and OAm) headgroups, $z_{CoM}$ reaches a maximum of approximately 10 Å at high coverage, and for glyceride headgroups, the maximum is 11.5 Å as a result of the larger headgroup size. This means that, for the same tailgroup, glyceride OFMs yield slightly thicker films than acids or amides. OFMs with saturated and Z-unsaturated tailgroups have similar $z_{CoM}$ values, though saturated films are very slightly more extended (<0.2 Å). The tilt angle, $\theta$, decreases linearly with coverage at the same rate for all of the OFMs, to approximately 55° at medium coverage and 40° at high coverage. The high-coverage value agrees reasonably well with tilt angles estimated from in situ AFM experiments, around 50° for SA [174] and stearyl amine [269] monolayers.

Possible explanations for the 10° higher tilt angle in the experiments relative to these simulations include the fact that a higher pressure (1.6 GPa) was used in the experiments or that the experiments obtained a lower coverage than the highest used in these simulations. It is worth noting that both of these simulations and the in situ AFM experiments yield a significantly larger tilt than that observed in PNR experiments of stearyl amine on iron oxide surfaces under ambient conditions ($\theta \approx 22^\circ$) [190] because of additional tilting under compression. In these simulations, $\theta$ appears to be independent of headgroup and tailgroup type, suggesting that once the molecules are subjected to high pressure (0.5 GPa), all of the molecules pack in a similar fashion regardless of headgroup type or tailgroup Z-unsaturation. This view is supported by previous high-pressure (0.3 GPa) simulations of close-packed alkanethiol monolayers on gold surfaces [201] which yielded a similar tilt angle ($\theta \approx 35^\circ$); the slightly lower tilt angle can be rationalized through the lower applied pressure.

The fact that $\theta$ remains similar moving from compression to sliding conditions indicates that this angle is determined solely by the film response in supporting the applied pressure, whereas the applied sliding simply rotates the preferred tilt orientation toward the sliding direction. The partial alignment of the molecular tilt with the sliding direction does not have a significant effect on the friction coefficient, the 100 ps block average of which remains relatively constant throughout the course of
the sampling period for all of the OFMs and coverages simulated (see Appendix A). Indeed, a simulation with the initial tilt aligned parallel to the sliding direction ($\Phi \approx 0^\circ$) yielded a friction coefficient within the statistical uncertainty of that when the initial tilt was perpendicular to the sliding direction. Previous NEMD simulations of direct monolayer–monolayer [201] and monolayer–surface [281] systems showed an increase and decrease in friction, respectively, when the tilt was aligned with the sliding direction. The fact that friction appears to be independent of the orientation of the tilt angle in these NEMD simulations suggests that a thin lubricant layer between the OFM films is critical to maintain a consistently low friction coefficient on atomically-smooth surfaces [185].

4.3.3. Friction

The influence of surface coverage on the friction coefficient was probed at a sliding velocity, $v_s = 10 \text{ m s}^{-1}$ and a pressure, $P_z = 0.5 \text{ GPa}$ for acids, amides, and glycerides (Fig. 26-a). The variation in the friction coefficient with sliding velocity was also examined for acids and glycerides at a pressure $P_z = 0.5 \text{ GPa}$ (Fig. 26-b). The results indicate that the friction coefficient varies significantly with OFM coverage, headgroup type, and sliding velocity. Fig. 26-a shows that for all OFMs considered, at $10 \text{ m s}^{-1}$, the friction coefficient at high coverage is around 30% lower than at medium coverage and approximately 25% less than at low coverage. On the basis of the structural information gathered at different coverages, this reduction in friction can be attributed to the formation of clear slip planes between the OFM films and the hexadecane lubricant, as observed through density (Fig. 20), probability (Fig. 21), and velocity profiles (Fig. 24) as well as simulation snapshots (Fig. 19). These slip planes are facilitated through the close-packing of the OFM tailgroups, which leads to a solid-like, coherent monolayer film which allows very little interdigitation with the hexadecane lubricant or with each another. Indeed, large decreases in friction have also been observed for close-packed monolayers relative to loose-packed monolayers in previous NEMD simulations [180,282] and AFM experiments [283,284], supporting the postulate that the formation of close-packed monolayers is important for the effective friction reduction of OFMs [188].
The performance of the OFMs with respect to friction reduction is as follows: \( \text{OA} \approx \text{SA} < \text{OAm} \approx \text{SAm} < \text{GMO} < \text{GMS} \). As with the variation in coverage, the differences in film structure can also be used to explain the relative performance of the various OFM molecules; however, the differences are more subtle. Contrary to some previous suggestions regarding the action of glycerides as friction modifiers [285], these simulations suggest that glycerides are able to act independently as friction modifiers on steel surfaces rather than merely serving as a reservoir for the acid. This hypothesis is supported by high-frequency reciprocating rig (HFRR) experimental results on steel surfaces, which showed higher friction coefficients for the disubstituted and trisubstituted glyceride than for the monosubstituted variant [20], suggesting that the molecule as a whole is responsible for reducing friction, rather than its hydrolysis products. In fact, GMS is the most effective additive in reducing friction at all coverages in these simulations, and this is consistent with the structural information in Fig. 20 and 21, which indicates less interdigitation between the OFM film and hexadecane for glyceride compared to acid and amide as a result of increased intermolecular hydrogen bonding (Fig. 23). At low coverage, the reduced friction coefficient for glycerides relative to that for acids and amides is probably primarily due to increased layering [266] of the OFM–hexadecane system rather than reduced interdigitation. These results agree with boundary friction experiments which have shown that amides [286] and glycerides [188] with saturated tailgroups yield lower friction coefficients than do acids. However, a smaller benefit of glycerides and amides relative to acids has been observed experimentally rather than being found in these simulations. This is probably due to lower glyceride and amide binding energies relative to that of the acid, which lead to lower surface coverage at equivalent concentrations.

To probe the effect of sliding velocity, \( v_s \), on the friction of the OFM films, simulations with \( v_s = 1, 2, 5, 10, \) and \( 20 \) m s\(^{-1}\) were also conducted, as shown in Fig. 26-b. The chosen sliding velocities lie at the upper end of the range of experimentally relevant values while still being computationally feasible and reliably thermostattable [278]. Because experimental boundary friction data on steel surfaces at different velocities are available in the literature only for acids and glycerides [188], amides are not
included in these comparisons. It is noteworthy that, other than the orientation of the tilt angle mentioned previously, the film structures remained essentially unchanged through the course of the simulations over the entire range of sliding velocities simulated.

Figure 26. Friction coefficient: as a function of coverage at $v_s = 10 \text{ m s}^{-1}$ (a) and as a function of sliding velocity (b) at high coverage (i), medium coverage (ii), and low coverage (iii). The dotted line is a logarithmic fit of the friction–velocity data for each OFM. Error bars were calculated from the standard deviation between block averages from 100 ps time windows.

It is clear from the fitting curves in Fig. 26-b that the friction coefficient increases linearly with log(sliding velocity) for all of the OFMs and coverages, in accord with experimental results [188,286] and stress-promoted thermal activation theory [166,176]. The observed increase in friction with sliding velocity can be rationalized in the following way; as two atoms approach in the interdigitated region, they experience a repulsive force. At low sliding velocities and/or high temperatures, the molecules can adjust their geometry by thermally induced translation, rotation, and conformational
changes in order to avoid increasing the repulsive force as the surfaces move past one another [279]. At high sliding velocities and/or low temperatures, thermal molecular adjustment alone becomes too slow and must be increasingly augmented by shear stress-promoted adjustments and thus the friction coefficient increases with sliding velocity [180]. Stress-promoted thermal activation models such as this yield a linear relationship between log(sliding velocity) and the friction coefficient [176,188]. At high coverage, the barriers to interfacial sliding are small because there is very little interdigitation of the OFM film and the hexadecane lubricant (Fig. 26-i), leading to a low friction coefficient which is only weakly influenced by the sliding velocity (Fig. 26-b-i). This behaviour mirrors that observed in SFA experiments on high-coverage monolayer films of other surfactants [287]. At medium coverage, the amorphous OFM monolayers are more interdigitated by the lubricant (Fig. 26-ii) and molecular adjustment is relatively slow because molecules are closely spaced. This means that activation barriers are both higher and more numerous, leading to a high friction coefficient which varies significantly with sliding velocity (Fig. 26-b-ii). At low coverage, the film is more liquid-like, and although the films are even more interdigitated (Fig. 26-iii), the widely spaced OFM molecules are relatively free to rearrange in order to reduce the barrier height regardless of the sliding velocity [288]. This means that low coverage films display a high friction coefficient which is almost independent of the sliding velocity (Fig. 26-b-iii).

At high velocity \(v_s = 10 \text{ m s}^{-1}\), the friction coefficient increases by around 5% for all OFMs between low and medium coverage (Fig. 26-a) before decreasing by 30% between medium and high coverage. This pattern has been observed in SFA experiments using monolayer films formed from other surfactants in which friction increased as the film moved from a liquid-like to an amorphous film and then decreased when a solid-like film was formed [288]. This is because, at high velocity, the closely spaced molecules in medium-coverage films have insufficient time to adjust their positions without augmenting the shear stress. At low velocity \(v_s = 1 \text{ m s}^{-1}\), the friction coefficient at medium coverage decreases to a value in between those at low coverage and high coverage (Fig. 26-b). This is because the molecules in medium-coverage films now have sufficient time to adjust their positions without
significantly increasing the shear stress. Boundary friction experiments are always carried out at relatively low velocity, explaining why a steady reduction in friction is observed in these experiments when the concentration of the OFM is increased [289,290].

The effect of tailgroup unsaturation on friction has been a topic of interest in many experimental [173,175,188,291] and simulation [187,292] studies of OFMs. The current simulation results suggest that, at equal coverage, the structure (Fig. 20 and Fig. 21) and friction (Fig. 26) of acid and amide OFMs with Z-unsaturated tailgroups are very similar to their saturated counterparts. Thus, experimentally observed differences between acid and amide OFMs with saturated and Z-unsaturated tailgroups are likely to have arisen from differences in their level of adsorption and thus surface coverage at the tested concentration, rather than from nanoscale structural differences. Although the binding energy of the OFM is not expected to change upon moving from saturated to Z-unsaturated tailgroups [292], the kink in the chain results in a larger kinetic barrier for the formation of a high-coverage film due to steric effects [293]. Indeed, in situ AFM experiments [174] have shown that, unlike SA, OA does not form close-packed monolayers on mica surfaces at equal concentration. Similarly, SFA experiments on steel surfaces have indicated that OA is able form close-packed monolayers, but only when it is added at much higher concentrations than SA [173]. This suggests that, in boundary friction experiments [188], OFMs with saturated tailgroups are more likely to form high-coverage films whereas OFMs with Z-unsaturated tailgroups probably form low coverage films. In these simulations, one can observe a 25% reduction in the friction coefficient upon moving from low to high coverage (Fig. 26-a). This level of reduction agrees well with experimentally observed differences between the friction coefficients of Z-unsaturated and saturated acid OFMs [188]. Moreover, the experimental friction coefficient for OFMs with saturated tailgroups increases linearly with log(sliding velocity) whereas the friction remains almost constant for OFMs with Z-unsaturated tailgroups [188]. This friction−velocity behaviour is also replicated in these simulations, with the friction of high-coverage (saturated) films increasing linearly with log(sliding velocity) (Fig. 26-b) and low coverage (Z-unsaturated) films displaying a friction coefficient which has only a very weak dependence on sliding velocity (Fig. 26-d).
The simulations still show a very slight increase for low-coverage films as opposed to complete invariance observed experimentally. This difference can be explained through the possibility of a small amount of lubricant entrainment in the higher boundary friction experiment velocities [286], which, at low coverage, may be sufficient to cancel the slight increase observed in these simulations.

The influence of the tailgroup Z-unsaturation on glyceride OFMs is different from that for acids and amides; specifically, saturated GMS is significantly (10%) more effective at reducing friction than Z-unsaturated GMO at all coverages and sliding velocities. This is mirrored by the fact that GMS films are less interdigitated by hexadecane, as shown in Fig. 20-a and Fig. 21-a. The cause of these differences in structure and friction is postulated to be a disruption of the hydrogen-bonding network due to the kink in the tailgroup.

4.4. Summary

In this study, classical MD simulations with an all-atom force field have been used to investigate the structure and friction of films consisting of a range of model (SA and OA) and commercially relevant (SAm, OAm, GMS, and GMO) OFMs adsorbed on iron oxide surfaces and lubricated by a thin layer of hexadecane. The primary aim was to determine the effects of surface coverage and sliding velocity as well as headgroup and tailgroup type on the properties of interest. We have shown that NEMD simulations with accurate all-atom force fields are capable of describing the structure and friction of a complex multicomponent system when care is taken in the simulation setup. Indeed, we have found very good agreement between our results for aspects of the film structure and friction and experimental results reported in the literature.

Preliminary squeeze-out simulations demonstrate that, even at low coverage, OFM films are able to support a thin hexadecane film and prevent solid–solid contact at high pressure ($P_z = 0.5$ GPa). As the coverage is increased, the equilibrium film thickness increases; however, the amount of lubricant trapped in this film remains constant regardless of coverage and corresponds to two molecular layers.
of hexadecane. This thin layer of hexadecane appears to be critical in maintaining consistent low friction between high-coverage films.

Compression simulations indicate that the OFM molecules tilt under the applied pressure ($P_z = 0.5$ GPa) to an extent that depends on the coverage. At low coverage, the average tilt angle was 70°, but this dropped to 40° at high coverage. The latter angle and the high-coverage slab separation (50–55 Å) agree well with the experimental results. When sliding is applied, the average tilt angle does not change significantly, but the orientation of the tilt changes from being aligned perpendicular to predominantly, though not wholly, parallel with the sliding direction.

The simulations demonstrate the key role of OFM coverage in film structure and thus in boundary friction. At low coverage, the hexadecane molecules penetrate the OFM monolayers, leading to a loosely ordered film that responds under shear in a viscous, almost Couette-like fashion. By contrast, at high coverage the OFM monolayers form ordered, solid-like structures with negligible interdigitation between their methyl groups and the separating hexadecane layer. In these high coverage films, shear is accommodated by slip planes between the well-defined OFM–hexadecane and hexadecane–hexadecane layers. Consequently, the friction coefficient is considerably lower at high coverage than at low coverage. The medium-coverage case gives an amorphous film structure which, at $v_s = 10$ m s$^{-1}$, leads to the highest friction of the three studied because it lacks both the fluidity of the low-coverage case and the clear slip plane formation that occurs at high coverage.

Amide and particularly glyceride OFMs yield lower friction coefficients than acid OFMs at all coverages in these simulations, as has been observed experimentally. This is achieved through the formation of intermolecular hydrogen bonds between proximal headgroups, which results in more cohesive films, thus allowing less lubricant interdigitation. These simulations suggest that glyceride OFMs are effective at reducing friction in their own right, and thus hydrolysis to the carboxylic acid may not be required in order to reduce boundary friction, as is sometimes proposed.
A linear increase in the friction coefficient with log(sliding velocity) is confirmed for all of the OFMs at all coverages, although the dependence is greatest for medium-coverage (amorphous) monolayers and very slight for low-coverage (liquid-like) monolayers. The results of the simulations suggest that differences in friction between high-coverage (solid-like) and medium-coverage (amorphous) OFM films will be relatively small under experimentally relevant boundary sliding velocities, whereas a 25% reduction is predicted when moving from low coverage to high coverage, as has been observed experimentally.

The simulation results provide strong evidence to suggest that the experimentally observed benefits of OFMs with saturated tailgroups over those containing Z-unsaturation originate not primarily from the inherent structures of their films but rather from the ability to form films with a higher surface coverage. As a result, saturated OFMs should be used where possible to facilitate the formation of close-packed monolayers and maximize friction reduction in the boundary regime.
Chapter 5. Comparison of All-Atom and United-Atom Force-Fields for Simulations of OFM Structure and Friction

The work described in this chapter has been partly published in Materials (ref. [220]).

5.1. Introduction

As discussed in detail in chapter 3, the choice of force-field for long chain molecules can significantly affect the accuracy of results obtained from MD simulations. In this chapter, united-atom and all-atom force-fields are compared in confined NEMD simulations which probe the structure and friction of stearic acid adsorbed on iron oxide and separated by a thin layer of n-hexadecane.

5.2. Methodology

5.2.1. Simulation Setup

The simulation setup is essentially the same as for Section 4.2. only united-atom and all-atom force-fields are compared. Thus, to avoid repetition, the methodology for this section is described briefly here and in more detail in Section 4.2. A representative example of the systems simulated in this study is shown in Fig. 17-a. It consists of a thin layer of n-hexadecane lubricant confined between two stearic acid (OFM) monolayers adsorbed on iron oxide slabs.

Two (100) slabs of α-iron(III)-oxide [270] (hematite) with dimensions (xyz) of approximately 55 Å × 55 Å x 12 Å were used as the substrates, representing a single asperity contact. Periodic boundary conditions were applied in the x and y directions. Stearic acid molecules were oriented perpendicular to, and initially 3 Å from, the interior surfaces of the two slabs (Fig. 17-a). Two horizontally-orientated molecular layers (70 molecules) of n-hexadecane were then randomly distributed between the stearic acid films. This thickness of n-hexadecane was determined from previous squeeze-out simulations using the same systems, as described in ref [267].

Three coverages of stearic acid are considered; a high surface coverage ($\Gamma = 4.32$ nm$^{-2}$) close to the maximum theoretical value; a medium coverage ($\Gamma = 2.88$ nm$^{-2}$) approximately 2/3 of the maximum
coverage; and a low coverage ($\Gamma = 1.44 \text{ nm}^{-2}$) around $\frac{1}{3}$ of the maximum coverage. This corresponds to 132, 88 and 44 stearic acid molecules on each 30 nm$^2$ slab respectively. The highest coverage simulated has been observed experimentally for stearic acid on iron oxide surfaces [170].

The n-hexadecane and stearic acid molecules were represented by either; i) L-OPLS-AA [26,234] (all-atom) or, ii) TraPPE-UA [237,294] (united-atom) force-fields. Lennard-Jones interactions were cut-off at 10 Å and ‘unlike’ interactions were evaluated using either the geometric mean (L-OPLS-AA) or Lorentz—Berthelot (TraPPE-UA) mixing rules. Electrostatic interactions were evaluated using a slab implementation [273] of the PPPM algorithm [70] with a relative accuracy in the forces of $1 \times 10^{-5}$. Surface-hexadecane and surface-stearic acid interactions were represented by the Lennard-Jones and Coulomb potentials; the hematite surface parameters selected were developed by Berro et al. [169].

The hematite slab atoms were restrained in the corundum crystal structure by harmonic bonds between atoms within 3 Å. The force constant of these bonds was chosen to be 130 kcal mol$^{-1}$ Å$^{-2}$, which has been shown previously to keep the surface structure suitably rigid, but not to adversely affect the thermostatting [187].

A temperature of 300 K is maintained using a Langevin thermostat [55], with a time relaxation constant of 0.1 ps. The pressure ($P_z = 0.5 \text{ GPa}$) was controlled by applying a constant normal force to the outermost layer of atoms in the upper slab, keeping the $z$-coordinates of the outermost layer of atoms in the lower slab fixed, as is common in confined NEMD simulations (Fig. 17-a).

5.2.2. Simulation Procedure

First, a density similar to that of liquid n-hexadecane (0.75 g cm$^{-3}$) was achieved by moving the top slab down at 10 m s$^{-1}$, prior to energy minimisation. The system was then pressurised ($P_z = 0.5 \text{ GPa}$), thermostatted in the directions perpendicular to the compression ($x$ and $y$), and allowed to equilibrate at 300 K. Initially, the slab separation varied in a damped harmonic manner, so sliding was not applied until a constant average slab separation was obtained and the hydrostatic pressure within the n-
hexadecane film was close to its target value. These compression simulations were generally around 200 ps in duration.

After compressive oscillation became negligible, a velocity of $v_x = \pm v_s/2$ was added in the $x$ direction to the outermost layer of atoms in each slab (Fig. 17-a) and sliding simulations were conducted for 0.5-10.0 ns, depending on the sliding velocity. The values of $v_s$ applied were 1.0, 2.0, 5.0, 10.0 and 20.0 m s$^{-1}$ and all simulations were run for long enough to yield a sufficient sliding distance (10 nm) to obtain representative values for the friction coefficients (uncertainty <10%). While lower sliding velocities are desirable to match those used in boundary friction experiments (typically mm s$^{-1}$), they are not yet accessible using NEMD simulations of this scale [187]. During the sliding simulations, any heat generated was dissipated using a thermostat acting only on the middle 10 Å of both iron oxide slabs (Fig. 17-a), applied in the direction perpendicular to the both the sliding and compression ($y$) [92]. This is known to be advantageous over direct thermostating of the fluid which has been shown to significantly affect the behaviour of confined fluids under sliding conditions [65]. The boundary thermostatting method applied here has been shown previously to be effective in controlling the temperature of similar systems and sliding velocities [278]. At the onset of sliding, an expansion due to the increase of temperature by shear heating was expected so it was ensured that steady state sliding had been attained before sampling began for the friction coefficient [169]. The time taken to achieve steady state sliding decreased with increasing sliding velocity but always equated to approximately 2 nm of sliding distance.

The kinetic friction coefficient, $\mu$, was obtained using the extended Amontons–Coulomb law under the high load approximation: $F_L/F_N \approx \mu$. $F_L$ and $F_N$ are respectively the average total lateral and normal forces acting on the entire slab. The friction coefficients presented are the average of those calculated for the top and bottom slabs. The validity of the high load approximation has been confirmed from previous NEMD simulations of stearic acid layers with a thin, separating layer of n-hexadecane [185,187].
5.3. Results and Discussion

The results in section two describe differences between L-OPLS-AA (all-atom) and TraPPE-UA (united-atom) in terms of their description of the structure and friction of iron oxide surfaces, covered by stearic acid monolayers, confining a thin layer of n-hexadecane, during NEMD simulations. These results demonstrate the crucial role of force-field selection on the reproduction of experimental friction behaviour in multicomponent tribological systems. Differences in the structure of the films obtained with the two force-fields are described first, followed by variations in their frictional behaviour. The structures of the films as calculated with the two force fields are very similar; however, marked differences are visible in the system’s dynamic properties, such as the velocity profile and the friction coefficient. In what follows, some properties are expressed as functions of the distance from the surface, denoted by $z$; this is taken as the distance from the innermost layer of atoms on the bottom slab.

5.3.1. Structure

Fig. 27 shows the variation in the molecular tilt angle, $\theta$, defined as the angle between a vector from the carbonyl carbon atom (C) to the terminal carbon atom (CTT) and the surface normal. The high coverage tilt angle of the stearic acid film agrees relatively well with values estimated from in-situ AFM experiments (50° at 1.6 GPa) [174] for both the all-atom and united-atom force-fields. However, similar to previous MD simulations of thiol monolayers on gold [251], united-atom force-fields yielded reduced tilt angles, owing to the slightly lower area that each chain occupies, allowing molecules to lie flatter to the surface. The difference is most apparent at high coverage, where the molecules represented by the united-atom force-field are almost 5° more tilted than those represented by the all-atom force-field.
Figure 27. Variation in the average C$_{1-18}$ tilt angle to surface normal, $\theta$, as a function of coverage for all-atom and united-atom force-fields under sliding conditions, $P_z = 0.5$ GPa, $v = 10$ m s$^{-1}$.

Fig. 28 shows the ordering within the high coverage stearic acid films through separate radial distribution functions (RDFs), $g(r)$, for the carbonyl carbon, C, and the terminal carbon, CTT. The C RDFs are shifted upwards by 10 units for clarity. RDFs from previous simulations have shown that the films move from liquid-like to amorphous to solid-like with increasing coverage [267]. The C RDFs show a large peak at $r = 5$ Å, which indicates ordering of the stearic acid molecules to the unit-cell dimension of the hematite surface [270]. There are also distinguishable C and CTT peaks at higher multiples of $r = 5$ Å indicating long-range order and a solid-like film. The united-atom and all-atom systems have very similar C and CTT RDFs, suggesting the united-atom force-field also yields a solid-like film at high coverage. The C peaks are better defined in the all-atom case, perhaps due to the non-polar hydrogens
‘locking’ the molecules in place and leading to a slightly more solid-like film.

Figure 28. Radial Distribution Function (RDF), g(r), which describes the ordering of the terminal CTT (dotted) and carbonyl C (solid) atoms for all-atom (orange) and united-atom (blue) at high coverage. The C RDFs are shifted upwards by 10 units for clarity.

The mass density profiles, ρ(z), in Fig. 29 show the layering and interdigitation of the all-atom and united-atom systems. In order to uncover differences in the flow within all-atom and united-atom systems during sliding, velocity profiles, v_x(z), are also shown. Atom velocities are computed for 0.5 Å spatial bins which are averaged over 100 ps time blocks during the sliding phase.

Figure 29. Profile of atom x velocities from 0.5 Å spatial bins in z, v_x(z), overlaid on to atomic mass density profile in z, ρ(z), at high (i), medium (ii) and low (iii) coverage. P_z = 0.5 GPa, v_s = 10 m s^{-1}. 
Sharp, intense peaks at the far left and right-hand side of the mass density profiles in Fig. 29 indicate adsorption of carboxylic acid headgroups on the surface, whilst the less intense peaks, which extend further from the surface, are due to the tailgroups. The stearic acid films become substantially thicker and more structured with increasing coverage. Moreover, the level of interdigitation, indicated by the overlap of the solid and dotted lines, decreases with increasing coverage [267]. Fig. 29 shows that the layering and interdigitation of the films are very similar between united-atom and all-atom models; however, the slab separation is slightly greater in the all-atom systems since the volume of each molecule is marginally greater than in the united-atom systems. The thickness of the stearic acid films [174], and the system as a whole [173], agree well with experiment for both the all-atom and united-atom systems at high coverage.

The velocity profiles indicate that there is no slip at the surface in any of the systems, as expected for the strongly absorbed headgroups. The tailgroups move at a similar velocity as the slab to which they are absorbed (± 5 m s\(^{-1}\)) until the region where they become significantly interdigitated with the n-hexadecane lubricant. At this point, the velocity profile becomes Couette-like, indicating shear within the interdigitated region. The flow within the system changes slightly moving from an all-atom force-field to a united-atom force-field. For the all-atom system at high coverage (Fig. 29-i), almost the entire stearic acid molecule moves with the wall, with multiple slip planes between the well-defined stearic acid and n-hexadecane layers. Although these layers seem equally well-defined in the united-atom mass density profile, the velocity profile has a shallower gradient and includes only one slip plane in the centre of the system. This is more similar to the all-atom velocity profile at medium coverage (Fig. 29-ii). The low coverage velocity profile (Fig. 29-iii) is more typical of conventional planar Couette flow, with a near linear velocity profile of the liquid between the slabs, rather than the region between the stearic acid tailgroups. In the all-atom case, the low coverage velocity profile contains steps which indicate partial plug-flow between combined stearic acid-hexadecane layers [154]. These steps are less evident in the united-atom case, where the velocity profile is almost linear throughout the fluid. Collectively, the united-atom and all-atom velocity profiles suggest that the flow within the film
changes depending on whether a united-atom or all-atom force-field is used. Generally, the flow is more Couette-like and there is less variation with coverage in the united-atom systems; specifically there is an absence of steps and more similar gradients in the velocity profiles.

5.3.2. Friction

The influence of surface coverage on the friction coefficient was probed at a sliding velocity, $v_s = 10.0 \text{ m s}^{-1}$ and a pressure, $P_z = 0.5 \text{ GPa}$ (Fig. 30-a). The variation in the friction coefficient with sliding velocity ($v_s = 1-20 \text{ m s}^{-1}$) was also examined at high, medium and low coverage and a pressure, $P_z = 0.5 \text{ GPa}$ (Fig. 30-b). The high coverage friction-velocity behaviour is then compared directly to experiments (Fig. 31). The results indicate that the all-atom and united-atom systems yield considerably different friction behaviour.

Friction-coverage behaviour for the all-atom system is described first. At $10.0 \text{ m s}^{-1}$, the friction coefficient increases by 5% between low and medium coverage (Fig. 30-a); which can be rationalised as follows. In the liquid-like, low coverage system, there is a very high level of interdigitation (Fig. 29) but molecular rearrangement is also fast, because the stearic acid molecules are widely spaced. This means that the shear stress is not significantly augmented as molecules from opposing slabs slide past one another. In the amorphous, medium coverage film, interdigitation is decreased; however, molecular rearrangement is much slower, due to stearic acid molecules being packed more closely; this results in increased shear stress and thus a higher friction coefficient [267].
The friction coefficient at high coverage is around 30% lower than at medium coverage, and approximately 25% less than at low coverage. Based on the structural changes with coverage, this reduction in friction can be attributed to the formation of clear slip planes between the stearic acid films and the n-hexadecane lubricant, as observed through atomic mass density and velocity profiles (Fig. 29). These slip planes are facilitated through the close-packing of the tailgroups, which leads to a solid-like, coherent monolayer film which allows very little interdigitation with the n-hexadecane lubricant or with each another. The increase in friction coefficient between low and medium coverage and then decrease between medium and high coverage (Fig. 30-b) observed at high velocity ($v_s = 10.0 \text{ m s}^{-1}$) has been observed in AFM experiments of different surfactant films [288]. At low velocity ($v_s =$...
1.0 \text{ m s}^{-1}), the friction coefficient at medium coverage decreases to a value in between those at low coverage and high coverage (Fig. 30-b), since molecules have more time to rearrange relative to the sliding velocity [267]. Boundary friction experiments are always carried out at relatively low velocity, explaining why a steady reduction in friction is observed when the concentration of stearic acid is increased [289].

In the united-atom systems, the structural changes with coverage are similar; however, the friction-coverage behaviour is very different. Firstly, the friction coefficient is significantly lower in the united-atom systems for all of the coverages simulated. This is probably due to the artificial smoothness of the hydrogen-free united-atom molecules which leads to a reduction in the steric barriers to interfacial sliding. Moreover, the friction-coverage trend (Fig. 30-a) is the opposite of that observed in the all-atom NEMD simulations as well as AFM [288] and boundary friction experiments [188]. In the all-atom systems, in accordance with experiment, increasing coverage leads to reduced interdigitation and a significant reduction in the friction coefficient. This behaviour is not replicated for united-atom systems, since the smoother molecules can slide over one another more easily, so the level of interdigitation has less influence on the friction coefficient. This means that the increased viscous contribution to friction from the thicker, high coverage film becomes more significant than any reduction due to slip plane formation. Therefore, the united-atom friction coefficient increases with increasing coverage of stearic acid, despite the reduced interdigitation.

It is clear from the fitting curves in Fig. 30-b that the friction coefficient increases linearly with \text{log}(\text{sliding velocity}) at all coverages, in accord with experimental results and stress-promoted thermal activation theory [188]. The friction coefficient is much lower in the united-atom systems; the greatest difference (-45\%) is at low and medium coverage and the smallest difference (-30\%) is at high coverage, where there is significantly less interdigitation. This further suggests that the contribution to friction due to interdigitation is severely under-predicted when using a united-atom force-field. The rate of increase in friction coefficient with increasing sliding velocity is also slightly less for united-
atom systems and there is less variation between the different coverages. For example, the steep increase in the friction coefficient evident in the medium coverage all-atom system is not so prominent in the united-atom system.
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**Figure 31.** Variation in the friction coefficient with sliding velocity (logarithmic x-axis) for high coverage all-atom and united-atom systems as well as experiment. Experimental data ($P_z = 0.69$ GPa) are reproduced with permission from ref [188]. Dotted line extrapolation from point at which experimental data shows a constant gradient ($5 \times 10^{-4} \text{ m s}^{-1}$) to sliding velocities accessible in NEMD simulations.

Fig. 31 shows that the friction coefficients from the high coverage all-atom system agrees extremely well with extrapolations from boundary friction experiments [188] conducted at lower sliding velocities ($3.0 \times 10^{-7} - 5.0 \times 10^{-3} \text{ m s}^{-1}$), whereas united-atom friction coefficients are around 30% lower than these extrapolations. The linear extrapolation of the experimental data to higher sliding velocities is justified since this linear increase in the friction coefficient with log(sliding velocity) is predicted by stress-promoted thermal activation theory [188]. The all-atom simulation data (boundary thermostatted to 300 K) appear to show slightly better agreement with the experimental data collected at 373 K than data collected at 308 K. Experimentally, the temperature may influence the level of interdigitation and speed of molecular rearrangement within the films, as well as the surface coverage [188]. Since the exact coverage is not known in the experimental systems, it is not possible to determine the relative significance of these factors on the friction coefficient; this could be
investigated in future simulations where coverage and temperature are varied independently. The friction under-prediction using united-atom force-fields is evident from the comparison shown in Fig. 31. This under-prediction is expected to be relevant in all NEMD simulations of long-chain molecules, and will be particularly severe when the molecules are densely packed but not clearly layered, for example the medium coverage films in these simulations (Fig. 30-b-ii). In line with the viscosity [101], friction under-prediction is expected to be much more severe for linear molecules, than those with significant branching.

5.4. Summary

The most effective united-atom (TraPPE-UA) and all-atom (L-OPLS-AA) force-fields from chapter 3 were applied in confined NEMD simulations of a test system. In particular, a multicomponent tribological system where high pressures are especially relevant, was chosen in order to compare the differences between the force-fields in terms of their prediction of structure and friction.

Both all-atom and united-atom force-fields accurately reproduce the experimental structure of stearic acid films adsorbed on iron oxide surfaces and separated by a thin layer of n-hexadecane. However, differences are observed in the flow within the films under sliding, with steeper, more stepped velocity profiles for the all-atom systems. The friction behaviour is also very different between the all-atom and united-atom systems. In the all-atom systems, friction generally decreases with increasing coverage, in accord with experimental results. This is due to reduced interdigitation and the formation of clear slip planes between the stearic acid and n-hexadecane layers. In the united-atom systems, the friction coefficient is much lower, and generally increases with increasing coverage, suggesting that interdigitation is less critical to the friction coefficient, which appears to be dominated by the viscous contribution due to shearing within the film.

United-atom force-fields are able to reproduce the linear increase with log(sliding velocity) predicted by stress-promoted thermal activation theory and captured by all-atom simulations and experiments.
However, while the high coverage all-atom results fit extremely well with experimental extrapolations, the friction coefficient is under-predicted by 30% in the united-atom system.

The results from the first section suggest that an accurate, all-atom force-field, such as L-OPLS-AA is required in order to accurately predict the experimental viscosity of long-chain molecules. Moreover, results from the second section indicate that experimental friction behaviour of confined, multicomponent tribological systems is only captured using and accurate, all-atom force-field.

United-atom force-fields have been, and will likely continue to be useful to capture trends in tribological simulations of very large, complex systems due to their relatively low computational expense. However, systematic under-prediction of the viscosity and friction of long-chain, linear molecules make them less accurate for NEMD simulations of tribological systems. Thus it is recommended that all-atom force-fields, specifically L-OPLS-AA, are used in future MD simulations of tribological systems containing long-chain, linear molecules where computational resources allow.
Chapter 6. Effect of Nanoscale Roughness on the Structure and Friction of OFM Films

The work described in this chapter has been published in *Tribology International* (ref. [295]).

6.1. Introduction

The effect of surface roughness on the performance of OFMs is not fully understood [11]. Most previous NEMD simulations of OFM films on metal surfaces have utilised atomically-smooth slabs, with only atomic corrugation [69,187,267,292,293,296], although the influence of artificial asperities placed on top of atomically smooth slabs have also been considered [185,186,297]. The presence of nanoscale roughness has been shown to significantly influence the adhesion of solid surfaces through both MD simulations and AFM experiments [298]. The effect of 3D nanoscale fractal roughness on the friction between sliding surfaces has also been investigated for both dry sliding [299–301] and in the presence of lubricant molecules [302–304] in large-scale NEMD simulations. These previous simulations suggested that the friction coefficient depends on how effectively the lubricant is able to prevent the direct contact of asperities on opposing surfaces [303]. Nonpolar lubricant molecules can be easily squeezed-out from between asperities [275,305], but strongly-adsorbed OFMs are expected to be more difficult to remove, making them more effective in reducing asperity contact and thus friction in the boundary lubrication regime [267]. Other NEMD simulations of alkanes between amorphous and crystalline surfaces have shown that layering of lubricant films is strongly suppressed on the rougher amorphous surfaces, resulting in a more liquid-like film [135]. This may have significant implications regarding the ability of OFM films to separate opposing solid surfaces with nanoscale roughness.

The kinetic friction coefficient in nanotribological systems can be obtained using the extended Amontons-Coulomb law: $F_L = \mu F_N + F_0$, where $F_L$ and $F_N$ are, respectively, the average total lateral and normal forces acting on the outermost layer of atoms in each of the slabs and $F_0$ is the Derjaguin offset, the friction force at vanishing load, which is generally attributed to adhesive forces [185,187,306].
Recent SFA experiments of palmitic acid OFMs in PAO base oil highlighted $F_0$ as a significant contribution to $F_L$ under relatively low applied pressures (<10 MPa) [306]. Previous NEMD simulations showed that the Derjaguin offset increased with increasing surface roughness, decreased with increasing stearic acid coverage, and became negligible when sufficient lubricant was present to separate the stearic acid films [185]. In our previous NEMD simulations, we demonstrated that the friction coefficient is reduced at high coverage of stearic acid, due to the formation of solid-like monolayers which allow very little interdigitation and yield slip planes between well-defined molecular layers [267]. In this study, we will probe the effect of; (i) higher pressures (0.5-2.0 GPa), in order to test the limits of operability of OFMs, and (ii) surfaces with different levels of 3D root mean square (RMS) roughness (0.2, 0.5, 0.8 nm), in order to assess the effect of nanoscale roughness on the structure and tribological behaviour of OFM films. The roughness added in this study is expected to be similar to that found on experimental surfaces, since it is added using a random midpoint displacement (RMD) algorithm, which generates surfaces with a quantifiable RMS roughness [299]. Conversely, in previous confined NEMD simulations of stearic acid, the roughness was varied by changing the size of artificial roughness features [185,186,297].

The ‘smooth’ steel surfaces used in tribological experiments generally have a RMS roughness of approximately 10 nm [307,308], though other surfaces, such as gold, can be produced with a RMS roughness well below 1 nm [309]. Therefore, all of the RMS roughness values used in this study represent an extremely smooth experimental surface; however, accurate representation of larger RMS roughness values would require prohibitively large simulation areas [135]. Moreover, the roughness features considered here are on a similar scale to the OFM molecules, probably giving them the most potential to weaken OFM films by disrupting intermolecular forces between neighbouring molecules. The current simulations will highlight the effect of changes in the nanoscale structure within the film due to changes in surface roughness on both the friction coefficient and the Derjaguin offset. The results obtained with stearic acid will also be directly compare to results for $n$-hexadecane.
under similar conditions [303], in order to highlight the reasons for the differences in their friction reduction performance in the boundary lubrication regime [188,310].

6.2. Methodology

6.2.1. Simulation Setup

A representative example of the systems simulated in this study is shown in Fig. 32-a. It consists of two stearic acid monolayers adsorbed on α-iron slabs with 3D nanoscale RMS roughness (Fig. 32-b). The α-iron slabs are chosen as a model for steel, which is of significant academic and industrial interest. Though α-iron oxide would be a more accurate representation of a steel surface [267], no classical MD force-field is currently available which can accurately model its deformation under the high pressures applied in these simulations. Stearic acid was chosen as a model OFM, an important class of boundary lubricant additive, which has been used in numerous previous experiments [173–175,188,310] and MD simulations [69,185–187,267,292,293,296,297]. Our previous NEMD study showed that whilst there were significant variations in the structure and friction of stearic acid films and those formed by other types of OFM (amides and glycerides), all gave the same general trends [267]. Unlike in our previous study [267], no lubricant molecules were added between the stearic acid films. Preliminary squeeze-out simulations showed that only two molecular layers of \( n \)-hexadecane remained between stearic acid films at 0.5 GPa [267], and since higher pressures (0.5–2.0 GPa) were applied in the current simulations, very few \( n \)-hexadecane molecules were expected to remain between the asperities. A more complete understanding of lubricant squeeze-out in the presence of OFM films would certainly be an interesting target of future MD simulations and AFM experiments, but is beyond the scope of this current study. All structures were constructed using the Materials and Processes Simulations (MAPS) platform from Scienomics SARL.
Figure 32. Setup for compression and sliding simulations. (a) Shows a representative system (0.8 nm roughness, 4.56 nm$^{-2}$ coverage) after compression (1.0 GPa), before sliding; periodic boundary conditions (yellow dashed line) are applied in the $x$ and $y$ directions. (b) Shows only the bottom slab to demonstrate the different levels of RMS roughness; the headgroup positions are highlighted to indicate the different surface coverages of stearic acid. Rendered using VMD [264]; Fe atoms are shown in pink, O in red, H in white, terminal C in yellow, and the other C in cyan; H atoms in the tailgroups are omitted for clarity.

Most surfaces have roughness on several length scales, including the nanoscale, that can be described by a self-affine fractal scaling law [299,311]. Here, the Hurst exponent and the root mean square (RMS) roughness can be used to quantify the amount of roughness [300]. Using the random midpoint displacement (RMD) algorithm, rough surfaces can be generated which are periodic across their boundaries [300]. The RMD algorithm, with a Hurst exponent of 0.8, was used to independently generate the same RMS nanoscale roughness (0.2, 0.5 or 0.8 nm) in the top and bottom slabs [299,303]. In order to avoid generating only a few large asperities, the RMD algorithm did not start from the centre of only one square (entire slab), but rather four smaller, equally sized squares [300]. The slabs themselves had approximate $x$, $y$, $z$ dimensions of 11, 11, 5 nm. Periodic boundary conditions were applied in the $x$ and $y$ directions. The dimensions of the solid surfaces confining the stearic acid films are much larger in the current simulations than those used in many previous NEMD studies [69,185–187,267,297], in order to provide a more faithful representation of the statistical distribution.
of the heterogeneous surface morphology [135]. On experimental surfaces, the typical height of a roughness feature is expected to be approximately 2–3 orders of magnitude smaller than its lateral dimensions [312]. To replicate this in NEMD simulations would require a prohibitively large system size and hence the ‘steepness’ of the roughness features in these and previous NEMD simulations [299,312] is expected to be somewhat exaggerated. Nonetheless, the use of an RMD algorithm provides a more realistic representation of nanoscale surface roughness than harmonic [266] or other artificially introduced [185] roughness features.

Stearic acid molecules were oriented perpendicular to, and initially 3 Å from, the interior surfaces of the two slabs (Fig. 32-a). The surface coverage, $\Gamma$, can be defined as the average number of stearic acid molecules present in a given surface area ($\text{nm}^{-2}$). Three coverages of stearic acid were considered; a high surface coverage ($\Gamma = 4.56 \text{ nm}^{-2}$) close to the maximum theoretical value [170]; a medium coverage ($\Gamma = 3.04 \text{ nm}^{-2}$) approximately 2/3 of the maximum coverage; and a low coverage ($\Gamma = 1.52 \text{ nm}^{-2}$) around 1/3 of the maximum coverage (Fig. 32-b). Note that the $\Gamma$ values assume an atomically smooth surface. The high, medium and low coverages correspond to 600, 400, and 200 stearic acid molecules adsorbed on each of the 131.6 nm$^2$ slabs respectively. The highest coverage simulated has also been observed experimentally [170]. Simulations with no stearic acid molecules between the slabs were also conducted for comparison.

Classical MD simulations were performed using LAMMPS [255]. The MD equations of motion were integrated using the velocity-Verlet algorithm with an integration time-step of 1.0 fs. Fast-moving bonds involving hydrogen atoms were constrained with the SHAKE algorithm [256]. The stearic acid molecules were represented by the L-OPLS-AA force-field [26]. This is an updated form of the OPLS-AA force-field [234] which was explicitly parameterised for long-chain molecules. We have shown previously that the use of accurate all-atom force-fields is critical to obtain accurate tribological behaviour in confined systems which include long-chain molecules [69]. Lennard-Jones interactions were cut-off at 10 Å and ‘unlike’ interactions were evaluated using the geometric mean mixing rules
Electrostatic interactions were evaluated using a slab implementation [273] of the PPPM algorithm [70] with a relative accuracy in the forces of $1 \times 10^{-5}$. Fe-stearic acid interactions were represented by the Lennard-Jones potential; the parameters for iron were developed by Savio et al. [266] for the adsorption of alkanes. The $\alpha$-iron slabs contain no partial charges so there is no electrostatic interaction between the stearic acid molecules and the $\alpha$-iron slab; however, there is still preferential adsorption of the headgroups due to the stronger Fe-O interactions ($\varepsilon \approx 0.06$ eV) relative to the Fe-C interactions ($\varepsilon \approx 0.01$ eV) [185]. Fe-Fe interactions within the slabs are represented by the many-body Embedded Atom Model (EAM) [313], which can accurately model deformation of the slabs under the high pressures applied [303]. Iron and steel surfaces quickly become oxidised when exposed to air, which significantly reduces the adhesion force between contact surfaces in experimental systems [303]. Therefore, a Lennard-Jones potential was used for Fe–Fe interactions between atoms in opposing slabs (Fig. 32-a) in order to mimic the reduced adhesion between oxidised surfaces [299]. The Lennard-Jones parameters, $\varepsilon = 0.02045$ eV and $\sigma = 0.321$ nm, were used for this interaction, as have been successfully utilised in previous NEMD simulations of tribological systems [203,303].

6.2.2. Simulation Procedure

The systems were initially energy minimized and then compressed ($F_N = 0.5, 1.0, 1.5, 2.0$ GPa), thermostatted (300 K) in the directions perpendicular to the compression ($x$ and $y$), and allowed to equilibrate. During the compression stage, the temperature is controlled using a global Langevin thermostat [92], with a time relaxation constant of 0.1 ps. The pressure was controlled by applying a constant normal force to the outermost layer of atoms in the upper slab, keeping the $z$-coordinates of the outermost layer of atoms in the lower slab fixed (Fig. 32-a), as is common in confined NEMD simulations [185,186,297,302–304]. The slab separation initially varied in a damped harmonic manner, so sliding was not applied until a constant average slab separation was obtained and the hydrostatic pressure within the stearic acid film was close to its target value. The compression simulations were approximately 0.5 ns in duration.
A velocity of $+5 \text{ m s}^{-1}$ was then added in the $x$ direction to the outermost layer of atoms in the top slab and $-5 \text{ m s}^{-1}$ to the bottom slab (total sliding velocity = $10 \text{ m s}^{-1}$), as shown in Fig. 32-a, and sliding simulations were conducted for 2.0 ns. All simulations were run for long enough to yield a sufficient sliding distance (20 nm) to obtain representative values for the lateral (friction) forces (uncertainty < 10%). While lower sliding velocities are desirable to match those used in boundary friction experiments (typically mm s$^{-1}$), they are not yet accessible using NEMD simulations of this scale [187,267].

During the sliding simulations, any heat generated by shearing of the molecules was dissipated using a Langevin thermostat, with a time relaxation constant of 0.1 ps, which acted only on the 10 Å of $\alpha$-iron slabs closest to the fixed layers (Fig. 32-a), and was applied in the direction perpendicular to both the sliding and compression ($y$) [92]. This is known to be advantageous over direct thermostatting of the fluid, which has been shown to significantly alter the behaviour of confined fluids under sliding conditions [65]. This boundary thermostatting method is common in confined NEMD simulations [185,186,297,302–304] and has been shown to be effective in controlling the temperature of similar systems at the sliding velocity applied applied here (10 m s$^{-1}$) [278]. At the onset of sliding, an expansion due to the increase of temperature by shear heating was expected, so it was ensured that steady state sliding [187] had been attained before sampling of the lateral and normal forces began. The time taken to achieve steady state sliding equated to approximately 0.5 ns (5 nm of sliding).

6.3. Results and Discussion

Variations in the nanoscale structure within the films with nanoscale RMS roughness and stearic acid coverage were monitored through visualised trajectories, atomic mass density profiles, velocity profiles, and radial distribution functions. Thermal and mechanical equilibration were confirmed before sampling began. The tribological behaviour of the stearic acid films were probed by examining the change in lateral forces on the outer layer of atoms in the slabs, $F_L$, with normal pressure, $F_N$. A linear plot of $F_L$ against $F_N$ was then used to establish the Derjaguin offset, $F_0$, and the friction
coefficient, $\mu$, for each of the surface roughness and coverages combinations simulated. The variation in $F_0$ and $\mu$ with RMS surface roughness and coverage was then plotted in order to establish the relative influence of each.

6.3.1. Structure

Fig. 33 shows the variation in the interface between the stearic acid films on the top and bottom slabs with surface coverage and RMS roughness. Even with the exaggerated steepness of the nanoscale roughness features [312], and high pressures applied in these simulations, the stearic acid films maintain separation of the asperities at all coverages, which demonstrates the robustness of the films.

Figure 33. Images showing the interface between the stearic acid films on the top and bottom slabs at all levels of RMS roughness and coverages considered; after compression (1.0 GPa), before sliding. Rendered using VMD [264]; Fe atoms are shown in pink, O in red, H in white, terminal C in yellow, and the other C in cyan; H atoms in the tailgroups are omitted for clarity.

These results are in contrast to those obtained for similar coverages of $n$-hexadecane, which allowed direct contact of asperities under the same conditions [303]. At increasing stearic acid coverage, there is a larger separation between the opposing slabs. Moreover, the terminal carbon atoms, highlighted in yellow, form more ordered layers, resulting in a smoother interface between the films adsorbed on
the upper and lower slabs. Increased RMS surface roughness seems to suppress this layering somewhat and leads to more disordered interfaces; however, these changes appear to be less significant than the dependence on surface coverage.

Fig. 34 shows the change in the atomic mass density profiles for all atoms in the stearic acid molecules in $z$, $p(z)$, and $x$-velocity profile in $z$, $v_x(z)$, with coverage at 0.2, 0.5 and 0.8 nm RMS roughness. The velocity profiles at all levels of coverage and roughness show that there is no slip at the surface, as expected for the strongly absorbed carboxylic acid headgroups [187,267]. The tailgroups also move at equal velocity to the slabs to which they are absorbed ($\pm 5$ m s$^{-1}$), but only up to the region where they become interdigitated with the other film, at which point the atoms move slower as the interface is sheared [267]. In common with results from atomically smooth slabs [267], there is a decrease in the interdigitation between films adsorbed on opposing slabs as the coverage of stearic acid is increased, as indicated by reduced overlap of the mass density profiles. Therefore, the interface is more ordered in the 4.56 nm$^2$ coverage systems, resulting in steeper velocity profiles compared to those at lower coverage. This suggests the presence of slip planes between the films adsorbed to the top and bottom slabs, which leads to less shearing of the film and thus a lower viscous contribution to the friction coefficient [267]. On slabs with greater RMS surface roughness, there is more interdigitation between films adsorbed on opposing slabs; although this effect is less significant than the change with coverage. The velocity profiles are similar at all levels of RMS surface roughness, though they are generally steeper at 0.2 nm, suggesting a clearer slip plane due to a smoother interface. At 0.2 nm RMS roughness, the mass density profiles are very similar to those observed on atomically smooth $\alpha$-iron oxide surfaces [267]; however, as the surface roughness increases, the outermost headgroup peaks (closest to the iron surface) become considerably less intense. This is similar to what has been highlighted previously for linear alkanes, where less ordered, more liquid-like films were observed on surfaces with greater nanoscale roughness [135]. This is explored further for stearic acid through the film radial distribution function (RDF) in Fig. 35.
Figure 34. Atomic mass density profiles in $z$ (solid line), $\rho(z)$, and $x$-velocity profile in $z$ (dashed line), $v_x(z)$, at: 1.0 GPa; 1.52, 3.04, 4.56 nm$^{-2}$ coverage; (a) 0.2 nm (b) 0.5 nm (c) 0.8 nm RMS roughness. Atomic mass densities and velocities are computed for 0.5 Å spatial bins and averaged for the final 200 ps of the sliding phase. The profiles are shifted such that a $z$-coordinate of zero is at the centre of the interface between the films adsorbed on the top and bottom slabs. Magnified inset highlights the change in velocity profile with coverage.

Fig. 35 shows the change in the radial distribution function (RDF) for the carbonyl carbon and terminal carbon atoms with coverage at 0.2, 0.5 and 0.8 nm RMS roughness. In Fig. 35, the carbonyl carbon shows long-range order for all levels of RMS roughness and coverages, with the major peaks occurring at multiples of $r = 4$ Å. This slightly exceeds the unit-cell dimension of the $\alpha$-iron surface (2.86 Å) [313], suggesting that, while the surface structure determines the headgroup packing of the stearic acid films on $\alpha$-iron oxide [267], on $\alpha$-iron, the limiting headgroup area [170] is too large to occupy every lattice site. The carbonyl peak at 4 Å is of similar intensity at all coverages; however, at 4.56 nm$^{-2}$, there are sharper, more intense peaks at 8 and 12 Å, indicating long-range ordering of the headgroups and more solid-like films. The terminal peaks at 4, 12 and 16 Å are most intense at 4.56 nm$^{-2}$ coverage, suggesting
that the tailgroups remain solid-like at the interface [267]. The change in the RDFs with coverage is similar at 0.2 nm RMS roughness as on atomically smooth α-iron oxide surfaces [267]; however, there is much less variation on the RDFs with coverage at 0.8 nm RMS roughness. Films on surfaces with larger RMS roughness generally have weaker carbonyl and terminal peaks, particularly at 8 and 12 Å, indicating less long-range order and more liquid-like films.

![Figure 35.
Radial distribution function (RDF) for the terminal (dashed line) and carbonyl (solid line) carbon atoms at: 1.0 GPa; 1.52, 3.04, 4.56 nm$^{-2}$ coverage; (a) 0.2 nm (b) 0.5 nm (c) 0.8 nm RMS roughness. The carbonyl RDFs are shifted upward by 10 units for clarity. Magnified inset highlights the change in RDF with coverage and RMS roughness.](image)

6.3.2. Friction

Fig. 36 shows the change in average total lateral force, $F_L$, with average total normal force, $F_N$, for all of the roughness and coverage combinations considered. The normal and the lateral force on the outer layer of atoms in the slabs (Fig. 32-a) are both time-averaged over the data acquisition period (1.5 ns). This approach is commonplace in confined NEMD simulations of tribological systems [69, 185–187, 267, 297] and is similar how these forces are measured experimentally [188, 310]. All of the combinations in Fig. 36 yield a linear increase in $F_L$ with $F_N$ and a non-zero intercept, indicating that all of the systems follow the extended Amontons-Coulomb friction law [185]. A steeper gradient in Fig. 36 indicates a greater friction coefficient while a larger intercept shows a larger Derjaguin offset, $F_0$, which represents load-independent adhesive forces [187].
Figure 36. Variation in the average total lateral force, $F_L$, with the total normal force, $F_N$, on the outer layer of atoms in the top and bottom slabs, at: 1.52, 3.04, 4.56 nm$^{-2}$ coverage; 0.2 nm, 0.5 nm, 0.8 nm RMS roughness. The intercept of each line represents the Derjaguin offset, $F_0$, and gradient is the friction coefficient, $\mu$. Error bars, calculated from the standard deviation between the trajectory time-averages, are omitted for clarity, but are of a similar size to the symbols.

Generally, as the surface coverage of stearic acid increases, there is a reduction in lateral force through a reduction in both the gradient ($\mu$) and intercept ($F_0$). Conversely, as the RMS surface roughness increases, there is an increase in lateral forces due to an increase in both gradient ($\mu$) and intercept ($F_0$). The variation in the $F_0$ and $\mu$ values (determined from Fig. 36) with surface coverage and RMS roughness are presented in Fig. 37 and Fig. 38 respectively.
Fig. 37-a shows that the variation of the friction coefficient, $\mu$, with coverage depends on the RMS surface roughness. At 0.2 nm RMS roughness, the friction coefficient increases by 3% between 1.52 nm$^{-2}$ and 3.04 nm$^{-2}$ coverage and then decreases by 12% between 3.04 nm$^{-2}$ and 4.56 nm$^{-2}$ coverage. This is the same pattern observed in NEMD simulations of stearic acid adsorbed on atomically smooth \(\alpha\)-iron oxide surfaces at high sliding velocity (10 m s$^{-1}$) [267]. However, even with only 0.2 nm RMS roughness, the friction coefficient is higher, and is reduced by less between low and high coverage, than on atomically smooth surfaces [267]. The friction-coverage behaviour changes at 0.5 nm RMS roughness, where the friction coefficient at 1.52 nm$^{-2}$ and 3.04 nm$^{-2}$ are virtually identical, but there is still a decrease of 11% between 3.04 nm$^{-2}$ and 4.56 nm$^{-2}$ coverage. At 0.8 nm RMS roughness, there is a continuous decrease in friction coefficient with increasing coverage, by 5% between 1.52 nm$^{-2}$ and 3.04 nm$^{-2}$ and by 12% between 3.04 nm$^{-2}$ and 4.56 nm$^{-2}$. The general reduction in the friction coefficient with increasing coverage can be explained through the reduction in interdigitation between stearic acid films on the upper and lower slabs (Fig. 34). The reduction in interdigitation means that the stearic acid molecules do not need to rearrange as much in order to facilitate sliding of the surfaces, resulting in a reduction in lateral force [180]. The increase in friction coefficient between 1.52 nm$^{-2}$ and 3.04 nm$^{-2}$ at 0.2 nm roughness is due to slower rearrangement of the more
closely-packed stearic acid molecules, which leads to a higher friction coefficient at high sliding velocity (10 m s$^{-1}$) [267]. At higher roughness, the films generally become more liquid-like (Fig. 34 and Fig. 35) and hence molecular rearrangement is faster, leading to a reduction in the friction coefficient at 3.04 nm$^{-2}$.

Fig. 37-b shows that $F_0$ decreases linearly with increasing surface coverage to a similar degree at all levels of RMS surface roughness. There is a decrease in $F_0$ of approximately 40% between 1.52 nm$^{-2}$ and 3.04 nm$^{-2}$ as well as between 3.04 nm$^{-2}$ and 4.56 nm$^{-2}$. Previous NEMD simulations [185] also observed a similar decrease in $F_0$ with increasing coverage on atomically smooth slabs; however, there was much less change in $F_0$ on slabs which contained nanoscale roughness features. Analysis using the smooth particle method (SPM) showed that $F_0$ was exponentially related to the interface contact area between the upper and lower films [185]. In the current simulations, the interdigitation between the upper and lower films is reduced at increasing coverage regardless of the RMS surface roughness (Fig. 34). This is because the smoother interface (Fig. 33) results in a smaller contact area and thus a lower $F_0$. The discrepancy between the changes in $F_0$ with coverage at different levels of roughness may arise from differences in the method used to impose the surface roughness, or perhaps even the force-field applied; this is discussed further below.

**Figure 38.** Variation in the friction coefficient, $\mu$, (a) and Derjaguin offset, $F_0$, (b) with RMS roughness at: 1.52, 3.04, 4.56 nm$^{-2}$ coverage. Error bars represent the variation between approximate and exact solutions of the Amontons-Coulomb equation.
Fig. 38 shows that both $\mu$ and $F_0$ increase linearly with increasing RMS surface roughness. From Fig. 33 and Fig. 34, as well as previous SPM analysis [185], this can be attributed to an increase in interdigitation, leading to increased interface contact area and thus increased adhesion and resistance to sliding. It is not due to local breakdown of the OFM film or solid-solid contact (Fig. 33). The gradients of the increase in $\mu$ and $F_0$ with RMS roughness are similar at all coverages. The gradient for the change in $F_0$ with RMS roughness suggests a value of just 0.03 GPa at 4.56 nm$^{-2}$ and 0.08 at 1.52 nm$^{-2}$ coverage on atomically smooth surfaces, which agrees well with previous NEMD simulations [185]. However, ref. [185] found that, at low coverage, the change in $\mu$ and $F_0$ were less dependent on roughness than at high coverage. This was explained through the fact that, in solid-like, high coverage films, roughness features below the film are almost perfectly reproduced on top of it; whereas in liquid-like, low coverage films, the stearic acid molecules have more freedom to rearrange themselves according to the surface features of the slab, filling the troughs between asperities and ensuring a more even sliding interface [185]. However, Fig. 33 and Fig. 34 demonstrate that on these larger slabs, which provide a more faithful representation of the statistical distribution of the heterogeneous surface morphology [135], the interface is much smoother at higher coverage, even at 0.8 nm RMS roughness. Another factor to the differences between the current and previous results may be the force-field used to represent the stearic acid molecules. Ref. [185] represented stearic acid with the OPLS-AA force-field [234], which has been shown to yield elevated melting points for long-chain molecules [69]. The use of OPLS-AA [234] may lead to more solid-like films than when a more accurate force-fields for long-chain molecules, such as L-OPLS-AA [26] are used (as they are in the current simulations). Therefore, the use of OPLS-AA [234] may result in high coverage films which are less deformable, leading to rougher interfaces and thus more adhesion and resistance to interfacial sliding at high coverage than if L-OPLS-AA [26] were employed.

From these simulations, it is clear that $\mu$ and $F_0$ are generally decreased with increasing stearic acid coverage and decreased by increasing nanoscale RMS roughness. Generally, the gradients in Fig. 38 are shallower than those in Fig. 37, suggesting that $\mu$ and $F_0$ are influenced more heavily by stearic
acid coverage than nanoscale RMS surface roughness. Moreover, comparing Fig. 37-a to Fig. 38-a and Fig. 37-b to Fig. 38-b, it seems that $F_0$ is more susceptible to changes in stearic acid coverage and nanoscale RMS roughness than $\mu$ (note that the $\mu$ y-axis is truncated).

Relating these simulations to experiments, the lateral (friction) force measured in OFM-lubricated systems is likely to be heavily influenced by $F_0$ at lower $F_N$, i.e. lower applied loads and thus contact pressures (<0.5 GPa) [306]. However, in this case, there is likely to be a significant number of lubricant molecules present which separate the OFM films; and this has been shown to eliminate $F_0$ [185,267]. Conversely, when $F_N$ is high, as in the boundary lubrication regime, the lateral force experienced is more heavily influenced by changes in $\mu$, and any variation in $F_0$ becomes less significant (Fig. 36). Therefore, the extended Amonton-Coulomb law under the high load approximation [187,267], $\mu \approx F_L/F_N$, should provide an accurate estimation of the friction coefficient in OFM-lubricated systems in the boundary regime.

The $\mu$ value observed with no stearic acid molecules present between the $\alpha$-iron slabs decreases with increasing RMS roughness; from 0.2 nm ($\mu = 0.28$), to 0.5 nm ($\mu = 0.25$) and 0.8 nm ($\mu = 0.24$), which agrees well with previous NEMD simulations using the same $\alpha$-iron force-field and similar conditions [303]. This trend is due to the reduction in solid-solid contact area at higher roughness. In these previous simulations, slabs with 0.5 nm RMS roughness lubricated with $n$-hexadecane reduced the friction coefficients by 10% at 1.48 nm$^2$ ($\mu = 0.22$) and 30% at 2.96 nm$^2$ ($\mu = 0.17$) compared to the unlubricated case [303]. In the current simulations, at 0.5 nm RMS roughness, a similar coverage of stearic acid yielded friction coefficients reduced by 40% at 1.52 nm$^2$ ($\mu = 0.149$) and 47% at 4.56 nm$^2$ ($\mu = 0.132$) compared to the unlubricated case. The $\mu$ value obtained with $n$-hexadecane is both higher and more sensitive to changing coverage than when stearic acid is used. This is because when the rough surface is lubricated with $n$-hexadecane, direct contact of asperities on opposing surfaces occurs; however, this is avoided when the rough surfaces are lubricated by stearic acid, even at low
coverage. This can be attributed to the strong adsorption of the carboxylic acid headgroup to the α-iron surface, which prevents molecules being squeezed out from between asperities [267,306].

In High Frequency Reciprocating Rig (HFRR) experiments [310], μ has also been observed to decrease with an increasing concentration of stearic acid. The concentration of OFMs in a lubricant is generally used as the variable in tribology experiments rather than surface coverage, because it is far easier to measure and control [267]; however, recent depletion isotherm experiments have shown that stearic acid adsorption follows the Langmuir isotherm model [175]. In HFRR experiments on steel surfaces, a reduction in μ with an increasing concentration of stearic acid in n-hexadecane has been observed; from 0 mmol dm$^{-3}$ (μ = 0.25), to 0.1 mmol dm$^{-3}$ (μ = 0.18), to 1 mmol dm$^{-3}$ (μ = 0.12), and 10 mmol dm$^{-3}$ (μ = 0.10) [310]. These results agree well with the decrease in μ with increasing coverage of stearic acid observed in these NEMD simulations. The μ values from the simulations are somewhat higher than those from the experiments due to the higher sliding velocities employed (10 vs. 0.05 m s$^{-1}$) [188], as predicted by stress-promoted thermal activation theory [69,310].

There is much interest in the different friction behaviour of saturated OFMs and those with Z-unsaturation in their tailgroups [173–175,188]. Mixtures of these are generally used collectively in commercial additive formulations [11], which may affect their friction reduction performance [188,267]. Our previous NEMD simulations [267] showed that, at a given coverage, films of Z-unsaturated OFMs, such as oleic acid, actually had very similar nanoscale structures as those formed by saturated OFMs, such as stearic acid. However, by comparing the friction-velocity behaviour from NEMD simulations and experiments, it was suggested that OFMs with Z-unsaturated tailgroups yield lower coverage films than saturated OFMs on steel surfaces [267]. Specifically, in the NEMD simulations low coverage films gave higher friction coefficients which were independent of sliding velocity [267], as experimentally observed for oleic acid [188], whereas high coverage films yielded a low friction coefficient which increased linearly with log(sliding velocity) [267], as experimentally observed for stearic acid [188]. This postulation has recently been confirmed using depletion isotherm
experiments [175] which showed a much lower plateau coverage for oleic acid ($\Gamma \approx 2 \text{ nm}^2$) than stearic acid ($\Gamma \approx 4 \text{ nm}^2$) on iron oxide from $n$-hexadecane. Therefore, assuming a high experimental concentration, the low coverage films in these simulations are representative of those observed experimentally for oleic acid, whilst the high coverage films are comparable to stearic acid. The structure of the stearic acid films varied less with coverage in the presence of nanoscale RMS roughness (Fig. 34 and Fig. 35); however, the high coverage films gave lower lateral forces (Fig. 35), through reductions in both $\mu$ and $F_0$ (Fig. 37 and Fig. 38). This suggests that OFMs with $Z$-unsaturation will be significantly less effective in reducing friction than those with completely saturated tails on surfaces with nanoscale RMS roughness as well as atomically smooth ones.

6.4. Summary

In this study, we have used large-scale nonequilibrium molecular dynamics (NEMD) simulations to examine the nanoscale structure and friction of stearic acid, a model organic friction modifier (OFM), adsorbed on iron surfaces with 3D nanoscale RMS roughness. Three different coverages of stearic acid (1.52, 3.04, 4.56 nm$^{-2}$) were adsorbed between iron slabs with three different levels of RMS roughness (0.2, 0.5, 0.8 nm). High (0.5-2.0 GPa) pressures, as experienced between asperities in the boundary lubrication regime, were simulated in order to investigate the robustness of stearic acid monolayers under these rather extreme conditions.

The stearic acid films were able to maintain separation of asperities on opposing surfaces under even the highest RMS roughness (0.8 nm) and lowest coverage (1.52 nm$^{-2}$) systems simulated, due to strong adsorption of the headgroups which prevented squeeze-out. As a result, the friction coefficient was reduced by more than 40% compared to when no stearic acid molecules were present between the slabs. Moreover, comparing the results of the current study to previous NEMD simulations [303], the stearic acid films were found to be significantly more effective than $n$-hexadecane in reducing friction on surfaces with 0.5 nm RMS roughness. The decrease in friction coefficient moving from $n$-hexadecane to stearic acid is consistent with that observed in boundary friction experiments.
The results of this study suggest that the lateral (friction) force measured experimentally is likely to be heavily influenced by the Derjaguin offset at lower pressure (<0.5 GPa). However, in this case, there is likely to be lubricant present to separate the stearic acid films, which eliminates the Derjaguin offset. Conversely, when the pressure is high, as in the boundary lubrication regime, the lateral force experienced is more heavily influenced by changes in the friction coefficient, and any variation in the Derjaguin offset becomes less significant.

These simulations reiterate the key role of OFM coverage in the film structure and boundary friction reduction. On surfaces with nanoscale roughness, systems with a higher coverage of stearic acid generally yielded lower lateral (friction) forces due to reductions in both the friction coefficient and Derjaguin offset. This is due to the formation of solid-like films, which allow little interdigitation with the opposing film, resulting in smooth interfaces and low resistance to interfacial sliding.

Surfaces that have greater levels of nanoscale RMS roughness have more disordered, liquidlike stearic acid films; however, the friction coefficients and Derjaguin offsets is only slightly increased, despite the rather extreme steepness of the roughness features. Therefore, these results suggest that OFMs are only slightly less effective in reducing friction on surfaces with nanoscale roughness as those which are atomically smooth.

This study showed no evidence of any collapse of stearic acid films at asperity tips even at the highest contact pressures; the changes in friction observed with pressure and coverage originated solely from changes in the structure of the OFM films. Since the surface roughness simulated was considerably steeper than the level expected in real engineering components, this suggests that such OFM film collapse between asperities is unlikely on engineering surfaces under the conditions studied.
Chapter 7. Investigation of Friction and Wear of Carbon Nanoparticles Between Iron Surfaces

The work described in this chapter has been partly published in *Tribology Letters* (ref. [203]).

7.1. Introduction

Since the discovery of Buckminster Fullerene (C\textsubscript{60}), tribologists have been enthused about the possibility of utilising spherical molecules as ‘nanoscale ball-bearings’ to reduce friction and wear [314]. They are attractive as additives since they have a high degree of structural stability and are chemically unreactive. Moreover, they do not contain elements such as sulphur, phosphorus, and certain metals which can be environmentally harmful and also poison engine exhaust after-treatment devices. Although C\textsubscript{60} fullerene additives have been shown to reduce friction and wear under specific conditions [206,315–317] their action as molecular ball bearings has been widely disputed [204,205] and their overall performance as potential lubricant additives has been somewhat disappointing [11,204,205]. However, larger carbon nanoparticle additives have shown more promise with regards to boundary friction and wear reduction; specifically carbon nano-diamonds (CND), and carbon nano-onions (CNO) [11]. CNDs can be formed from detonation experiments which yield extremely smooth, spherical particles with a diameter between 1-20 nm [318]. CNDs contain predominantly sp\textsuperscript{3} carbons and have a mainly polycrystalline diamond structure. CNOs consist of nested icosahedral fullerenes, with each layer containing 60n\textsuperscript{2} carbon atoms, where n is an integer [319]. They can be formed by electron-beam irradiation of amorphous carbon [319] as well as annealing of CNDs [320], which results in progressive graphitization (sp\textsuperscript{3} to sp\textsuperscript{2}) from the surface to the core of the particle.

Both CND [318,321–326] and CNO [210,211,327–333] have been shown to significantly reduce friction and wear of steel surfaces under boundary lubrication conditions. Specifically, CNO has been shown to reduce the friction coefficient by ≈85% when used as a solid lubricant [331]. Friction coefficient reductions of ≈50% have also been observed compared to a pure base oil when CNO [210] and CND [321] were used as additives. Under high pressure boundary lubrication conditions, much of the base
oil is squeezed out from between asperities \([267,275]\), leading to contact of opposing surfaces and high friction and wear. Large friction and wear benefits can still be observed when CNO and CND are used as additives, suggesting that they are able to reduce the contact of asperities more effectively than the base oil alone \([321]\). In comparative studies, CNO additives have yielded both lower \([210,328]\) and higher \([326]\) friction and wear than CND additives, though the reasons for this disparity are, prior to this study, yet to be elucidated.

Despite considerable research, there is still much uncertainty as to the friction reduction mechanisms of carbon-based, and indeed most, nanoparticle friction modifier additives \([11]\). Many different mechanisms have been proposed as discussed in Section 4.2.2. and shown in Fig. 8.

The aim of this study is to use atomistic NEMD simulations to shed further light on the friction reduction mechanisms of carbon nanoparticle additives on \(\alpha\)-iron surfaces, chosen as a model for steel which is generally used in experiments and applications. Two types of nanoparticle will be simulated; i) a CNO, modelled by four layers of nested fullerenes \((C_{60}@C_{240}@C_{540}@C_{960})\), with a diameter of approximately 3 nm, ii) a CND, modelled by a diamond sphere, also with a diameter of approximately 3 nm. These particle diameters, although rather small due to computational constraints, still lie well within the experimentally relevant range \([318]\). Simulating both CND and CNO allows us to assess their relative effectiveness under identical conditions, as well as to uncover any differences in their friction reduction mechanisms.

The NEMD simulations will be conducted under a wide range of conditions, with variables including surface coverage, applied normal pressure and sliding velocity. This should reveal a more complete picture of how carbon nanoparticle additives operate at the nanoscale under boundary lubrication conditions. The fact that NEMD simulations are limited to the nanoscale means that it is not feasible for them to recreate all situations where the nanoparticles may provide a reduction in friction and wear (e.g. Fig. 8-d); however, they can yield unique insights into the nanoscale tribological behaviour of the nanoparticles confined between asperities, which are inaccessible to experiments \([215]\). The
remainder of this manuscript will be presented as follows; first, details of the simulation methodology are given, this is followed by discussion of the results in the context of the application of CNO and CND as lubricant additives, before final conclusions are drawn.

7.2. Methodology

Classical NEMD simulations were performed in LAMMPS [255]. In all of the simulations, two atomically smooth (100) slabs of α-iron with dimensions (xyz) of approximately 9.0 × 9.0 x 3.0 nm were used as the substrates, representing a single asperity contact (Fig. 39-a). Nanoparticles were confined between the two slabs and periodic boundary conditions were applied in the x and y directions (Fig. 39-c). No base oil molecules were included in these simulations since, under high pressure, boundary conditions, we can assume that most of them will be squeezed out from between asperities [267,275], and thus the nanoparticles will support the majority of the load. Adding an arbitrary number of base oil molecules in these simulations would be counterproductive, since the periodic boundary conditions mean that molecules cannot be squeezed out from between asperities as they would be in experimental systems and they would therefore provide additional, unphysical load support.

The C-C interactions in CNO and CND are modelled using an updated version of the adaptive intermolecular reactive empirical bond order (AIREBO) potential [334], known as AIREBO-M [335]. AIREBO-M uses the same functional form as the hydrocarbon second generation REBO2 potential [336] for covalent C-C interactions, with an additional Morse term to represent the van der Waals interactions. The Morse potential is ‘switched off’ at the onset of C-C bond formation in order to prevent disruption of the REBO2 energies. The Morse potential replaces the Lennard–Jones potential used in the original AIREBO, which has been shown to yield unphysical results for carbon systems subjected to high pressures [335]. The use of AIREBO-M rather than AIREBO is expected to more accurately reproduce the interlayer distances in the CNO nanoparticles, as well as interactions between neighbouring carbon nanoparticles, under the high normal pressures applied.
In order to accurately model plastic deformation within the slab, the Fe–Fe interactions are modelled using the embedded atom model (EAM) potential [313]. Iron and steel surfaces quickly become oxidized when exposed to air, which significantly reduces the adhesion force between contact surfaces in experimental systems [303]. Therefore, a Lennard–Jones potential was used for Fe–Fe interactions between atoms in opposing slabs (Fig. 39-a) in order to mimic the reduced adhesion between oxidized surfaces [300]. The Lennard–Jones parameters, $\varepsilon = 0.02045$ eV and $\sigma = 3.21$ Å, were used for this interaction, as have been successfully utilised in previous tribological NEMD simulations [300,303].

The Fe–C van der Waals interactions are also modelled using a Lennard–Jones potential. The Lennard-Jones parameters used here, $\varepsilon = 0.02495$ eV and $\sigma = 3.70$, were parameterised for MD simulations of carbon nanotube growth on iron surfaces [337] and have since been successfully applied in tribological NEMD simulations of CNDs between iron surfaces [214] as well as nano-scratching of iron by diamond tips [338,339].

![Figure 39](image_url)

**Figure 39.** (a) Image of representative system set up for NEMD simulations (CND, $\theta = 0.11$). Carbon-carbon bonds are shown in green for CND and orange for CNO, Fe atoms are shown in pink for the thermostatted and fixed atoms and cyan (top) or purple (bottom) for the deformable atoms. The red dotted lines indicate periodic boundaries. Rendered using VMD [264]. (b) Image of four-layer CNO particle ($C_{60}@C_{240}@C_{540}@C_{960}$). (c) Schematic showing the nanoparticle coverages simulated; $\theta = 0.11, 0.44$ and 1.00. Velocity, $v_s$, applied at 10° to the $x$-axis of the periodic box.
All systems were constructed using the Materials and Processes Simulations (MAPS) platform from Scienomics SARL. A representative example of the systems simulated in this study is shown in Fig. 39-a.

The MD equations of motion were integrated using the velocity-Verlet algorithm with an integration time-step of 1.0 fs. A Langevin thermostat [55], with a time relaxation constant of 0.1 ps was used in all of the simulations in order to maintain a temperature of 300 K. The thermostat acted only on the atoms in the outer 10 Å ($z$) of each slab (Fig. 39-a) and was applied in the direction perpendicular to the both the sliding and compression ($y$) [214,267]. This method is known to be advantageous over direct thermostatting of systems in confinement, which has been shown to significantly affect their behaviour during sliding [65].

A wide phase-space was mapped in order to capture any changes in the friction reduction mechanism of the nanoparticles under boundary conditions. Specifically, the fractional coverage of the nanoparticles, $\theta$, the applied normal pressure, $P_z$, and sliding velocity, $v_s$, were all varied independently. A maximum coverage ($\theta = 1.00$) was simulated by including nine nanoparticles in direct contact with each other in a primitive cubic arrangement between the slabs. A medium ($\theta = 0.44$) and low ($\theta = 0.11$) coverage were also simulated by including four and one nanoparticles between the slabs respectively. The nanoparticles were initially positioned to give maximum possible separation from one another (Fig. 39-c). A simulation with no nanoparticles between the sliding surfaces was also conducted in order to estimate the percentage friction reduction achieved with CNO and CND.

The nanoparticles were initially positioned 3 Å from the slabs prior to energy minimisation. The systems were energy minimised, compressed and equilibrated before sliding was applied. After energy minimisation, the outer-shell of CNO became slightly faceted (Fig. 39-b) [320], whereas CND remained entirely spherical (Fig. 39-a). The normal pressure, $P_z = 1.0, 2.0, 3.0, 4.0$ and $5.0$ GPa was applied to the slab by adding a constant force in the z-direction to the outermost layer of atoms in the top slab whilst keeping the outermost layer of atoms in the bottom slab fixed in the z-direction, as is
common in confined NEMD simulations [214,267]. The target pressure was reached gradually by increasing the normal force from that corresponding to $P_{z}/100$, $P_{z}/20$, $P_{z}/10$, $P_{z}/2$ and finally $P_{z}$ during 100 ps increments. As the normal pressure was increased, the slab separation initially varied in a damped harmonic manner, so sliding was not applied until a constant average slab separation was obtained at the target pressure, $P_{z}$.

A range of sliding velocities, $v_{s} = 5, 10$ and 20 m s$^{-1}$, were applied in order to monitor any change in the friction coefficient as well as the rolling/sliding motion of the nanoparticles. While lower sliding velocities are desirable to match those used in boundary friction experiments (typically mm s$^{-1}$), they are not yet accessible using atomistic NEMD simulations of this scale [267]. When compressive oscillation became negligible, a velocity of $v = \pm v_{s}/2$ was added to the outermost layer of atoms in each slab (Fig. 39-a). In the low coverage and high pressure simulations, the nanoparticles ploughed through the surface to produce nanoscale wear tracks. Therefore, when the sliding velocity was applied parallel to the $x$-axis of the periodic box yield, the nanoparticles reworked their own wear tracks as they passed through periodic boundaries, leading to an unphysical decrease in the friction coefficient. Consequentially, for all of the results given below, the sliding velocity was applied at a 10° angle from the $x$-axis of the periodic box (Fig. 39-c), which was sufficient to prevent the nanoparticles from reworking their own wear tracks after passing through the periodic boundary [215]. Sliding simulations were conducted for 10-40 ns, depending on the sliding velocity. All simulations were run for long enough to yield a sufficient sliding distance (20 nm) in order to obtain a steady state friction coefficient, with an uncertainty less than 10%. This uncertainty was estimated as the standard deviation between the block average friction coefficient values, which were calculated every 0.5 nm after 2.0 nm of sliding. It was also confirmed for a representative sample that the standard deviation between ensemble average friction coefficients from three independent trajectories yielded a similar level of uncertainty.
7.3. Results and Discussion

In this study, we use NEMD to provide unique insights into the nanoscale friction and wear reduction mechanism of carbon nanoparticles CND and CNO. The kinetic friction coefficient, \( \mu \), was obtained using the extended Amontons–Coulomb law under the high load approximation: \( \mu = \frac{F_L}{F_N} \), where \( F_L \) and \( F_N \) are respectively the average total lateral and normal forces acting on the outer layer of atoms in each slab. Variations of the friction coefficient with sliding distance are presented for CND and CNO under a range of coverages, pressures and sliding velocities. The variation in the average friction coefficient with pressure and indentation depth are also presented and linked to macroscopic predictions. The indentation depth of the nanoparticles into the slabs, temperature profiles of the systems during sliding, and angular velocities which indicate whether the nanoparticles are rolling or sliding, are also included in order to gain more insight into the friction reduction mechanisms of the nanoparticles. All results are presented as block averages, calculated every 0.5 nm of sliding. Simulation snapshots are included to enable visualisation of important changes in behaviour under different simulation conditions. The results section is divided into three sections corresponding to the variation in friction and wear due to the three main variables investigated in this study; the nanoparticle coverage (3.1), the normal pressure (3.2) and the sliding velocity (3.3).

7.3.1. Effect of nanoparticle coverage

Results for NEMD simulations with no nanoparticles between the slabs are presented first in order to enable estimation of the benefits of different coverages of CNO and CND.
Fig. 40 shows that when α-iron slabs are slid against one another without nanoparticles between them, the friction behaviour varies significantly with sliding distance. Initially, there is a sharp increase to a high friction coefficient (\(\mu > 5\)) as a result of the very high commensurability of the opposing surfaces which 'locks' them together (Fig. 40). After around 1 nm of sliding, a transfer film forms between the opposing surfaces (Fig. 40) [214]. Here, the friction coefficient decreases [213,303] and reaches a steady state of \(\mu \approx 1\), which is comparable to the experimentally observed value for the dry sliding of steel surfaces [331,340], thus validating this surface model for the reproduction of experimental friction coefficients.
Fig. 41 shows the change in the friction behaviour when CNO and CND nanoparticles are present at various coverages when $P_z = 1.0$ GPa. Comparing Fig. 40 to Fig. 41 indicates that the friction coefficient is reduced considerably in the presence of CNO and CND at all nanoparticle coverages considered. Fig. 41 also shows that the friction coefficient varies significantly with nanoparticle coverage. Since the apparent contact area decreases at lower coverages, the local pressure on each particle increases. The nanoparticles do not indent into the slabs at 0.44 coverage and 1.00 coverage (Fig. 42), which leads to very low friction coefficients ($<0.05$) that remain relatively constant through the course of the sliding simulation (Fig. 41). Here, the friction coefficient arises purely from resistance to rolling/sliding due to van der Waals interactions between the nanoparticle and the slabs, which dislodges surface atoms from their lattice positions, thus increasing the shear stress. At 0.11 coverage, the friction coefficient sharply increases to around 0.35 for CNO and 0.40 for CND and then reaches a steady state after approximately 2 nm of sliding. This is because, at 0.11 coverage, there is significant indentation of the nanoparticles into the surface, which plough nanoscale wear tracks during sliding (Fig. 42). The ploughing action of the nanoparticles causes plastic deformation within the slab, leading to an additional, much larger, contribution to the friction coefficient [341]. As has been observed experimentally [210,328], CNO yields a lower friction coefficient than CND in these simulations.
Experiments which have shown CND to be more effective in reducing friction [326] probably achieved better dispersion of CND than CNO, leading to a higher surface coverage.

The 0.11 coverage CNO and CND systems show a slight increase in the friction coefficient after one pass of the surface (≈9 nm), due to contact of the nanoparticles with wear debris ejected during the first pass of the surface. However, after ≈2 nm more sliding, the friction coefficient returns to the same as value before passing through the periodic boundary, suggesting that any atomic-scale roughness present on the surface will be removed by the nanoparticles and will have a negligible influence on the friction coefficient. This also indicates that surface polishing due to the presence of CNO and CND may be another contributor to low friction, as has been suggested previously from experimental results [321,325].

The friction-coverage behaviour agrees well with boundary friction experiments which, at low concentrations, show a decrease in friction coefficient when the concentration of CND or CNO is increased [330,332]. At 0.11 coverage (Fig. 41), the friction coefficient is reduced by approximately 75% relative to when no nanoparticles are present (Fig. 40). This percentage friction reduction agrees broadly well with results of boundary friction experiments which used carbon nanopearls (larger, ≈150 nm layered nanoparticles) as a solid lubricant (=85%) [331], as well as when CNO and CND are used as additives in a base oil (=50%) [210,321]. The very low friction coefficients and zero wear observed at 0.44 and 1.00 coverage in these simulations have not been detected in boundary friction experiments of CNO and CND. Whilst this can partly be attributed to the lack of viscous friction from the presence of a base oil in these simulations, it also suggests that high nanoparticle coverages were probably not reached in the experiments. This is because, although nanoparticle coverage initially increases with concentration, at higher concentrations the nanoparticles begin to agglomerate and become too large to enter the contact, leading to a reduction in surface coverage [324]. Therefore, CNO and CND nanoparticles may be even more effective in reducing boundary friction and wear should better dispersion methods to be developed in order to yield high surface coverages.
Fig. 42-a shows the indentation depth, \( d(z) \), of the nanoparticles into each of the \( \alpha \)-iron slabs. This is monitored throughout the sliding simulation by subtracting the \( z \)-extension of the nanoparticle, \( \text{Part}(z) \), from the \( z \)-separation of the outer layer of undisturbed atoms in the top and bottom slabs, \( \text{Slab}(z) \), and dividing this value by two, as shown in Fig. 42-b. \( \text{Slab}(z) \) excludes slab atoms which form part of the wear debris during the ploughing of the nanoparticles (Fig. 42-b) [215]. \( \text{Part}(z) \) remains relatively constant through the course of the simulation for both nanoparticles, but is fractionally lower for CNO (28 Å) than CND (30 Å), suggesting that the CNO particles compress slightly under the applied normal pressure (1.0 GPa).

Figure 42. (a) Effect of nanoparticle coverage, \( \theta \), on the indentation depth, \( d(z) \), of nanoparticles into slabs. For \( P_z = 1.0 \) GPa and \( v_s = 10 \) m s\(^{-1}\). (b) Schematic viewed along \( x \) showing the ploughing of the wear track by CNO after 10 nm of sliding; indicating definitions of \( \text{Slab}(z) \), \( \text{Part}(z) \) and \( d(z) \). (c) Images of 0.11 and 1.00 coverage systems along \( y \) after 10 nm of sliding.

When \( \theta = 0.44 \) and \( \theta = 1.00 \), the indentation depth value in Fig. 42-a is negative, indicating that there is no overlap of the average \( z \)-positions of the outermost layer of atoms in the nanoparticles and the
.slabs. This results in zero wear and a very low friction coefficient (Fig. 41). The average position of the nanoparticles is slightly closer to the slabs when $\theta = 0.44$ than when $\theta = 1.00$, as well as for CND relative to CNO, leading to stronger slab-nanoparticle van der Waals interactions and somewhat higher friction coefficients (Fig. 41). At 0.11 coverage, there is significant indentation of the $\alpha$-iron slabs by the nanoparticles, which plough atomic-scale wear tracks during sliding (Fig. 42). The nanoparticles are indented into the slabs even before the onset of sliding; CND (5 Å) to a slightly greater extent than CNO (3 Å). As the nanoparticles plough through the slabs, indentation increases slightly, with CND (7 Å) remaining more indented than CNO (5 Å). This suggests that the lower friction coefficient for CNO relative to CND at 0.11 coverage (Fig. 41) is a result of reduced indentation into the slab (Fig. 42), due to its softer layered structure.

An important observation is that for both CNO and CND nanoparticles when $\theta = 0.11$, plastic deformation of the surface around the nanoparticle occurs rather than plastic deformation of the nanoparticle itself. There was no evidence of exfoliation of CNO in any of the simulations, which is consistent with HRTEM images taken after boundary friction experiments [210] and high-pressure Raman spectroscopy [342,343] which suggest very high compressive strength owing to the concentric, nested structure of CNO.

**Figure 43.** Time-averaged temperature profile in $z$ for the system after 200 ps and 2000 ps (2 nm and 20 nm of sliding) for when no nanoparticle is present (a) and for $\theta = 0.11$ CNO and CND (b), for $P_z = 1.0$ GPa and $v_s = 10$ m s$^{-1}$. 
In boundary lubrication, contact between opposing surfaces leads to adhesion and high friction, which can in turn lead to an increase in surface temperature. Temperature profiles in $z$ are shown for when no nanoparticle is present (Fig. 43-a) and with CNO and CND at 0.11 coverage (Fig. 43-b), at the start (0-200 ps) and end (1800-2000 ps) of the sliding simulations. The temperature profiles show the expected parabolic shape for boundary-thermostatted systems during sliding, with a maximum temperature in the centre of the system [156]. Both nanoparticle systems exhibit lower maximum temperatures (CND 315 K, CND 305 K) compared to when no nanoparticle is present (350 K) at the end of the sliding simulation. The CND system showed a large initial increase in temperature within the nanoparticle due to the high thermal conductivity of diamond; however, the maximum temperature at the end of the sliding simulation is similar to that for CNO, and much lower than when no nanoparticle is present. It should be noted that the exclusion of electronic effects in classical MD simulations leads to an underestimation of metal thermal conductivity, and is responsible for the relatively high temperature gradients within these systems [215]. Nonetheless, a similar reduction in surface temperature as found in these simulations has also been observed in previous experimental studies. For example, Ivanov et al. [323] observed a reduction in surface temperature from approximately 400 K to 340 K for formulations which included CND compared to a pure base oil. From these simulations, this reduction in surface temperature can be attributed to the reduction in contact of opposing surfaces, which leads to a decrease in frictional heating, as exemplified in by the lower friction coefficients in the nanoparticle-containing systems (Fig. 40 vs. Fig. 41). The slight reduction in the maximum temperatures of systems containing CNO relative to CND at the end of the sliding simulation can be rationalised using the same arguments (Fig. 41).

7.3.2. Effect of pressure

In order to further probe the friction and wear behaviour of CNO and CND from the onset of indentation, variable pressure simulations were also conducted. Fig. 44 shows the variation in the friction coefficient with sliding distance when $\theta = 0.44$ and for pressures between 1.0 and 5.0 GPa. The slight increase in the friction coefficient after 9 nm is not identifiable in the 0.44 coverage results (Fig.
44) because there are multiple particles which pass through periodic boundaries after different sliding distances. From Fig. 44, it is clear that CND yields a higher friction coefficient than CNO at all pressures simulated. Moreover, the friction behaviour suggests that the onset of indentation at 0.44 coverage occurs at lower pressure for CND (2.0 GPa) than for CNO (3.0 GPa).

Figure 44. Effect of contact pressure, $P_z$, on the friction coefficient. For $P_z = 1.0 – 5.0$ GPa, $\theta = 0.44$ and $v_s = 10$ m s$^{-1}$.

Fig. 45 clearly indicates the differences in nanoparticle indentation depth between the CNO and CND systems. For example, at 2.0 GPa, the CND nanoparticles become indented into the slabs while the softer CNO nanoparticles do not. At 3.0 GPa and above, both CND and CNO nanoparticles become indented into the slab; however, CND nanoparticles to a greater extent than CNO. Even at the highest pressure (5.0 GPa), the undisturbed layers of atoms in the opposing slabs remain well-separated (Slab($z$) = 10 Å), though some wear debris atoms ejected from opposing slabs do come in to contact. This contact seems to have only a minimal effect on the friction coefficient (Fig. 44), and ploughing of the nanoparticles remains the dominant factor. The contribution to friction from adhesion between atoms in opposing slabs may become more significant at higher pressures, or lower coverages than those simulated here, when the nanoparticles are no longer able to maintain separation of opposing slabs.
The 0.44 coverage at 4.0 GPa (Fig. 44) and the 0.11 coverage at 1.0 GPa (Fig. 42) are equivalent in terms of the force on each nanoparticle. The differences in the friction and wear behaviour between these two cases shows that the effect of pressure and coverage are subtly different. At 0.44 coverage, there is slightly less indentation into the surface than at $\theta = 0.11$ due to a more even distribution of the force over the slabs. This leads to a very slightly (5%) lower friction coefficient at 0.44 than at 0.11 coverage at equivalent pressure per nanoparticle.
Figure 46. (a) Variation in the friction coefficient with normal force. (b) Variation in the indentation depth with normal force. (c) Variation in the friction coefficient with the indentation depth. The dotted line in (c) indicates the Bowden-Tabor prediction from Equation 2. Error bars indicate the standard deviation between block average friction coefficient values.

Fig. 46-a shows the variation in the average friction coefficient with pressure. Above 2.0 GPa for CNO and 1.0 GPa for CND, the friction coefficient increases rapidly with pressure due to increasing indentation of the nanoparticles. This increase in friction coefficient with pressure has been also observed in previous NEMD simulations of hard nanoparticles [215] as well as in nano-scratching simulations of α-iron surfaces by diamond tips [338,339]. This relationship has also been observed experimentally for CNO additives [330,333]; however, other boundary friction experiments have shown increasing wear, but decreasing friction, with increasing pressure [210]. In these experiments, the decrease in friction with increasing pressure was evident both in the presence or absence of nanoparticles in a base oil [210]. This is probably because, at higher pressure, there is increased contact of asperities, which become smoothed over experimental timescales, resulting in increased wear but decreased friction. This experimentally observed decrease in friction coefficient with increasing pressure may sometimes supersede the increase which has been observed in these and previous [215] NEMD simulations of hard nanoparticles.

From Fig. 46-b it is clear that, after the onset of indentation, the nanoparticle indentation depth increases almost linearly with pressure, as is anticipated from previous nanoindentation experiments [344] and simulations [338,339]. In these current simulations, CND indents more than CNO at equal
pressure, which may be due to higher hardness. The normal hardness of a material, \( H_n \), can be directly related to its indentation depth through: 

\[
H_n = \frac{F_N}{A_n}
\]

where \( A_n \) can be estimated for a spherical indenter through 

\[
A_n = \pi[R^* - (R^* - d(z))]^2.
\]

Here \( R^* \) is the apparent indenter radius, given by: 

\[
R^* = R + r_c,
\]

where \( R \) is the radius of the nanoparticle (15 Å), \( r_c \) is the cut-off for the repulsive part of the C-Fe potential (3.8 Å) \[339\] and \( d(z) \) is the indentation depth. Note that the cut-off for the van der Waals C-Fe potential is used here purely to assign the radius of the indenter, and no attractive or repulsive forces are considered. Conventionally, this relationship is used to calculate the hardness of the substrate rather than the indenter, but given that the hardness of the \( \alpha \)-iron slab is the same in both cases, the difference between the contact areas estimated from the indentation depths for CNO and CND at a given pressure can be used to give an approximation of their relative hardness. CND nanoparticles are generally around 25% more indented than CNO (Fig. 46-c), suggesting that CND nanoparticles are approximately 25% harder than CNO. This 25% difference in hardness is much less than the difference in hardness between diamond and graphite, suggesting that the relatively high hardness of CNO is mainly due to its concentric, nested structure.

The ploughing of wear tracks in these simulations represents a nanoscale wear process, with the amount of wear being proportional to the nanoparticle indentation depth \[215\]. Purely through the difference in indentation depths in these simulations, 25% more wear in systems lubricated by CND than systems lubricated by CNO would be expected at equal coverage and pressure. Indeed, this difference is similar to that which has been observed experimentally \[210\]. It is important to note that both nanoparticles are expected to reduce wear compared to systems not containing nanoparticles, because maintaining separation of opposing slabs and reducing contact of asperities has been shown to be more significant than the nanoscale wear caused by the indentation of the nanoparticles \[210,318,326,328\]. However, since these processes occur on different length-scales, it is not possible to quantify this difference using the current simulations.
Fig. 46-c shows the relationship between the indentation depth and the friction coefficient for all of the 0.44 and 0.11 coverage data. The observed relationship is well predicted by the analytical expression (Equation 2) developed by Bowden and Tabor [345] to describe the friction coefficient of spherical indenters. The expression assumes that the same material hardness applies in both the normal and lateral directions; which has been confirmed in previous simulations of α-iron [339]. This means that the friction coefficient, $\mu$, can be predicted through the ratio of the nanoparticle areas ‘seen’ by the substrate in the normal and lateral direction, given by:

$$\mu = \frac{A_n}{A_L} = \frac{[2\theta_s - \sin(2\theta_s)]}{[\pi \sin^2(\theta_s)]}$$

(Equation 2)

where $\theta_s$ is the semi-angle at the centre of the nanoparticle subtended by the groove and is obtained from: $\cos(\theta_s) = (R^* - d)/R^*$. Equation 2 predicts that the friction coefficient will increase with indentation depth since the projected lateral area ($A_L$) increases faster than the normal area ($A_n$).

Using Equation 2, we calculate the friction coefficient as a function of indentation depth, see the dashed line in Fig. 46-c. The simulation results agree well with the calculated friction coefficient values for the range of indentation depths encountered. This suggests that, at the small indentation depths which occur in these simulations, the assumptions of Bowden and Tabor [345] are fulfilled and that the evolution of the friction coefficient with depth for the spherical nanoparticle can be well predicted from purely geometric considerations. This finding agrees with previous NEMD simulations of fixed hard abrasive particles on atomically-rough α-iron surfaces [215]. The simulated friction data lies slightly above the Bowden-Tabor prediction, particularly at low indentation depths, suggesting another contribution to the friction coefficient. This contribution can be attributed to the van der Waals force between the opposing slabs and the nanoparticles. Although the indentation depth is greater at each pressure for CND than CNO, the friction coefficient is almost identical at equal indentation depth.

The friction coefficient results obtained in these simulations generally agree well with experimentally observed values for CNO and CND boundary friction experiments using base oils containing CNO and
CND. These generally yield friction coefficients of \( \approx 0.1 \) [210,321–331], though higher (\( \approx 0.3 \)) values have also been observed [318]. The frictions coefficients obtained experimentally suggest that nanoparticles are indented into the surface because friction coefficients from simulations with no nanoparticle indentation (high coverages and low pressures) are much lower (< 0.05). This is supported by HRTEM images of the wear track after sliding which show indentation of the nanoparticles into the surface for both CNO [210] and CND [321]. Comparing experimentally observed friction coefficients (\( \approx 0.1 \)) to Fig. 46-c suggests a relatively small indentation depth (\( \approx 1 \) Å). These simulations also indicate that indentation depth is very sensitive to nanoparticle coverage and pressure, meaning that indentation depth probably varies significantly around this value within a macroscopic contact, depending on the local conditions.

The relatively small amount of indentation observed experimentally and in these simulations may actually be important to the effective lubrication of hard nanoparticles such as CND and CNO. It has been argued previously that some adhesion with the surface must be necessary in order to maintain an adequate coverage of nanoparticles to maintain separation of contact surfaces [11]. The high specific surface area of CND and CNO, up to 400 m\(^2\) g\(^{-1}\), results in reasonably strong surface-active and adsorption properties [318]. However, given that CND and CNO are non-polar and only have relatively weak short-ranged van der Waals interactions with the surface, they probably show less surface-activity than, for example, conventional amphiphilic organic friction modifier additives. As a consequence, some indentation into the surfaces could ensure that nanoparticles remain on the surface following compression rather than returning into the oil. This may be crucial in order to maintain an adequate coverage to effectively separate contact surfaces and reduce friction and wear [11].

The \( \alpha \)-iron slabs used in these simulations are softer than carbon steel and iron oxide, the most relevant surfaces experimentally and industrially, meaning that indentation is more pronounced in these simulations than might be expected experimentally. For example, recent nanoindentation
experiments suggested that Fe hardness increases linearly with C content, by up to an order of magnitude for pure Fe$_3$C (cementite) [346]. However, both CND and CNO nanoparticles are harder than carbon steel and hence the high boundary pressure is expected to be accommodated in the same manner, with the slab deforming around the nanoparticle. That said, for a given surface coverage and pressure, the indentation depth of the nanoparticle into the slab will be less in carbon steel than α-iron. This in turn will result in reduced wear and a lower friction coefficient; i.e. points on Fig. 46-c would be shifted towards the bottom left region of the curve. Nonetheless, assuming that the normal and lateral hardness are equal, the dotted line in Fig. 46-c should still predict the friction coefficient of nanoparticles between harder surfaces. Conversely, on softer surfaces [207], such as tribofilms formed from the anti-wear additive zinc dialkyldithiophosphate (ZDDP), the indentation depth may be greater at a given coverage and pressure than suggested by these simulations. In this case, these hard nanoparticles may cause high friction and accelerated wear by abrading tribofilms which are reformed, and then abraded again; this is the same mechanism which has been proposed for increased wear from model diesel soot (carbon black) in ZDDP-containing formulations [347]. This contrasts to experimental studies using diesel soot as an additive in the absence of ZDDP, where a significant decrease in friction and wear was observed [348,349]. These findings suggest that CNO and particularly CND may lead to increased friction and wear in the presence of ZDDP, a possibility which should certainly be investigated experimentally.

7.3.3. Effect of sliding velocity

Under the range of sliding velocities simulated ($v_s = 5, 10, 20$ m s$^{-1}$), there was negligible change in the friction and wear behaviour. This is shown for at high pressure ($P_z = 4.0$ GPa) when the nanoparticles indent into the surface in Fig. 47-a, though the same trends are evident at lower pressure ($P_z = 1.0$ GPa) where the nanoparticles do not indent. However, the average angular velocity of the nanoparticles, which indicates their rolling motion, did change with the sliding velocity (Fig. 47-b). In Fig. 47-b, a value of zero for the angular velocity indicates that the nanoparticles are sliding, a positive
value indicates that the nanoparticles are rolling with the sliding direction, whilst a negative value indicates that the nanoparticles are rolling against it.

Figure 47. (a) Effect of the sliding velocity, $v_s$, on the friction coefficient. (b) Average angular velocity of one of the nanoparticles with sliding velocities at different sliding velocities, $v_s = 5, 10, 20 \text{ m s}^{-1}$. Data are shown for CNO at $\theta = 0.44$, $P_z = 4.0 \text{ GPa}$. Horizontal dotted lines in (b) represent angular velocity expected for 100% rolling (0% sliding).

There has been much interest in determining whether carbon nanoparticles act as nanoscale ball-bearings, \textit{i.e.} that the rolling motion of the nanoparticles contributes to low friction [210,211,321]. At the macroscale, rolling resistance is generally much lower than sliding friction since it provides an additional velocity accommodation mechanism [204,205]. However, at the atomic scale, experimental studies of $C_{60}$ fullerene films actually yielded slightly higher friction when molecules were allowed to roll as opposed to when they were fixed in place and forced to slide [204,205]. Indeed, in these simulations, the angular velocity of the nanoparticles seems to have a minimal effect on the friction coefficient obtained. The nanoparticles undergo short periods of sliding and rolling through the course of the simulations (Fig. 47-b), yet there is minimal change in the friction coefficient (Fig. 47-a). Moreover, the friction coefficient at 1.00 coverage, where the nanoparticles do not roll due to the proximity of other nanoparticles, is actually lower than at 0.44 coverage, where rolling occurs. In previous NEMD simulations of CNO between DLC surfaces, lower friction coefficients have been attributed to the rolling motion of the nanoparticles relative to sliding [210,211]. However, from the
results of these simulations, it is suggested that the differences in the friction coefficients during rolling (low pressure) and sliding (high pressure) may have originated from an increase in adhesive forces, due to surface-nanoparticle bond formation, rather than changes to the motion of the nanoparticles. In summary, for the range of conditions simulated here, it seems that rolling motion is not a significant contributor to the low friction achieved by CNO and CND additives, as has been confirmed experimentally for C$_{60}$ [204,205].

7.4. Summary

In this study, NEMD simulations with accurate atomistic potentials have been successfully utilised to shed light on the lubrication mechanisms of two carbon nanoparticles; CNO and CND. The simulations have analysed the effects of nanoparticle type and coverage, as well as the local pressure and sliding velocity, on the friction coefficient and the indentation (wear) depth.

Both CNO and CND nanoparticles appear to be promising boundary lubricant additives, which yield low friction by maintaining separation of asperities as a result of their high compressive strength and hardness. These simulations indicate that the friction and wear behaviour is highly dependent on the coverage of the nanoparticle and the contact pressure. In order to maximise friction and wear reduction, a high coverage of nanoparticle is required between asperities. This suggests that effective dispersion methods, to avoid agglomeration, is critical to the effective performance of these additives so that they may enter the contact at the requisite coverage.

At high coverage and low pressure, the nanoparticles do not indent into the slabs, leading to a low friction coefficient which arises purely from van der Waals interactions between the nanoparticles and the slabs. At low coverage and high pressure, which are likely to be encountered in boundary lubrication, nanoparticles indent into, and plough through the slabs during sliding, leading to atomic-scale wear and a much higher friction coefficient. After the onset of indentation, both the indentation (wear) depth of the nanoparticles and the friction coefficient increase linearly with pressure. However, even at the highest pressures and lowest coverages simulated, both types of nanoparticle are able to
maintain separation of opposing slabs and reduce friction by approximately 75% compared to when no nanoparticle is present, in accord with experimental results. The contribution to the friction coefficient due to indentation can be well predicted through purely geometric considerations using an expression developed for macroscopic indentation by Bowden and Tabor. Friction coefficients observed experimentally for CNO and CND suggest \( \approx 1 \) Å of indentation of the nanoparticles into the surface. This relatively small indentation depth may actually be important to the effective performance of these additives by maintaining a higher coverage between asperities.

As a result of their layered structure, CNO nanoparticles are softer, and indent less into the \( \alpha \)-iron surface than CND at the same coverage and pressure. This reduced indentation depth leads to an approximately 25% reduction in both the indentation (wear) depth and the friction coefficient in these NEMD simulations. This agrees well with differences observed experimentally in boundary friction experiments for CNO and CND. Therefore, both these simulations and most experimental studies suggest that CNOs are more attractive as boundary lubricant additives.

The indentation depths observed on the \( \alpha \)-iron slabs used in these simulations are expected to be more pronounced than would occur on the harder carbon steel and iron oxide surfaces more commonly encountered experimentally. However, the same pressure-indentation, pressure-friction and indentation-friction trends are expected to remain the same.

Whilst rolling of the nanoparticles can be observed during these simulations, it does not appear to be critical in reducing the friction coefficient. There is no detectable difference in the friction coefficient in periods where nanoparticles roll or slide, and simulations where more rolling occurs often do not yield a lower friction coefficient. This suggests that the separation of the contact surfaces is the critical factor in the friction reduction of nanoparticles rather than the motion of the nanoparticles themselves.
Chapter 8. Effect of Confined Fluid Molecular Structure on Nonequilibrium Phase Behaviour and Friction

The work shown in this chapter has been published in Physical Chemistry Chemical Physics (ref. [42]).

8.1. Introduction

Many lubricated engineering components include elements that roll and slide together, for example; rolling bearings, gears, constant velocity joints and cam/follower systems [8]. In these components, much of the friction loss is in the elastohydrodynamic lubrication (EHL) regime, where a very thin (< µm) lubricant film is sheared at very high strain rate (10^4-10^10 s⁻¹) and pressure (0.5-2.0 GPa) between non-conforming contact surfaces [156]. Generally, low friction is desirable in order to increase efficiency; however, in some components, such as traction drives, high friction is required and can be obtained using bulky ‘traction fluid’ molecules [15]. Despite extensive research, the prediction of friction in the EHL regime remains a considerable challenge, primarily because the combination of extreme pressure and strain rate which need to be reproduced, without an uncontrollable temperature rise. As a result, there is still disagreement regarding the most appropriate rheological model to describe the behaviour of lubricant films in rolling-sliding contacts under EHL conditions [8].

Friction in the EHL regime is significantly affected by the molecular structure of the base fluid [15]. To predict EHL friction, one must also consider how the extreme conditions affect the behaviour of the lubricant molecules. Increasing the applied hydrostatic pressure generally increases the viscosity of confined lubricants [156]. High viscosity, in combination with high strain rate, leads to very high shear stresses and this can also significantly affect the lubricant rheology through, for example, shear thinning [8]. There is also growing evidence to suggest that very high shear stresses can lead to nonequilibrium phase transitions which result in deviations from Couette flow [152,164,165]. However, such phase transitions have proved difficult to capture experimentally and neither the physical driving force behind them, nor their influence on the friction behaviour, is yet well understood [152,156].
Confined nonequilibrium molecular dynamics (NEMD) simulations have proved a valuable tool with which to investigate the friction behaviour of thin films of a range of fluids [82,267,350–353]. Significant advantages of confined NEMD simulations include the fact that atomic-scale effects (e.g. phase transitions) can be identified and that the friction behaviour emerges naturally from the simulation, rather than being parameterised into the model [156]. Also, thermostats can be applied to control the large local temperature rises [278] which complicate experimental investigations [8]. Confined NEMD simulations of Lennard-Jones fluids have revealed that liquids can transform, at steady state, into ordered, solid-like regions in coexistence with disordered, liquid-like regions [354,355]. Such systems exhibit non-affine flow, whereby the solid-like and liquid-like regions have different average strain rates; a phenomenon known as ‘shear localisation’ or ‘shear banding’ [156].

Comprehensive parameter studies have revealed many forms of shear localisation in single-component Lennard-Jones fluid, with different locations of the liquid-like and solid-like regions depending on the applied conditions [155–157]. When the applied conditions yield shear localisation, the friction coefficient of Lennard-Jones fluids no longer shows the usual increase with strain rate; an observation which has also been made for traction fluids above their limiting shear stress [356]. In addition to Lennard-Jones fluids, shear localisation has also been observed in experiments and NEMD simulations of a range of systems [357], including granular beads [358], glasses [359,360], colloids [361,362], and polymer melts [363,364]. In the field of tribology, shear localisation has only been experimentally observed in very viscous model lubricants, such as polybutadiene and polyphenyl ethers (e.g. 5P4E) [150,158–163]. However, there is currently a growing consensus that the phenomenon may also be important for more realistic lubricants under extreme conditions, for example those experienced in the EHL regime [152,164,165].

In NEMD simulations of binary mixtures of Lennard-Jones particles, crystallisation was suppressed and only liquid or glassy phases were formed [156]. In these binary systems, the friction coefficient increased linearly with log(sliding velocity) [156], as is frequently observed for realistic lubricants, such
as polyalphaolefin (PAO), under EHL conditions [8,356]. In this case, the friction-strain rate behaviour can be adequately described using stress-promoted thermal activation theory [166], according to the rheological models of Eyring [114]. It has also been suggested that the Carreau [112] or Carreau–Yasuda models, [112,365] which were developed for polymer shear thinning, can be used to predict the friction-strain rate behaviour of lubricants in the EHL regime [8].

An underlying assumption in current models for EHL friction is that, in the absence of thermal effects, or until a critical strain rate is reached, the rheological properties of the lubricant do not vary through its thickness. This is implicit in applying the Eyring [114] or Carreau–Yasuda [112,365] shear thinning models to predict friction in the EHL regime since they generally assume that the film is subject to Couette shear (i.e. the strain rate is the same as the macroscopic velocity gradient). Thus significant modifications of these models may be required where there are deviations from planar Couette flow, such as shear localisation [8].

In this study, tribometer experiments and NEMD simulations have been used to investigate the effect of base fluid molecular structure, pressure and strain rate on nonequilibrium phase behaviour and friction in the EHL regime. NEMD can simultaneously probe both the friction and flow behaviour within the EHL film, but is limited to high strain rates (>10^7 s⁻¹) to achieve a satisfactory signal to noise ratio within the available computational resources [48,267]. Experimental friction data serves the dual purpose of providing insights into the behaviour at lower strain rates (<10^7 s⁻¹) as well as some validation of the NEMD results. This study represents an important step towards utilising NEMD simulations, supported by experiments, to provide information which is critical to; i) improve macroscale models for EHL friction, and ii) design new molecules to control EHL friction [8].
8.2. Methodology

8.2.1. Tribometer Experiments

Note that the experimental work described in section 8.2.1. was not performed by the author, but rather by Jie Zhang and Hugh Spikes (also Imperial College London). Thanks are expressed for their permission to include their contributions here.

Test Fluids

In this study, two model lubricants were compared with two traction fluids. Squalane (2,6,10,15,19,23-hexamethyltetracosane) is a linear C\textsubscript{24} alkane with six methyl branches that has commonly been employed as a model lubricant in both experiments and NEMD simulations [48,49,108]. Bis[2-ethylhexyl]decanedioate or diethylhexyl sebacate (DEHS) is an example of a synthetic ester oil [366] and its alkyl groups can be varied in order to modify its friction behaviour [15]. 2,3-Dimethyl-2-[(3-methylbicyclo[2.2.1]hept-2-yl)methyl]bicyclo[2.2.1]heptane (DM2H) and 2-methy-2,4-dicyclohexylpentane (DCMP) are both traction fluids, which have been specifically designed to give high friction even at low speed in traction drives [15]. Squalane (Sigma Aldrich), DEHS (Sigma Aldrich), DM2H (Idemitsu Kosan) and DCMP/Santotrac 2000 (SantoLubes LLC) are all well-characterised, monodisperse fluids which are free of any additives; their molecular structures are shown in Fig. 48.

In this manuscript, the term ‘lubricants’ is used to refer to fluids chosen to generally give low friction (squalane, DEHS), while ‘traction fluids’ will be used to refer to molecules chosen to give high friction (DM2H, DCMP). It should, however, be noted that traction fluids also serve a lubricating function.
Methodology

Rolling-sliding EHL friction tests were carried out using a minitraction machine (MTM2, PCS Instruments, UK). In this tribometer, a ball is loaded and rotated against the flat surface of a rotating disc immersed in lubricant at a controlled temperature. The ball and disc are driven by independent motors to enable any combination of sliding and rolling. The drive motors, applied load and temperature are all computer-controlled, and friction is measured from a load cell attached to the ball drive shaft [356].

Table 1. Conditions for tribometer experiments

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Entrainment Speed, U</td>
<td>2.5 m s⁻¹</td>
</tr>
<tr>
<td>Slide-Roll Ratio, SRR</td>
<td>0-0.5</td>
</tr>
<tr>
<td>Film Thickness, h</td>
<td>80-500 nm</td>
</tr>
<tr>
<td>Strain Rate, $\dot{\gamma}$</td>
<td>$10^4-10^7$ s⁻¹</td>
</tr>
<tr>
<td>Temperature, T</td>
<td>30-120 °C</td>
</tr>
<tr>
<td>Mean Pressure, $F_N$</td>
<td>0.55-1.75 GPa</td>
</tr>
</tbody>
</table>

The main test conditions are listed in Table 1. The choices of load, entrainment speed and slide-roll ratio are explained further below. The MTM2 has a maximum load of 75 N and at this load the mean
Hertz pressure in steel/steel contacts cannot exceed 0.8 GPa using a ball-on-flat contact with the smallest ball that can be accommodated. In order to obtain higher contact pressures in a ball-on-flat contact, tests were therefore carried out using tungsten carbide (WC) balls and discs whose high elastic modulus gives a significantly higher contact pressure than steel at the same applied load [356]. Details of the materials, diameter, applied loads and corresponding mean Hertz pressures for ball-on-flat contact are shown in Table 2. An EHL ball-on-flat contact produces a pressure distribution that is close to ellipsoidal, with a maximum pressure in the centre of the contact that is 1.5 times the mean pressure.

Table 2. Contact materials, ball diameter, loads and corresponding mean Hertz pressures for ball-on-flat contact

<table>
<thead>
<tr>
<th>Materials</th>
<th>Ball Diameter / mm</th>
<th>Applied Load / N</th>
<th>Mean Pressure / GPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel/steel</td>
<td>19.05</td>
<td>20.0</td>
<td>0.55</td>
</tr>
<tr>
<td>Steel/steel</td>
<td>19.05</td>
<td>50.0</td>
<td>0.75</td>
</tr>
<tr>
<td>WC/WC</td>
<td>19.05</td>
<td>15.0</td>
<td>1.01</td>
</tr>
<tr>
<td>WC/WC</td>
<td>19.05</td>
<td>30.0</td>
<td>1.27</td>
</tr>
<tr>
<td>WC/WC</td>
<td>12.70</td>
<td>22.7</td>
<td>1.50</td>
</tr>
<tr>
<td>WC/WC</td>
<td>19.05</td>
<td>75.0</td>
<td>1.73</td>
</tr>
</tbody>
</table>

In each test, the fluid temperature was increased from 30°C to 120°C in 10°C increments and at each temperature a ‘traction curve’ was measured. This consisted of measuring the friction while progressively increasing the slide-roll ratio (SRR) from 0 to 0.5 in 24 stages. The SRR is the ratio of the sliding speed, $v_s$, to the entrainment speed, $U$. If $v_1$ and $v_2$ are the speeds of the ball and disc surfaces respectively, $v_s$ is the difference in speed between the two surfaces, $(v_1-v_2)$ while $U$, which was held constant at 2.5 m s$^{-1}$, is the mean speed of the surfaces with respect to the contact, $(v_1+v_2)/2$. In EHL, the lubricant film thickness depends on $U$, but not on $v_s$, so a traction curve describes how EHL friction increases with sliding speed at a fixed film thickness [356]. The traction curves can be very simply converted to a curve of shear stress versus strain rate by dividing the measured friction by the applied load to obtain the mean shear stress, and dividing $v_s$ by the film thickness, $h$, to determine the strain rate. In this study, only the data at 80 °C were used for comparison with NEMD results. Measurements
At other temperatures were made to enable correction of the influence of shear heating on friction, as described below.

A feature of EHL contacts is that, because of the combination of high strain rate and high pressure, a large amount of energy is dissipated within the lubricant film and this can lead to large rises in local film temperature [367,368]. This should be accounted for when interpreting EHL friction results and was achieved here by calculating the mean fluid film temperature rise due to shear and then correcting the measured friction data back to their bulk test temperature values [8]. Because sets of shear stress vs. strain rate data were collected at several test temperatures for each fluid and load, these could be combined to determine the dependence of the shear stress on temperature at a fixed strain rate. From this information, it was possible to correct the measured shear stresses back to the bulk test temperature [8,369]. Further details of the interpolation thermal correction procedure are shown in Appendix B. It is important to note that the correction was not used to determine values of shear stress at the bulk test temperature a priori but only to correct the original shear stress measurement. Moreover, the correction is generally relatively minor for the small temperature rises that are considered in this study (maximum thermal correction accounted for was 10°C) [8,369].

Figure 49. Thermally-corrected (filled symbols) and raw (open symbols) mean shear stress versus log_{10}(strain rate) for; a representative lubricant, squalane (a) and a traction fluid, DM2H (b) at 80 °C. The thermal correction was only applied when calculated fluid film temperature rise was <10°C.
Fig. 49 shows sets of raw and thermally-corrected mean shear stress versus strain rate curves for squalane and DM2H at 80 °C. The minor thermal corrections applied significantly alter the friction behaviour of the lubricants, maintaining a linear increase in the shear stress with log(strain rate), which would otherwise tail off as a result of shear heating [8]. Conversely, the same thermal correction procedure does not significantly change the shear stress in the traction fluids, since their shear stress is almost independent of temperature [15,356].

The composite surface roughness was 12 nm for the steel ball and disc and 16 nm for the WC ball and disc. For all four fluids tested, the EHL film thickness was greater than 80 nm at the entrainment speed of 2.5 m s\(^{-1}\) and a temperature of 80 °C (Table 1). Therefore, the film thickness was always at least five times greater than the composite surface roughness, ensuring a full EHL fluid film with negligible asperity contact [15,356].

8.2.2. NEMD Simulations

Model Details

Classical, all-atom NEMD simulations were performed using LAMMPS [255]. The MD equations of motion were integrated using the velocity-Verlet algorithm with a time step of 1 fs. All the systems were constructed using the Materials and Processes Simulations (MAPS) platform from Scienomics SARL. The systems consisted of a lubricant film confined between atomically-smooth iron oxide (\(\alpha-\text{Fe}_2\text{O}_3\) [100]) slabs, a representative model for steel contact surfaces [142]. It is important to note that the shear localisation behaviour critical to this study can only be captured in NEMD simulations if the shearing process is boundary-driven, rather than imposed directly on the fluid molecules [363]. WC surfaces were not considered in the NEMD simulations since the high pressures, which necessitated the use of WC surfaces in the accompanying experiments, could be readily achieved using iron oxide slabs, for which well-tested, accurate MD parameters are available [142]. The \(x, y, z\) dimensions of the slabs were approximately 5.5 x 5.5 x 1.5 nm.
An example system is shown in Fig. 50. The systems contained a fixed number of molecules (600-1040 depending on fluid) to give a film thickness of approximately 15 nm at the lowest pressure considered (0.5 GPa). The total number of atoms in these systems was approximately 60,000. To make this wide parameter study (Table 3) computationally feasible, the simulated film thickness was much lower than in the accompanying experiments (Table 1). However, in this study, the results from the experiments and NEMD simulations are expected to be directly comparable. This is because, apart from for very small film thicknesses [353], and in the absence of boundary slip [135,142–146], the shear stress measured in bulk and confined NEMD simulations are virtually indistinguishable [90,142,350]. Thus the difference in film thickness between the simulations and experiments is not expected to influence the shear stress results. To ensure the validity of this approach, some of the systems were also tested with half and double the normal film thickness. At equal strain rate, these systems gave the same shear stress result within the statistical uncertainty, as shown in Appendix B.

The \( \alpha\text{-Fe}_2\text{O}_3 \) slabs were restrained in the corundum crystal structure using harmonic bonds with a spring constant of 25 kcal mol\(^{-1}\) [142]. Forces between the iron oxide and fluid atoms were governed by Lennard-Jones and electrostatic interactions; the Fe and O parameters used were similar to those developed by Savio et al. [142] and Berro et al. [169] to study the behaviour of alkane films confined between \( \alpha\text{-Fe}_2\text{O}_3 \) surfaces, and are given in Appendix B.
Figure 50. Representative system setup for the confined NEMD simulations of squalane at 80 °C, after compression (1.0 GPa), before sliding. Iron atoms are shown in pink, oxygen in red, carbon in blue and hydrogen atoms are not shown for clarity. Rendered using VMD [264].

Interactions between the liquid molecules were represented with an updated form of the all-atom ‘optimized potential for liquid simulations’ force-field [234], L-OPLS-AA [26]. In L-OPLS-AA, both bonded and non-bonded parameters have been updated for several atom types to provide a more realistic description of long-chain alkanes [26] and, more recently, alcohols and esters [370]. More details of the molecular dynamics force-field used, as well as validation for the molecules used here, are shown in Appendix B. Fast-moving bonds involving hydrogen atoms were constrained with the SHAKE algorithm [256]. Lennard-Jones interactions were cut off at 12 Å [26] and electrostatic interactions were evaluated using a slab implementation [273] of the PPPM algorithm [70] with a relative force accuracy of $10^{-5}$. ‘Unlike’ interactions were evaluated using the geometric mean mixing rules [234]. Although the computational expense of all-atom force-fields is much greater than for simplified united-atom variants, it has been shown that they are critical for obtaining accurate experimental viscosities of long-chain alkanes [69]. It is therefore expected that the friction behaviour of these molecules will only be accurately reproduced by all-atom force-fields [26]. Moreover, all-atom
force-fields have also been shown to be critical to obtain liquid-solid phase transitions in strongly confined fluids which agree with experimental observations [130].

Simulation Procedure

First, fluid molecules (600-1040) were randomly inserted between the slabs to achieve a density comparable to the fluids under ambient conditions using the ‘Amorphous Builder’ tool in MAPS. The entire system was then energy minimised. The pressure was increased by giving a normal force to the outer layer of atoms in the top slab while keeping the outer layer of atoms in the bottom slab fixed in z (purple box in Fig. 50). The pressures, $F_N$, considered were between 0.5-2.0 GPa, to provide an envelope for the experimental data, with upper and lower limits slightly above and below those covered in the experiments (Table 1). During the compression phase, a global Langevin thermostat [55] with a damping coefficient of 0.1 ps was applied in all directions and the systems were allowed to equilibrate at 80 °C in order to match the experiments. Initially, the slab separation varied in a damped harmonic manner, so sliding was not applied until a constant average slab separation was obtained and the average hydrostatic pressure within the liquid film reached its target value [267]. These compression simulations were generally around 2 ns in duration.

Table 3. Conditions for NEMD simulations

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sliding Speed, $v_s$</td>
<td>0.5-100 m s⁻¹</td>
</tr>
<tr>
<td>Film Thickness, $h$</td>
<td>12-16 nm</td>
</tr>
<tr>
<td>Strain Rate, $\dot{\gamma}$</td>
<td>$10^7$-$10^{10}$ s⁻¹</td>
</tr>
<tr>
<td>Temperature, $T$</td>
<td>80 °C</td>
</tr>
<tr>
<td>Mean Pressure, $F_N$</td>
<td>0.50-2.0 GPa</td>
</tr>
</tbody>
</table>

After compressive oscillation became negligible, a shear velocity gradient was imposed on the system by means of a constant velocity, $v_x = \pm v_s/2$ applied to the outermost layer of atoms in each slab (purple box in Fig. 50) in the x direction [156]. Sliding simulations were conducted until the mean shear stress reached a steady state. The necessary simulation time was between 2-50 ns, with lower sliding velocities, $v_s$, requiring longer simulations. For all of the sliding velocities considered, the shear stress reached a steady state after 5-10 nm of sliding distance (see Appendix B). The values of $v_s$ applied
were between 0.5-100 m s$^{-1}$ [90], yielding strain rates of approximately $10^7$-$10^{10}$ s$^{-1}$ for the film thickness simulated (Table 4). Although lower NEMD strain rates are desirable to overlap with those used in the tribometer experiments (<$10^7$ s$^{-1}$), they are not yet practical for extensive parameter studies using accurate all-atom force-fields [267]. Heat generated during the sliding simulations was dissipated using a Langevin thermostat [55] acting only on the middle 1 nm of the iron oxide slabs (green box in Fig. 50), applied in the spanwise direction ($y$) i.e. perpendicular to both sliding and compression [92]. This approach is known to be more physically meaningful than applying the thermostat directly to the confined fluid, which has been shown to significantly affect its behaviour under sliding conditions [65]. In the context of temperature rise in experimental EHL conditions, this approach is similar to removing the effect of bounding surface flash temperature rise, but leaving the effect of temperature rise within the lubricant film due to finite thermal conductivity [8] (see Appendix B). However, for the thin films simulated here ($h \approx 15$ nm), the latter was also relatively small and only became significant at the highest strain rates considered [278].

Previous NEMD studies have shown that the boundary thermostatting method applied here was effective in controlling the temperature of confined molecular fluids at similar sliding velocities [66,278]. However, the NEMD shear stress data can only be considered as isothermal at up to sliding velocities of 20 m s$^{-1}$ ($\dot{\gamma} \approx 10^9$ s$^{-1}$), where there is no observable temperature rise within the film above the thermal noise [66]. The temperature in the centre of the film [155] increased by approximately 10 °C at 40 m s$^{-1}$ and around 30 °C higher at 100 m s$^{-1}$; these temperature rises depended only weakly on the pressure and fluid. For the lubricants (squalane, DEHS), this temperature increase lead to a decrease in the shear stress at the highest sliding velocities considered (open circles in Fig. 51). Conversely, for the traction fluids (DM2H, DCMP), the temperature rise had a negligible effect on the shear stress, which is more weakly dependent on temperature [15,356].
8.3. Results and Discussion

8.3.1. Friction Behaviour

The variation in mean shear stress with pressure and strain rate was measured in both tribology experiments and in NEMD simulations, allowing a much wider parameter space to be covered than would be possible through either technique independently. The shear stress in the NEMD simulations was monitored through the mean lateral (friction) force acting on the outer layer of atoms in the top and bottom slabs in response to the fluid [169,371].

Fig. 51 shows the variation in the mean shear stress with log(strain rate) for the lubricants (squalane, DEHS) and traction fluids (DM2H, DCMP) at 80 °C, under several applied mean pressures. Note that experimental data have been thermally-corrected to isothermal conditions as described in the Methodology (Fig. 49) and Appendix B. NEMD data with filled symbols are isothermal whilst those at the highest strain rates, with a detectable film temperature rise, are shown as open circles.
Fig. 51 suggests good agreement between the thermally corrected experimental data \((\gamma > 10^7 \text{s}^{-1})\) and the NEMD simulation data \((\gamma < 10^7 \text{s}^{-1})\) for most of the fluids and applied conditions studied. In the experiments, there will be significant variation in the conditions within the macroscopic contact [372,373], which cannot all be captured in a NEMD simulation limited to the nanoscale [152]. However, the general agreement found between the experimental and NEMD mean shear stress results for the fluids and conditions studied here suggests that NEMD simulations performed under average conditions for the contact are sufficient to reproduce the important trends. Similar conclusions have been drawn from experimental comparisons between microscopic local viscosity
measurements and more conventional global average viscosity measurements for contacts under EHL conditions [372,373].

Fig. 51 shows that the mean shear stress varies significantly with the applied load as well as the strain rate for all of the fluids studied. The friction behaviour is markedly different between the lubricants and the traction fluids. For the lubricants (Fig. 51-a and Fig. 51-b), the thermally-corrected experimental data and NEMD mean shear stress data are in excellent agreement. Generally, the lubricants show a linear increase in shear stress with log(strain rate), as predicted by the Eyring model [114]. This behaviour has been consistently observed in previous experiments and NEMD simulations of lubricants [8,15,156,371]. At the highest pressures considered (>1.5 GPa), there is a sharp increase in experimentally measured shear stress with log(strain rate) at low strain rates (<10^5 s^-1), due to viscoelastic accommodation of strain by the surface in the entry zone of the contact, in response to the very steep friction increase in this region [15,374]. However, at higher strain rates (>10^5 s^-1), the experimental shear stress shows the same linear increase with log(strain rate) as observed at lower pressure.

The traction fluids (Fig. 51-c and Fig. 51-d) give much higher shear stress than the lubricants, particularly at low strain rates; however, the slope of the shear stress with log(strain rate) is shallower than for the lubricants. In both the simulations and the experiments, the slope of the shear stress with log(strain rate) (i.e. the Eyring stress) generally increases with increasing pressure for the lubricants, and decreases with increasing pressure for the traction fluids, as has been noted previously [374]. At low strain rates (<10^5 s^-1), the traction fluids also show a sharp increase in shear stress with log(strain rate) due to viscoelastic accommodation of strain [15,374], but this occurs at lower pressure (0.55 GPa) than for the lubricants. There is good agreement between the experimental and NEMD simulation mean shear stress data for the traction fluids at low pressure (≤0.55 GPa). At higher pressure, the trends in the NEMD and experiments are similar, but the mean shear stress value, as
well as the slope of the shear stress with log(strain rate), are overestimated in the NEMD simulations relative to the experiments. Possible reasons for these discrepancies are discussed later.

The critical strain rate transition, $\dot{\gamma}_c$, above which shear thinning is observed, and below which there is a Newtonian plateau (i.e. where the viscosity, $\eta$, is independent of $\dot{\gamma}$), typically occurs at $\dot{\gamma} \approx \tau^{-1}$, where $\tau$ is the longest relaxation time at equilibrium (in the absence of shear). This is usually $\tau_{rot}$, the rotational relaxation time [48]. The experimental data probes both the Newtonian plateau and the shear thinning regime for the fluids and conditions considered. The high strain rate NEMD data are mostly in the shear thinning regime, but the transition to the Newtonian plateau can be seen for the lubricants at 0.5 GPa at the lowest strain rates considered ($\approx 10^7$ s$^{-1}$).

The variation in the friction coefficient with strain rate is also shown to make comparisons between different applied pressures easier [156]. The friction coefficient, $\mu$, was obtained using the extended Amontons–Coulomb law under the high load approximation: $F_L/F_N = F_0/F_N + \mu = \mu$. $F_L$ and $F_N$ are respectively the mean lateral (friction) force and normal force acting on the outer layer of atoms in each slab, and $F_0$ is the load-independent Derjaguin offset representing adhesive surface forces. The validity of this approximation was confirmed by ensuring that a linear fit of $F_L$ as a function of $F_N$ gave an insignificant value of $F_0$ [267]. The trends evident in Fig. 52 are statistically significant; when reproducing some of the NEMD simulations with different starting configurations, but the same parameters, the maximum difference between the friction coefficient between independent trajectories was approximately 10%. Error bars are omitted from Fig. 52 for clarity.

The friction coefficients for the lubricants (Fig. 52-a and Fig. 52-b) generally increase linearly with log(strain rate) and also increases with the applied pressure. This type of behaviour is commonly observed in experiments and NEMD simulations of lubricants under EHL conditions [8,15,156,371]. Interestingly, the slope of the friction coefficient with log(strain rate) decreases with increasing pressure, as has been observed in NEMD simulations of binary Lennard-Jones mixtures [156]. Similar observations have also been made in recent NEMD simulations of $n$-hexadecane confined between $\alpha$-
Fe$_2$O$_3$ slabs at high pressure [371]. Consequently, the friction coefficient at 0.5 GPa exceeds that at 2.0 GPa at very high strain rates (>2 x 10$^9$ s$^{-1}$).

Figure 52. EHL friction coefficient versus log$_{10}$(strain rate) for the fluids at: 80 °C and 0.5-2.0 GPa; squalane (a), DEHS (b), DM2H (c), DCMP (d). Thermally-corrected experimental data shown as filled diamonds. Isothermal NEMD data shown as filled circles, NEMD data with a temperature rise shown as open circles. NEMD data time-averaged for the final 10 nm of sliding. Error bars are omitted for clarity. Data from higher applied pressures are shown in darker colours.

Although the friction coefficient of the traction fluids (Fig. 52-c and Fig. 52-d) also increases linearly with log(strain rate), it does so with a much lower slope than for the lubricants. This behaviour is similar to that observed in NEMD simulations of single-component Lennard-Jones fluids subjected to high pressures [155–157]. The traction fluids generally gave much higher friction coefficients than lubricants, particularly at low strain rate. The friction coefficient at 0.5 GPa exceeds that at 2.0 GPa at much lower strain rates (>10$^8$ s$^{-1}$) for the traction fluids than for the lubricants (>2 x 10$^9$ s$^{-1}$). The high friction from the traction fluid molecules can be attributed to interlocking of the bulky cyclohexane and bicyclo[2.2.1]heptyl groups DCMP and DM2H respectively [375]. This, coupled with their internal
molecular stiffness [376], increase energy barriers for neighbouring molecules to slide over one another [114], leading to high friction [15].

8.3.2. Flow Behaviour

The physical state of fluids in the EHL regime is still largely unresolved, owing to experimental difficulties in probing the contact zone under the extreme conditions [156]. The nonequilibrium phase behaviour of the fluids can be directly probed using velocity and atomic mass density profiles from the NEMD simulations [155–157]. Although not part of this current study, experimental velocity profiles for these fluids are also currently under investigation using recently developed techniques [150,161–163]. The NEMD velocity and atomic mass density profiles are spatially and time averaged to improve their signal to noise ratio. The profiles are both shifted such that a \( z \)-coordinate of zero is at the centre of the fluid film. The velocity profiles generally reach a steady state after 5-10 nm of sliding, depending on the fluid and conditions.

Fig. 53 shows how the \( x \)-velocity profile in the \( z \)-dimension, \( v_x(z) \), and the atomic mass density profile in the \( z \)-dimension, changes with the applied pressure for a representative lubricant, squalane. At 0.5 GPa (Fig. 53-a), a Couette flow profile develops, with a linear velocity gradient between the two slabs. The outer molecular layer of fluid moves at the same velocity as the wetting \( \alpha\text{-Fe}_2\text{O}_3 \) slabs, indicating that no boundary slip occurs (see Appendix B). The oscillatory atomic mass density profile indicates strong layering of the squalane molecules close to the surface and weaker layering in the centre of the film. These profiles are similar to those from NEMD simulations of thin \( n \)-hexadecane films confined by \( \alpha\text{-Fe}_2\text{O}_3 \) slabs at high pressure [352,371]. At 1.0 GPa (Fig. 53-b), there is stronger layering of the fluid extending further from the slabs, suggesting the formation of an ordered, solid-like region close to the slabs, with a liquid-like region in the centre of the film. The flow profiles in Fig. 53 confirm the transition to a ‘central localisation’ (CL) phase, with the solid-like regions of the fluid moving at the same velocity as the slabs and a steeper velocity gradient within the central liquid-like region than for the Couette flow case. CL is one of the nonequilibrium phases identified in previous confined NEMD
simulations of Lennard-Jones fluids [155–157], and has also been observed experimentally for 5P4E [158–160,163]. At 2.0 GPa (Fig. 53-c), the molecular layering is even more pronounced, and extends further into the centre of the film. Thus, the system shows stronger CL, with thicker solid-like regions moving with the slab and a steeper velocity gradient in the central liquid-like region. It is important to note that the strong layering extends much further into fluid than is directly influenced by the solid slab (Lennard-Jones interactions cut off at 12 Å). It is not possible from these simulations to definitively show the physical state of the solid-like region, whether glassy or fully crystalline; this will be investigated in future studies. The change in the velocity profiles with pressure, moving from Couette-like to increasingly strong CL, is similar to that observed experimentally for viscous 5P4E at lower temperature, strain rate, and pressure [163].

**Figure 53.** Atomic mass density (blue) and velocity (orange) profiles for squalane at: 80 °C, 20 m s\(^{-1}\) (\(\dot{\gamma} \approx 10^9\) s\(^{-1}\)), and; 0.50 GPa (a), 1.00 GPa (b), 2.00 GPa (c). Time-averaged for the final 5 nm of sliding.
Fig. 54 shows how the x-velocity profile in the z-dimension, \( v_x(z) \), and the atomic mass density profile in the z-dimension, change with the applied pressure for a representative traction fluid, DM2H. The trends for the traction fluids are similar to those for the lubricants, but they show greater divergence from Couette flow under the same conditions. Even at 0.5 GPa (Fig. 54-a), DM2H shows weak CL, with layering of the molecules close to the surface resulting in a sinusoidal velocity profile. At 1.0 GPa (Fig. 54-b), the traction fluids show much stronger CL, which is similar to the lubricants at 2.0 GPa (Fig. 53-c). At 2.0 GPa (Fig. 54-c), the traction fluids show ‘plug slip’ (PS), another phase identified in confined NEMD simulations of Lennard-Jones fluids [155–157]. Here, the velocity profile shows that shear localises close to the slabs and the density profile indicates strong layering throughout the film.[157] During PS, the first molecular layer still moves at the same speed as the slab and ‘slip planes’ form within the second and third layers [157]. Note that PS is distinct from the boundary slip behaviour, which is commonly observed in NEMD simulations of very thin films [352] (see Appendix B). PS has been observed experimentally for viscous polybutadiene [161,162] and has also been inferred from film thickness measurements in realistic mineral oils [164,165].
Figure 54. Atomic mass density (blue) and velocity (orange) profiles for DM2H at: 80 °C, 20 m s$^{-1}$ ($\dot{\gamma} \approx 10^9$ s$^{-1}$), and; 0.50 GPa (a), 1.00 GPa (b), 2.00 GPa (c). Time-averaged for the final 5 nm of sliding.

Fig. 55 shows the change in the velocity profile with sliding velocity for a representative fluid, DM2H. The width of the central liquid-like region increases with sliding velocity from 5-100 m s$^{-1}$, as has been observed previously for Lennard-Jones fluids undergoing CL [155–157]. This is intuitive given that, at higher sliding velocities (strain rates), there is increased shear heating in the centre of the film [155]. At the lowest sliding velocities considered (0.5-2.0 m s$^{-1}$), the lower signal to noise ratio in the velocity profiles makes it difficult to definitively state the flow behaviour.
In the confined molecular fluids simulated here, the nonequilibrium phase behaviour is broadly similar to that observed in NEMD simulations of Lennard-Jones fluids [155–157]. As the pressure is increased, molecules are forced closer together, and eventually localisation of the shear becomes energetically favourable to global shearing of the film. Under the relatively high strain rates accessible through NEMD, this generally manifests as CL, but the transition to PS was also observed for the traction fluids at the highest pressures considered [155]. The results of this study suggest that, precluding excessive shear heating, shear localisation will arise in any confined molecular fluid providing that the pressure is sufficiently high [156].
The shear bands form parallel to the confining walls in these and, to our knowledge, all previous NEMD simulations which have investigated this phenomenon [152]. Conversely, bands have been observed at a 20° angle to the confining surfaces in experiments using 100 µm thick 5P4E films [159], which was later supported by theoretical predictions [160]. The bands in the NEMD simulations probably form parallel to the surfaces rather than at an angle because relatively thin films are used with periodic boundary conditions in the x and y directions in order to make the simulations computationally feasible [152,155].

8.3.3. Relationship Between Flow and Friction

Given the fact that shear localisation occurs for a wide range of condensed phase materials (see Introduction), it might be reasonably expected that a common principle applies across the range of different types [357]. The critical question to consider is: why would a fluid film shear inhomogeneously rather than with a linear velocity gradient? The principle of least work or minimisation of heat production may go some way to explain this effect, which is encapsulated in basic form in the following equation, for a fluid undergoing Couette flow:

\[ \dot{q} = \eta \dot{\gamma} h S^2 \]  

(Equation 3)

where \( \dot{q} \) is the rate of heat production, \( \eta \) is the shear viscosity, \( \dot{\gamma} \) is the strain rate, and \( S \) is a cross-sectional dimension. For Couette flow, \( \dot{\gamma} = \frac{v_s}{h} \), where \( v_s \) is the difference in velocity between the slabs and \( h \) is the measured thickness of the lubricant film. If there is shear localisation, for a thickness, \( \Delta h \), then, assuming the solid-like region is not sheared, the ‘actual’ strain rate is \( \frac{v_s}{\Delta h} \). The localisation thickness, \( \Delta h \), can range from near zero to \( h \), the measured film thickness. The product of the actual strain rate and the localisation thickness, \( \dot{\gamma} \Delta h \), must be constant to a first approximation (the exact value of \( \Delta h \) can be difficult to specify). Hence, from Equation 3:

\[ \dot{q} \propto \eta(\gamma) \dot{\gamma} \]  

(Equation 4)
There is an energetic advantage, therefore, in having localisation of the shear as if the actual strain rate is larger than the Couette case, and the fluid is shear thinning [48], then the rate of heat production (or equivalently work performed) will be reduced in proportion to the decrease in viscosity due to enhanced shear thinning [157]. Moreover, the solid-like region will have an increased thermal conductivity [15], leading to more efficient thermal dissipation when the shear is localised. A combination of these factors mean that, at high pressure shear localisation can reduce the magnitude of the friction coefficient relative to Couette flow.

The slope of the friction coefficient with log(strain rate) is also reduced when fluids undergo shear localisation. This is intuitive since the region in which the shear is localised can be viewed as a strongly shear thinning liquid or, in extreme cases, as a slip plane between two solid-like layers [157]. In the former case, because the thickness of the liquid-like region grows with increasing strain rate (see Fig. 55), the actual strain rate, and thus the friction coefficient, becomes less sensitive to the applied strain rate. In the latter case, invariance of the friction coefficient to the applied strain rate is expected, as it is for sliding between elastic-plastic solids [374].

Recall that increased pressure generally lead stronger shear localisation (Fig. 53 and Fig. 54), an increase in the magnitude of the friction coefficient, but a reduction in the slope of the friction coefficient with log(strain rate) (Fig. 52). Thus, although the reduction in the slope from stronger shear localisation can clearly be observed in Fig. 52, the decrease in the magnitude of the friction coefficient must be masked by other effects. Specifically, increasing the pressure also increases the fluid viscosity, leading to higher friction [8]. Although the magnitude of the friction coefficient increases in systems at higher pressure, which show more shear localisation, it is lower than would be expected were Couette flow to be enforced under the same conditions.

When the limiting shear stress is reached, the friction coefficient becomes insensitive to both strain rate and pressure [152]. The results of this study (Fig. 52) suggest that this will only occur for bulky traction fluid molecules at high pressure, which show significant deviation from Couette flow, i.e.
strong shear localisation (Fig. 54). Thus, these results support strong shear localisation as the physical origin of the limiting shear stress, one of several proposed explanations in the literature [152, 377]. One might also tentatively suggest that the limiting shear stress is reached upon the transition from CL to PS [152], although more research is needed to confirm this.

The experimental results suggest that the limiting shear stress was approximately 0.1 GPa for both DM2H and DCMP at 1.0 GPa and 80 °C, which is similar to that reported from earlier experiments for the latter [374]. The NEMD simulations (Fig. 52-c and Fig. 52-d) suggest a higher limiting shear stress (approximately 0.25 GPa); at 1.0 GPa applied pressure, the friction coefficient still increases with log(strain rate). This discrepancy, along with the overestimated friction coefficient for the traction fluids at high pressure (Fig. 52-c and Fig. 52-d) may have at least two explanations. Firstly, the phase transitions critical to the friction behaviour, may occur under different conditions in the simulations (dependant on the MD force-field) [26] than in the experiments. Specifically, the results suggest that shear localisation, which reduces both the magnitude of the friction coefficient and its slope with log(strain rate), occurs under milder conditions, and to a greater degree, in the experiments compared to the NEMD simulations. Secondly, the thinner NEMD film thickness (h ≈ 15 nm) relative to the experiments (h ≈ 150 nm), could lead to differences in the relative sizes of the solid-like and liquid-like regions under equivalent conditions as well as variations in thermal dissipation. It should be noted, however, that there is generally good agreement between the results of the tribology experiments and NEMD simulations.

The differences in the friction behaviour between the two lubricants are clear in both the experiments and the NEMD simulations. Squalane (Fig. 52-a) gives a consistently higher friction than DEHS (Fig. 52-b) under all the conditions studied. Molecular factors that promote low EHL friction include linear chains and flexible groups, such as ester linkages, that reduce energy barriers for neighbouring molecules to slide over one another [15]. Both molecules include linear backbones of the same length (24 atoms); however, squalane includes several methyl branches, while DEHS has two ethyl branches
as well as two flexible ester linkages (Fig. 48). This additional flexibility and molecular ‘smoothness’ leads to a significantly lower friction for DEHS than squalane. In future studies, more molecular structures could be compared and similar methodologies to those used here could be used to design new molecules with specific levels of EHL friction.

The differences between the two traction fluids are far more subtle. At low pressure (≤0.55 GPa), the shear stress of DCMP (Fig. 52-d) has a slightly steeper slope with log(strain rate) than for DM2H (Fig. 52-c). This difference can be explained through the NEMD simulations, where DCMP has a more Couette-like profile at 0.50 GPa (see Appendix B) while DM2H shows some central localisation (Fig. 54-a). At higher pressures (>0.55 GPa), DM2H and DCMP have virtually identical friction and flow behaviour in both the experiments and NEMD simulations. Both traction fluids have similar molecular structures (Fig. 48), with cyclohexane groups in their chair confirmation meaning that they have steric bulk in three dimensions.

An increased knowledge of the friction and flow behaviour of confined fluids from tribology experiments and NEMD simulations, as used in this study, could help to accelerate the design of both new lubricants which give lower friction, and new traction fluids that give higher friction. For example, lubricants which are more susceptible to shear localisation under EHL conditions could lead to lower friction. Shear localisation could perhaps be promoted by using strongly layered lubricants, such as ionic liquids [82,378,379]. Conversely, including a mixture of different traction fluid molecules to suppress the formation of solid-like regions and thus shear localisation should increase EHL friction, particularly at high strain rates.

8.4. Summary

A combination of tribometer experiments and confined NEMD simulations has been used to investigate the effect of molecular structure on friction and nonequilibrium phase behaviour. An extensive parameter study, including several lubricant and traction fluid molecules subjected to
pressures (0.5-2.0 GPa) and strain rates (10^{4}-10^{10} \text{s}^{-1}) typical of the EHL regime, suggests clear relationships between the friction and flow behaviour.

In both the tribometer experiments and NEMD simulations, lubricant molecules generally give a low friction coefficient which increases with both strain rate and pressure. Conversely, traction fluid molecules give a high friction coefficient which has a much weaker dependence on strain rate and pressure. This behaviour can be rationalised through analysis of flow profiles from the NEMD simulations which suggest significant shear localisation, particularly in the traction fluids.

Nonequilibrium phase changes, which were first identified in NEMD simulations of simple Lennard-Jones fluids, have also been observed here, for the first time, in well-characterised molecular fluids. All of the fluids investigated display some shear localisation at high pressure. Both lubricants and traction fluids show central localisation, where the regions of the fluid close to the slab become solid-like and only the central, liquid-like region is sheared. At very high pressure, the traction fluids also show plug slip, where the centre of the film becomes solid-like and the shear occurs close to, but not at, the walls. The traction fluid molecules, which have bulky cycloaliphatic groups, show a higher propensity for shear localisation, and only exhibit Couette flow at low pressure or very high strain rate. Higher pressure induced more pronounced shear localisation, whilst increasing the strain rate resulted in a widening of the sheared, liquid-like region. Shear localisation generally leads to a decrease in both the magnitude of the friction coefficient and the slope of its increase with log(strain rate) compared to Couette flow.

For most of the fluids and conditions considered, the variation in the shear stress with log(strain rate) in the NEMD simulations is in good agreement with tribometer experiments conducted at lower strain rates. This study has important implications with respect to utilising tribometer experiments and NEMD simulations to predict and control EHL friction. Specifically, they suggest that a range of molecules show significant deviations from planar Couette flow under EHL conditions, meaning that macroscale models currently used to predict friction in this regime may require modification to
account for this. Moreover, the techniques applied here show significant potential to accelerate the
design of new lubricant and traction fluid molecular structures.
Chapter 9. Conclusions and Further Work

In this chapter the main conclusions which can be drawn from this project are elucidated and topics of further work are suggested.

9.1. Conclusions

1. It has been demonstrated that the use of an accurate, all-atom force-field is critical in order to accurately predict important fluid properties of long-chain, linear molecules. Several united-atom and all-atom force-fields were benchmarked with respect to their how accurately they predicted the density and viscosity of n-hexadecane compared to experiment. These comparisons used the Green-Kubo method in equilibrium molecular dynamics (EMD) simulations under both ambient and high temperature, high pressure conditions. Whilst united-atom force-fields accurately reproduced experimental density, the viscosity was significantly under-predicted compared to all-atom force-fields and experiments. Moreover, some all-atom force-fields yielded elevated melting points, leading to significant overestimation of both the density and viscosity. Recently all-atom force-fields specifically parameterised for long-chain alkanes accurately predicted density and viscosity under ambient and high temperature, high pressure conditions.

2. Nonequilibrium molecular dynamics (NEMD) simulations showed that united-atom force-fields can provide an accurate representation of the structure of confined organic friction modifier (OFM) films; however, friction coefficients were significantly under-predicted. Moreover, their friction-velocity and particularly friction-coverage behaviour deviates from that obtained with all-atom force-fields and experiments. These observations had important implications regarding force-field selection for NEMD simulations of tribological systems; specifically, it was recommended that accurate all-atom potentials, such as L-OPLS-AA are used.
3. NEMD simulations of OFM films with a thin layer of confined n-hexadecane lubricant were performed. They indicated that, at low and medium coverage, OFMs form liquid-like and amorphous monolayers, respectively, which are significantly interdigitated with the confined hexadecane, resulting in high friction coefficients. At high coverage, solid-like monolayers were formed which facilitated slip between the well-defined OFM and hexadecane layers, yielding a marked reduction in the friction coefficient.

4. When present at equal surface coverage, OFMs with saturated and Z-unsaturated tailgroups were found to yield similar structure and friction behaviour. In boundary friction experiments, OFMs with saturated tailgroups showed similar friction behaviour to the high coverage NEMD results, whereas OFMs with Z-unsaturated tailgroups resembled the low coverage NEMD results. This suggests that OFMs with saturated tailgroups form close-packed monolayers under boundary lubrication layers whilst steric effects prevent this for OFMs with Z-unsaturated tailgroups. This postulation has since been supported by adsorption experiments.

5. OFMs with glyceride headgroups yielded significantly lower friction coefficients than amide and particularly carboxylic acid headgroups. This was shown to be due to the formation of intermolecular hydrogen bonded networks which yielded a more coherent, solid like film, reduced interdigitation as well as the friction coefficient.

6. For all of the OFMs and coverages simulated, the friction coefficient was found to increase linearly with log(sliding velocity). This observation is in agreement with experiment and can be rationalised through stress-promoted thermal activation theory. The slope of the increase in friction with log(sliding velocity) depends on the coverage, with medium coverage films being most sensitive to changes in sliding velocity.

7. Surfaces with random nanoscale roughness led to more liquid-like OFM films due to frustration of the ordering of the molecules. However, the friction coefficient and friction force at zero-load (Derjaguin offset) were only slightly increased by the levels of surface
roughness studied. This suggests that OFM films are almost as effective on contact surfaces with nanoscale roughness compared to those which are atomically-smooth.

8. NEMD simulations of carbon nano-diamonds (CNDs) and carbon nano-onions (CNOs) showed that, at high coverage and/or low pressure, the nanoparticles do not indent into the iron slabs during sliding, leading to zero wear and a low friction coefficient. At low coverage and/or high pressure, the nanoparticles indent into, and plough through the slabs during sliding, leading to atomic-scale wear and a much higher friction coefficient. This contribution to the friction coefficient was well predicted by an expression developed for macroscopic indentation by Bowden and Tabor. Even at the highest pressures and lowest coverages simulated, both nanoparticles were able to maintain separation of the opposing slabs and reduce friction by approximately 75 % compared to when no nanoparticle was present, which agrees well with experimental observations. CNO nanoparticles yielded a lower indentation (wear) depth and lower friction coefficients at equal coverage and pressure with respect to CND, making them more attractive friction modifier additives.

9. A combination of tribological experiments and confined NEMD simulations revealed clear relationships between the friction and flow behaviour. Lubricants, which are flexible, broadly linear molecules, gave low friction coefficients that increased with strain rate and pressure in both the experiments and the simulations. Conversely, traction fluids, which are based on inflexible cycloaliphatic groups, gave high friction coefficients that only weakly depended on strain rate and pressure. The observed differences in friction behaviour were rationalised through the stronger shear localisation which is observed for the traction fluids in the simulations. Higher pressures lead to more pronounced shear localisation, whilst increased strain rates lead to a widening of the sheared region.

9.2. Further Work

The work carried out in this thesis involved applying confined NEMD simulations to a range of diverse problems in tribology. Rather than focussing on identifying further applications of the same methods
to different problems, this section will focus on new methodologies which can give different information. Some parts of this section have been submitted to the journal Friction (ref. [3]).

Molecular simulations have made remarkable advances in the past few decades both in terms of methodology development and application-driven research. Despite this, for a more general approach to modelling in the context of lubrication and tribology, new tools and knowledge are required to describe complex phenomena that govern the macroscopic experimental behaviour. Our understanding of some complex tribology problems (e.g. tribochemistry, triboemission, adhesion, plasticity), would benefit from models which span multiple scales with multiple levels of complexity. Multiscale/multiphysics modelling can be used to calculate material properties or system behaviour at one level, using information or models from different levels. At each level, different approaches are used to describe the system. The following levels are usually distinguished: quantum mechanical models (electronic scale), MD models (atomic scale), coarse-grained models (mesoscopic scale), and finally continuum models. Each level addresses a phenomenon over a specific window of length and time.

Critical to these advances will be to link MD with simulations performed at the top and bottom of the scales (see Fig. 2). In doing so, modelling strategies can be produced that will minimise the computational resources required while maximising the insight provided by simulations performed simultaneously or sequentially at different scales. The emphasis remains on lubricants and additives in the next two sub-sections. An outlook is provided which describes the most promising multiscale/multiphysics techniques currently available to link MD simulations to quantum mechanics (section 9.2.1.) and continuum models (section 9.2.2.).

9.2.1. Linking MD to Smaller Scales

The function of many lubricant additives depends on chemical reactivity both in solution and at solid surfaces. Modelling chemical reactivity is beyond the capabilities of classical MD simulations; however, techniques which allow this have been developed and applied to study lubricant additives.
One promising technique is the use of ‘reactive’ force-fields, such as ReaxFF [380] which can approximate chemical reactivity in classical MD simulations through bond order terms [381]. A drawback of this approach is the limited availability of reliable parameter sets for the materials, conditions, and properties of interest. The generation of high-quality ReaxFF parameter sets is a very difficult and time consuming task due to the huge number of parameters which need to be fitted [382]. Despite this, parameters have been developed which can be used to investigate some important lubricant additives, such as carboxylic acid OFMs [383], phosphoric acids [384] and MoS$_2$ [385]. Using such force fields, relatively large molecular systems (nm) can be compressed and sheared [384] in a similar manner to conventional confined NEMD simulations, and consequent chemical reactions monitored over a reasonable simulations time (ns).

Alternatively, the reactivity of lubricant additives can be explicitly modelled using first principles or \textit{ab initio} MD techniques. Examples of this include Car-Parrinello MD (CP-MD) [386–390] and tight-binding quantum chemical MD (TB-QCMD) [391–395], which have given important insights into the reactivity of common friction modifier (molybdenum disulphide - MoS$_2$, molybdenum dithiocarbamate - MoDTC) and anti-wear (zinc dialkyldithiophosphate - ZDDP) additives. \textit{Ab initio} NEMD simulations have also been performed on additive systems subjected to confinement and shear. For example, TB-QCMD has been used to investigate OFM adsorption on iron oxide surfaces under sliding conditions [292,293,296]. While these techniques allow more accurate reactivity behaviour, they are orders of magnitude more expensive than classical MD simulations, meaning that the system sizes and timescales accessible are rather limited. One potential solution, for confined NEMD where the ‘reactive’ region is well-defined, is spatial coupling of classical MD for the ‘non-reactive’ region to \textit{ab initio} MD for the ‘reactive’ region.

\textbf{9.2.2. Linking MD to Larger Scales}

As shown in Fig. 7, the next scale up from atomistic MD is coarse-grained MD (CG-MD), which involves grouping of multiple atoms together to form ‘beads’ to reduce the number of interaction sites. It is
commonly used to simulate large polymers, where monomers or even a combination of monomers can be represented as a single CG bead. CG-MD has not been extensively applied in tribology; however, it has been used to study friction in polymer brushes [396,397], model friction modifier additives [398] and ionic liquids [399]. The use of CG-MD in tribology is likely to remain rare in tribology, since the importance of atomic detail has been highlighted in representing a range of processes accurately. Possible applications of CG-MD in tribology are very large polymer additives or the study of relatively slow processes such as surfactant self-assembly at solid surfaces whose timescales are inaccessible to study using atomistic force-fields.

Most tribological processes are governed by physical and chemical phenomena localised in an interfacial layer which controls the macroscopic behaviour of the system. With this in mind, an attractive possibility is to capture the interfacial laws of friction, heat transfer, and other relevant phenomena at small, accurate scales and pass this information to continuum models to study entire tribological systems. Choosing how to pass information across the scales is not always straightforward; some issues concern what assumptions can be made and the accuracy required in linking the two levels. Two options are usually available, depending whether it is possible to establish scale-separation between the atomic level and the continuum. If such separation exists, then a hierarchical (or sequential) multiscale model is acceptable, otherwise a hybrid (or concurrent) scheme is required.

Both of these MD-continuum coupling methods have already been applied to a variety of problems in tribology. Hierarchical coupling involves using MD simulations to gain information about the boundary conditions and constitutive laws to input into separate continuum models [400]. This method is relatively straightforward to implement, but requires careful planning to establish which regions of phase space can be reliably probed with MD to provide useful inputs for the continuum models. For example, Martini et al. [140] and Savio et al. [142,154] used local viscosity and slip information obtained using MD simulations to improve continuum predictions of film thickness and friction for strongly confined systems. These are examples of phenomena that can be studied at a single relevant scale and integrated at a larger scale in a hierarchical manner.
Alternatively, the MD and continuum models can be run concurrently on different spatial regions; this is the preferred method when atomic interactions dictate the observed macroscopic tribological behaviour but are themselves affected by the whole macroscopic domain. Modelling surfaces with realistic levels of roughness lubricated by a fluid is a case in point. Such a problem is still beyond the scales accessible to full MD simulation. Alternatively, atomistic details of the surface topography and fluid close to the walls can be explicitly modelled and intimately linked to the macroscopic response of the fluid further from the walls. In this case MD-continuum coupling strategies involve the transfer of information between the MD and continuum regions, and particular care must be taken when the two descriptions merge \[401,402\]. A number of schemes exist for this \[403–406\], with various procedures enabling hybrid coupling \[407\].

Models dealing with concurrent coupling are generally far more complex than their hierarchical alternatives, but are of high importance in understanding the physics of certain phenomena in contact interfaces, such as the effect of surface roughness, surface coatings and additive layers on fluid flow. One major limitation of concurrent coupling techniques is that the simulation time step is limited to the shortest timescale which needs to be modelled at the smallest scale. Despite this, considerable performance enhancements can be achieved compared to modelling the entire system at the atomic level \[405\]. The future success of concurrent coupling schemes will depend on the development of efficient coupling libraries and algorithms that facilitate hybrid coupling simulations and support their implementation on different HPC platforms (see *e.g.* a recent software made available by the Imperial College Tribology Group \[408\]).

### 9.2.3. Summary

Classical NEMD simulations have already given unique insights into the atomic-scale behaviour of lubricants and additives, but are for computational reasons limited to the study of relatively small systems and timescales. This continues to limit their ability to adequately model situations of specific engineering significance. For reactive lubricant additives, classical MD is deficient in its inability to
model chemical reactivity. Moving forwards, we expect classical MD simulations to be supplemented by coupling techniques to smaller scales, to study tribochemistry, as well as larger scales, to represent entire tribological systems. Tribology is an ideal subject for such multiscale/multiphysics models since many macroscopic tribological phenomena have been shown to driven by atomic-scale processes. Such tools will shed further light on these processes and could even transform lubricant formulation by identifying process-structure-property relationships as it has in other fields of research.
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Appendix A. Supporting Information for Chapter 4

The work described in this appendix has been published as Supporting Information in Langmuir (ref. [267]). Table 4 shows the force-field parameters used in these simulations. They are taken from; L-OPLS-AA for the alkyl and alkenyl chains [26], an updated OPLS-AA for ester groups, and the original OPLS-AA for carboxylic acid, amide and alcohol groups [234], which had not been updated since the original parameterization at the time of submission (have been since [370]). Parameters for the hematite surface are those developed by Berro et al. [169]. Non-bonded parameters are shown for all of the OFM functional groups with OPLS atom types. For full bonded parameters, see the references provided.

Table 4. Full non-bonded force-field parameters

<table>
<thead>
<tr>
<th>Ref</th>
<th>Atom Type</th>
<th>Description</th>
<th>q (e)</th>
<th>σ (Å)</th>
<th>ε (kcal mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26]</td>
<td>CH3 alkane</td>
<td>CH3 alkane</td>
<td>-0.222</td>
<td>3.500</td>
<td>0.066</td>
</tr>
<tr>
<td>[26]</td>
<td>CH2 alkane</td>
<td>CH2 alkane</td>
<td>-0.148</td>
<td>3.500</td>
<td>0.066</td>
</tr>
<tr>
<td>[26]</td>
<td>CH alkene</td>
<td>CH alkene</td>
<td>-0.160</td>
<td>3.550</td>
<td>0.076</td>
</tr>
<tr>
<td>[26]</td>
<td>CH3 alkane</td>
<td>CH3 alkane</td>
<td>0.074</td>
<td>2.500</td>
<td>0.030</td>
</tr>
<tr>
<td>[26]</td>
<td>CH2 alkane</td>
<td>CH2 alkane</td>
<td>0.074</td>
<td>2.500</td>
<td>0.026</td>
</tr>
<tr>
<td>[26]</td>
<td>CH alkene</td>
<td>CH alkene</td>
<td>0.160</td>
<td>0.242</td>
<td>0.030</td>
</tr>
<tr>
<td>[169]</td>
<td>Surface Fe</td>
<td>Surface Fe</td>
<td>0.771</td>
<td>2.320</td>
<td>0.340</td>
</tr>
<tr>
<td>[169]</td>
<td>Surface O</td>
<td>Surface O</td>
<td>-0.514</td>
<td>2.960</td>
<td>0.170</td>
</tr>
</tbody>
</table>

*Partial charges slightly modified to allow neutral glyceride molecules with L-OPLS alkyl CT and HC charges.

**H atoms are assigned very small L-J parameters to prevent overlap with OX slab atoms (does not affect dynamics).
Fig. 56 shows results of squeeze-out simulations for representative OFM (SA, high coverage) for different system $x \times y$ dimensions (Å); variation in number of hexadecane molecules within contact volume over 300 ps, $P_z = 0.5$ GPa. It shows that the two-molecular layer equilibrium thickness outlined in the manuscript is not significantly influenced by the system size (boundary effects).

**Figure 56.** Variation in the number of hexadecane molecules inside the contact volume with simulation time for different slab sizes (Å)
Fig. 57 shows how the structure of the system changes under compression (dotted) and sliding (solid) at i) high, ii) medium and iii) low coverage for a representative OFM (SA). One can observe that the changes are minimal and thus the structure of the system is mainly governed by the response to the applied pressure.

**Figure 57.** Mass density profile in z, ρ(z), of OFM (orange) and hexadecane (blue) for representative OFM (SA) under compression (dotted) and sliding (solid)

Fig. 58 and Fig. 59 show mass density profiles and number density profiles for SAm (solid) and OAm (dotted) at i) high, ii) medium and iii) low coverage. These profiles represent an intermediate case between OFMs with acid and glyceride headgroups in terms of the interdigitation between the lubricant and hexadecane layers. This is reflect in the fact that amides show intermediate friction between OFMs with acid and glyceride headgroups.

**Figure 58.** Atomic mass density profile in z, ρ(z), for SAm (solid) and OAm (dotted) under shear
**Figure 59.** Atomic position probability profile for SAm (solid) and OAm (dotted) under shear

Fig. 60 shows the variation in the block averaged friction coefficient with simulation time for representative OFM (GMS, high coverage), $P_f = 0.5$ GPa, $v_s = 10$ m s$^{-1}$. Block averages are calculated every 100 ps and the first 100 ps average is not included in the overall average because steady state sliding has not been achieved. Green circles show data for first 1 ns (as used for all 10 m s$^{-1}$ results described in main publication), green crosses show data for extended simulation. Note that the friction is coefficient is consistent and that virtually the same average friction coefficient can be obtained after 1 ns as after 10 ns.

**Figure 60.** Variation in the block-averaged friction coefficient with simulation time for extended 10 ns, 10 m s$^{-1}$ sliding simulation for GMS at high coverage
Appendix B. Supporting Information for Chapter 8

The work described in this appendix has been published as Electronic Supplementary Information in Physical Chemistry Chemical Physics (ref. [42]).

Thermal Correction Procedure

The equations governing temperature rise under EHL conditions were first described by Archard [367]. There are two components, the ‘flash temperature rise’, $\Delta T_{\text{surf}}$, of the solid surfaces in response to transient heat input as they traverse the contact, and an additional rise of oil film temperature above that of the bounding solid surfaces, $\Delta T_{\text{oil}}$, due to the relatively low thermal conductivity of the oil.

The total mean temperature rise of the oil film above the inlet temperature is then given, for a point contact, by:

$$\Delta T_{\text{tot}} = \Delta T_{\text{surf}} + \Delta T_{\text{oil}}$$

$$\Delta T_{\text{tot}} = \left( \frac{1}{(2\pi K_s \rho c)^{0.5}} t_i^{0.5} h + \frac{1}{K_{\text{oil}}} h^2 \right) \bar{\tau} \dot{\gamma}$$

(Equation 5)

where the first term describes the mean flash temperature rise and the second the additional mean oil film temperature rise. In Equation 5, $K_s, \rho$ and $c$ the thermal conductivity, density and specific heat of the solid bodies, respectively, $t_i$ is the time of transit of the surfaces across the contact, $h$ the film thickness and $K_{\text{oil}}$ the thermal conductivity of the oil at the mean pressure of the contact, $\bar{\tau}$ is the mean shear stress and $\dot{\gamma}$ is the strain rate. The flash temperature term in Equation 5 assumes that both solids are of the same material and travel at approximately the same speed with respect to the contact, but it can quite easily be adjusted to accommodate different materials and speeds. In the second term, the value in the denominator (8) is debated and depends on where heat is generated in the oil film. Archard derived the value of 8 assuming that heat is generated evenly through the oil film thickness (i.e. Couette flow), while a value of 4 was obtained if all the heat is generated at the midplane (i.e. central localisation) [8,367].
Equation 5 shows that at high values of shear stress and strain rate, the mean oil film temperature can rise very significantly, particularly when the film thickness, $h$, is large. This complicates the interpretation of traction curves since it must be accounted for before any model of rheology can be inferred [8]. To achieve this, we assume a mean temperature rise across the contact, Johnson and Greenwood have demonstrated the validity of the mean temperature approach [368]. We start with a set of mean shear stress versus strain rate curves made at a series of different bulk temperatures between 30 and 120 °C (e.g. Fig. 61). Note that in Fig. 61, the 110 and 120 °C data are not shown since we do not determine a thermal correction at these temperatures as this would involve extrapolation [369]. Our correction of the experimental shear stress measurements involves two stages [8,369].

![Figure 61. Mean shear stress versus strain rate for squalane at 0.75 GPa (50 N, steel/steel) with different bulk oil temperatures](image)

In the first stage, we use Equation 5 to estimate the mean temperature rise for every single measurement, based on the mean shear stress and strain rate of this measurement; thus, for each measured data point, we now have a corrected mean film temperature which is equal to or higher than the bulk test temperature [369].

In the second stage, for all shear stress data points, we identify its strain rate and extract, from the data measured at other temperatures, measurements made at this identical strain rate (with interpolation when necessary). We thus obtain a plot of mean shear stress versus corrected mean temperature at this fixed strain rate (see for example Figure 1 in reference [369]). We fit a smooth
curve to this and use interpolation to determine, for each data point, how much the mean shear stress will have been reduced by the calculated rise in temperature. We then add this value to the measured mean shear stress. When carried out on all points in a shear stress versus log(strain rate) curve, this gives us an isothermal mean shear stress versus log(strain rate) curve at the bulk test temperature. We only do this for mean temperature rises of <10°C, since we recognise that the procedure becomes less exact as temperature rise increases [369].

It is important to note that this procedure makes no assumptions about the rheology of the film nor how mean shear stress varies with temperature. Instead, the latter is extracted directly from our measurements made at a series of different temperatures. The thermally-corrected mean shear stresses calculated using this interpolation method are very similar to those calculated using a 3-D fitting procedure [15].
Fluid Force-Field Parameters

Interactions between the liquid molecules are represented with an updated form of the all-atom ‘optimized potential for liquid simulations’ (OPLS) force-field [234], L-OPLS-AA [26]. In this force-field, both bonded and non-bonded parameters have been updated for several atom types to provide a more realistic description of long-chain alkanes [26] and, more recently, alcohols and esters [370]. Specifically, parameters for all primary and secondary carbon atoms and aliphatic hydrogen atoms in squalane, DEHS, DCMP and DM2H were taken from ref. [26]. Tertiary and quaternary carbon atoms have the same Lennard-Jones parameters as primary and secondary carbon atoms [26], with their partial charges adjusted to ensure that the molecules have no overall charge. Parameters for the ester group in DEHS are taken from ref. [370].

In order to be confident that the force-field was suitable for the molecules chosen in this study, it was ensured that their experimental liquid density, \( \rho \), was accurately reproduced in bulk simulations of 100 molecules in the isothermal-isobaric (NPT) ensemble (see reference [69] for full methodology). Table 5 shows that the experimental and simulated densities are in good agreement, confirming the suitability of chosen force-field for the studied fluids.

Table 5. Experimental and simulated densities of the studied fluids, high pressure data is from references [48,49], ambient data was measured using an Anton Paar Density Meter

<table>
<thead>
<tr>
<th>Fluid</th>
<th>T / °C</th>
<th>P / GPa</th>
<th>Experimental ( \rho ) / g cm(^{-3} )</th>
<th>Simulated ( \rho ) / g cm(^{-3} )</th>
<th>Simulation Error / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squalane</td>
<td>20</td>
<td>0.796</td>
<td>0.976</td>
<td>0.960</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.875</td>
<td>0.984</td>
<td>0.967</td>
<td>-1.8</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.955</td>
<td>0.991</td>
<td>0.974</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.955</td>
<td>0.995</td>
<td>0.978</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.000101</td>
<td>0.810</td>
<td>0.812</td>
<td>0.2</td>
</tr>
<tr>
<td>DM2H</td>
<td>25</td>
<td>0.000101</td>
<td>0.961</td>
<td>0.972</td>
<td>1.1</td>
</tr>
<tr>
<td>DCMP</td>
<td>25</td>
<td>0.000101</td>
<td>0.890</td>
<td>0.901</td>
<td>1.2</td>
</tr>
<tr>
<td>DEHS</td>
<td>25</td>
<td>0.000101</td>
<td>0.914</td>
<td>0.926</td>
<td>1.3</td>
</tr>
</tbody>
</table>
Boundary Slip

Boundary slip occurs when the fluid cohesion is relatively stronger than its adhesion to the solid slabs [90], meaning that the slabs do not transfer sufficient momentum to shear the fluid [142]. The phenomenon is commonly observed in NEMD simulations of very thin films (<10 nm) between atomically smooth slabs [142–146]. The slip length has been shown to increase with increasing fluid viscosity, wall stiffness, sliding velocity, and pressure [142–146]. Conversely, the slip length has been shown to decrease with increasing surface-fluid interaction strength and film thickness [143–145] and to be virtually eliminated in the presence of atomic-scale surface roughness [135].

Boundary slip has been observed experimentally for viscous polybutadiene between oleophobic surfaces;[150] however, this phenomenon is not expected to occur for the fluids, surfaces, and experimental conditions used in the current study (Table 1) [152,156]. Large-scale NEMD simulations of a >100 nm n-hexane film between iron surfaces under realistic EHL conditions (\(F_N = 1\) GPa, \(\dot{\gamma} = 10^5\) s\(^{-1}\)) confirmed the suitability of a macroscopic no-slip boundary condition for this system [144]. However, these simulations were extremely computationally expensive, making them unsuitable for the wide parameter study required here. Therefore, in order to increase computational efficiency, most of the NEMD simulations were performed on the thinnest systems (h ≈ 15 nm) for which boundary slip did not occur under the conditions of interest on the wetting \(\alpha\)-Fe\(_2\)O\(_3\) slabs.

The parameters used for the \(\alpha\)-Fe\(_2\)O\(_3\) slabs were similar to those developed by Savio et al. [142] and Berro et al. [169]: \(\varepsilon_0 = 0.21\) kcal mol\(^{-1}\), \(\sigma_0 = 2.96\) Å, \(q_0 = -0.514\) e; \(\varepsilon_{Fe} = 20.0\) kcal mol\(^{-1}\), \(\sigma_{Fe} = 2.32\) Å, \(q_{Fe} = +0.771\) e. The value of \(\varepsilon_{Fe}\) was increased relative to these previous studies to increase the strength of short-ranged surface-fluid interactions and discourage boundary slip, allowing a computationally-feasible film thickness to be simulated for this extensive parameter study. It is important to note that previous NEMD studies have shown that, once slip is prevented, an increase in the strength of surface-fluid interactions does not significantly affect the shear stress in the confined fluid [142,169].
**Film Thickness**

Apart from in very strongly confined systems [353], and in the absence of boundary slip, the shear stress in bulk and confined simulations is virtually indistinguishable [90,142,350]. In order to ensure that the choice of film thickness in the NEMD simulations did not significantly influence the mean shear stress results, some systems were also tested in systems with half and double the film thickness. Fig. 62 shows the variation in the block-averaged shear stress and pressure with sliding distance for three different film thicknesses for a representative case (squalane at 0.5 GPa, 80 °C, $3.1 \times 10^8$ s$^{-1}$). These systems all gave the same shear stress result at equal strain rate within the statistical uncertainty. This confirms that the shear stress measurements from the NEMD simulations ($h \approx 15$ nm) are directly comparable to results from the thicker experimental films ($h \approx 150$ nm).

*Figure 62.* Example of the variation in the block-averaged shear stress ($F_s$) and pressure ($F_p$) with sliding distance for squalane systems with film thicknesses of 7.75 nm (2.5 m s$^{-1}$), 15.5 nm (5 m s$^{-1}$) and 31.0 nm (10 m s$^{-1}$) at $3.1 \times 10^8$ s$^{-1}$, 0.5 GPa, 80 °C.
Additional Velocity Profiles

Fig. 63 shows how the $x$-velocity profile in the $z$-dimension, $v_x(z)$, and the atomic mass density profile in the $z$-dimension, changes with the applied pressure for DEHS. The profiles show similar flow behaviour as observed for the other lubricant (squalane).

Figure 63. Atomic mass density (blue) and velocity (orange) profiles for DEHS at: 80 °C, 20 m s$^{-1}$ ($\dot{\gamma} \approx 10^9$ s$^{-1}$), and; 0.50 GPa (a), 1.00 GPa (b), 2.00 GPa (c). Time-averaged for the final 5 nm of sliding.
Fig. 64 shows how the x-velocity profile in the z-dimension, \( v_x(z) \), and the atomic mass density profile in the z-dimension, \( \rho(z) \), changes with the applied pressure for DCMP. The profiles show similar flow behaviour as observed for the other traction fluid (DM2H). However, at the lowest pressure considered (0.5 GPa), the flow is more Couette-like for DCMP than DM2H.

Figure 64. Atomic mass density (blue) and velocity (orange) profiles for DCMP at: 80 °C, 20 m s\(^{-1}\) (\( \dot{\gamma} \approx 10^9 \) s\(^{-1}\)), and; 0.50 GPa (a), 1.00 GPa (b), 2.00 GPa (c). Time-averaged for the final 5 nm of sliding.