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Abstract

We consider a large class of \(1 + 1\)-dimensional continuous interface growth models and we show that, in both the weakly asymmetric and the intermediate disorder regimes, these models converge to Hopf–Cole solutions to the KPZ equation.
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1. Introduction

The Kardar–Parisi–Zhang equation is formally given by

$$\partial_t h^{(\lambda)} = \partial_x^2 h^{(\lambda)} + \lambda (\partial_x h^{(\lambda)})^2 + \xi,$$  \hspace{1cm} (1.1)

where $\xi$ denotes space–time white noise and $\lambda \in \mathbb{R}$ is a parameter describing the strength of its ‘asymmetry’. Equation (1.1) should be interpreted either via the
Hopf–Cole transform [BG97] as
\[
    h^{(\lambda)}_{\text{HC}} \equiv \frac{1}{\lambda} \log Z^{(\lambda)}
\]
where \(Z^{(\lambda)}\) is the continuous [Wal86], strictly positive [Mue91] Itô solution of the multiplicative stochastic heat equation
\[
dZ^{(\lambda)} = \partial_x^2 Z^{(\lambda)} + \lambda Z^{(\lambda)} \, dW, \quad Z^{(\lambda)}(0) = Z_0,
\]
where \(Z_0 = \exp(\lambda h_0)\) with \(W\) an \(L^2\)-cylindrical Wiener process, \(\langle W_t - W_s, \varphi \rangle = \xi(\varphi \otimes 1_{[s,t]})\) or equivalently by using the theory exposed in [Hai13, Hai14]. It has been conjectured (see [BPRS93, BG97, GJ14] for a number of results in this direction) that the KPZ equation has a ‘universal’ character in the sense that any one-dimensional model of surface growth should converge to it provided that it has the following features:

- There is a microscopic smoothing mechanism.
- The system has microscopic fluctuations with short-range correlations.
- The system has some ‘lateral growth’ mechanism in the sense that the growth speed depends in a nontrivial way on the slope.
- At the microscopic scale, the strengths of the growth and fluctuation mechanisms are well separated: either the growth mechanism dominates (intermediate disorder) or the fluctuations dominate (weak asymmetry).

Only some progress has been made towards a rigorous mathematical understanding of this claim. The only discrete microscopic models for which convergence to the KPZ equation has been established rigorously in general are the height function of asymmetric exclusion processes in the weakly asymmetric limit [BG97], [ACQ11], [DT13], qTASEP [BC14, CT15] and the free energy of directed random polymers in the intermediate disorder regime [AKQ10], [MFQR]. In [GJ14] it was shown that a wide class of asymmetric particle models with product invariant measures converge to energy solutions of the KPZ equation when started in equilibrium. A slightly stronger version of these equilibrium energy solutions were shown to be unique in [GP15]. In the continuous setting [FQ14] consider the KPZ equation with nonlinearity smoothed out so that a smoothed out Brownian motion is invariant, and show, again, that in equilibrium it converges to KPZ. In all these cases, including the last two, the proof goes through the Hopf–Cole transformation, and relies on the result satisfying a manageable version of (1.3). This is avoided in
the regularity structures approach \cite{Hai13, Hai14} which, in principle, allows for many different types of regularization of the quadratic KPZ equation or stochastic heat equation \cite{HP15}. At the present time it is however restricted to finite volume.

Substantial progress has also been made recently in the understanding of the conjectured long time scaling limit of the KPZ equation itself, which is expected to be the scaling limit for this whole class of microscopic interface growth models \cite{Spo91, BQS11, ACQ11, BC14}. Note that the type of well-posedness and approximation results considered here, or in \cite{Hai14}, even when they are global, do not have much to say about large time, which presently can only be probed through exact calculations.

In this article, we consider continuous growth models of the type
\begin{equation}
\partial_t h = \partial_x^2 h + \varepsilon F(\partial_x h) + \delta \eta,
\end{equation}
where $F$ is an even function, which we will often take to be a polynomial, modelling the growth mechanism, $\eta$ is a smooth space–time Gaussian process modelling the microscopic fluctuations, and $\varepsilon, \delta$ are two parameters. The two regimes alluded to earlier correspond to $\varepsilon \approx 1$ and $\delta \ll 1$ (intermediate disorder), as well as $\varepsilon \ll 1$ and $\delta \approx 1$ (weak asymmetry). It is important to note that these two regimes are not equivalent, that is, it is not possible to turn one regime into the other by a simple change of variables. What is usually done is to formally expand
\begin{equation*}
F(s) = F(0) + F'(0)s + \frac{1}{2} F''(0)s^2 + \cdots
\end{equation*}
The first two terms in the expansion can be removed by simple height and spatial shifts and one argues that the model is then approximated by the quadratic KPZ equation \eqref{eq:kpzeq} with $\lambda = \frac{1}{2} F''(0)$ \cite{HHZ95, KS91}.

Our main result is that for a wide class of nonlinearities $F$ and correlation functions for $\eta$, the appropriate rescaling of \eqref{eq:genmodel} (as a function of the small parameter $\varepsilon$ or $\delta$ depending on the regime considered) converges to the KPZ equation \eqref{eq:kpzeq} for a suitable value of the parameter $\lambda$. While this result is to some extent expected in view of the above discussion, the precise analysis uncovers some surprising facts:

- In the weakly asymmetric regime, the value $\lambda$ obtained for the limiting equation is not the one that one would guess by formally rescaling the equation and neglecting all terms with a positive power of the small parameter. In particular, one generically has $\lambda \neq 0$ even if the polynomial $F$ has no quadratic term.
In the intermediate disorder regime, if we consider $F$ with $F''(0) = 0$ but $F^{(4)}(0) \neq 0$ (say) then, as expected, the limit obtained under the ‘naive rescaling’ is given by the additive (linear) stochastic heat equation (1.1) with $\lambda = 0$. However, by considering larger scales, one again recovers the KPZ equation with a nontrivial $\lambda$!

To understand the need for the separation of scales, let us consider the problem of trying to make sense of (1.4) with $\varepsilon = \delta = 1$, when $\eta$ is space–time white noise. The natural approach is to replace $\eta$ by an approximate white noise $\xi^{(\gamma)}$ which is smooth on some small scale $\gamma > 0$ and attempt to identify a limit of

$$\partial_t h_\gamma = \partial_x^2 h_\gamma + F(\partial_x h_\gamma) + \xi^{(\gamma)}.$$  

In the KPZ case, $F(u) = u^2$, the nonlinear term does indeed converge to a nontrivial field, at the simplest level in the sense of convergence of the space–time covariance, after renormalization by subtraction of a diverging constant. On the other hand, if one takes a higher order nonlinearity such as $F(v) = v^4$, the renormalization by constants cannot help: The space–time covariance of the nonlinear field simply diverges as $\gamma^{-2}$. A possible route might be to renormalize by subtracting quadratic terms. For example, one could try to take a limit of

$$\partial_t h_\gamma = \partial_x^2 h_\gamma + [(\partial_x h_\gamma)^4 - c_{1,\gamma}(\partial_x h_\gamma)^2 + c_{1,\gamma}] + \xi^{(\gamma)},  

\text{(1.5)}$$

with precisely chosen $c_{1,\gamma}$ and $c_{2,\gamma}$. The model is supercritical, and on large scales one expects such systems to be diffusive, that is, to exhibit Gaussian fluctuations. On our scales the nonlinear term still diverges, in fact, it is just a divergent multiple of space–time white noise, as can be seen by considering instead the critically adjusted model

$$\partial_t h_\gamma = \partial_x^2 h_\gamma + \gamma^{1/2}[(\partial_x h_\gamma)^4 - c_{2,\gamma}(\partial_x h_\gamma)^2 + c_{1,\gamma}] + \xi^{(\gamma)}.$$  

Although we know of no proof (but see [MU17, GRZ17] for two very recent results going in this direction), taking limits order by order in a perturbative expansion suggests that the limit as $\gamma \searrow 0$ should just be the free field $\partial_t h = \partial_x^2 h + a \xi$ with a new $a > 1$, suggesting that the solution of (1.5) is essentially the solution of the free equation multiplied by $\gamma^{-1/2}$. The lesson is that the only nontrivial limits in (1.4) are going to come from fine tuning $\varepsilon$ and $\delta$ with the scale of decay of covariance of the forcing noise. This leads ultimately to two natural choices, the intermediate disorder, and weakly asymmetric limits.

In order to state our results precisely, we need to describe briefly the function spaces we are working in. We would like our initial conditions to have the typical regularity of the KPZ equation, which is $C^\alpha$ for $\alpha < \frac{1}{2}$, where for $\alpha \in (0, 1)$ the
Hölder norm is given by
\[
\|h\|_\alpha = \|h\|_{L^\infty} + \sup_{x \neq y} \frac{|h(x) - h(y)|}{|x - y|^\alpha}.
\]

But even without the noise, it is not at all straightforward to control solutions to (1.4), even for short times, by exploiting the regularization properties of the associated fixed point map. The only tool we really have at our disposal is the maximum principle (see, for example, [BA07]) but it is not clear how one can combine this with the type of analytic estimates essential in the theory of regularity structures.

So we define Hölder spaces \(C^{\gamma, \alpha}_\varepsilon\) for \(\alpha \in (0, 1)\) and \(\gamma \in (1, 2)\) of functions which are \(C^\alpha\) at ‘large scales (that is, larger than \(\varepsilon\)) and \(C^\gamma\) at ‘small scales’, by setting
\[
\|h\|_{\gamma, \alpha; \varepsilon} = \|h\|_\alpha + \sup_{x \neq y, |x - y| \leq \varepsilon} \frac{|h'(x) - h'(y)|}{\varepsilon^{\alpha - \gamma}|x - y|^{\gamma - 1}}.  \tag{1.6}
\]

This norm makes such a statement quantitative, typically in the context of a sequence of functions \(h^{(\varepsilon)} \in C^{\gamma, \alpha}_\varepsilon\) with uniformly bounded norms. For \(\varepsilon = 0\), one does of course recover the usual \(\alpha\)-Hölder norms. The natural way of comparing an element \(\tilde{h} \in C^\alpha\) with an element \(h \in C^{\gamma, \alpha}_\varepsilon\) is given by
\[
\|h; \tilde{h}\|_{\gamma, \alpha; \varepsilon} = \|h - \tilde{h}\|_\alpha + \sup_{x \neq y, |x - y| \leq \varepsilon} \frac{|h'(x) - h'(y)|}{\varepsilon^{\alpha - \gamma}|x - y|^{\gamma - 1}} + \sup_x \frac{|h'(x)|}{\varepsilon^{\alpha - 1}}.  \tag{1.7}
\]

Note that we do not impose a supremum bound of order \(\varepsilon^{\alpha - 1}\) on \(h'\) in (1.6) because such a bound follows automatically from \(\|h\|_{\gamma, \alpha; \varepsilon} \leq 1\).

1.1. Intermediate disorder scaling. Let us first consider the intermediate disorder regime. In this case,
\[
\partial_t h = \partial^2_x h + F(\partial_x h) + \varepsilon^{1/2} \eta,
\]
where \(\varepsilon\) will always be a small positive parameter. Setting \(\tilde{h}(x, t) = h(\varepsilon^{-1} x, \varepsilon^{-2} t)\), we obtain for the rescaled process the equation
\[
\partial_t \tilde{h} = \partial^2_x \tilde{h} + \varepsilon^{-2} F(\varepsilon \partial_x \tilde{h}) + \xi^{(\varepsilon)},
\]
where \(\xi^{(\varepsilon)}(x, t) = \varepsilon^{-3/2} \eta(\varepsilon^{-1} x, \varepsilon^{-2} t)\) is a stochastic process that approximates space–time white noise on scales larger than \(\varepsilon\). Expanding \(F\) in a Taylor series around 0, we formally obtain
\[
\partial_t \tilde{h} = \partial^2_x \tilde{h} + \frac{a_0}{\varepsilon^2} + a_1 (\partial_x \tilde{h})^2 + O(\varepsilon^2 (\partial_x \tilde{h})^4) + \xi^{(\varepsilon)}, \tag{1.9}
\]
which strongly suggests that the scaling limit of this equation as \( \varepsilon \to 0 \) (modulo a height shift which has the effect of adjusting the value of \( a_0 \)) is given by the KPZ equation [KPZ86].

It also raises the question of what happens if the quadratic part of \( F \) vanishes. Under the scaling given above, it seems intuitively clear that one simply converges towards the ‘trivial’ limit given by the additive stochastic heat equation. On the other hand, one might look at different scalings and consider

\[
\tilde{h}(x, t) = \varepsilon^\beta h(\varepsilon^{-\alpha}x, \varepsilon^{-2\alpha}t)
\]

for some exponents \( \alpha \) and \( \beta \) to be determined. Inserting this into (1.8), we obtain the rescaled equation

\[
\partial_t \tilde{h} = \partial_x^2 \tilde{h} + \varepsilon^{-2\alpha} F(\varepsilon^{\alpha-\beta} \partial_x \tilde{h}) + \varepsilon^{(1-\alpha+2\beta)/2} \xi^{(\varepsilon)}.
\]

In order for the noise term to converge to space–time white noise, we should choose \( \beta = (\alpha - 1)/2 \), so that

\[
\partial_t \tilde{h} = \partial_x^2 \tilde{h} + \varepsilon^{-(1+3\alpha)/2} F(\varepsilon^{(1+\alpha)/2} \partial_x \tilde{h}) + \xi^{(\varepsilon)}.
\] (1.10)

If \( F(x) \sim x^{2p} \) around \( x = 0 \) for some integer \( p \geq 1 \), this suggests that one should see a nontrivial limit by choosing \( \alpha \) such that \( 2p(1+\alpha) = 1+3\alpha \), that is, \( \alpha = (2p-1)/(3-2p) \) and that the scaling limit should be given by the equation

\[
\partial_t \tilde{h} = \partial_x^2 \tilde{h} + (\partial_x \tilde{h})^{2p} + \tilde{\xi},
\]

where \( \tilde{\xi} \) denotes space–time white noise. This would to some extent contradict the universality of the KPZ equation. We immediately see a problem with this argument: when \( p > 1 \), the value of \( \alpha \) obtained in this way is negative, so that we do not actually look at large scales at all! We will see that the correct way to rescale this system in order to obtain a nontrivial large-scale limit is to choose \( \alpha = 2p - 1 \). With this choice, it turns out that even if \( p \neq 1 \), the scaling limit obtained in this way is indeed given by the KPZ equation.

In order to fix notations, let us consider henceforth a smooth compactly supported function \( \varrho : \mathbb{R}^2 \to \mathbb{R} \) integrating to 1 and set

\[
\varrho_\varepsilon(t, x) = \varepsilon^{-3} \varrho(\varepsilon^{-2} t, \varepsilon^{-1} x), \quad \xi^{(\varepsilon)} = \varrho_\varepsilon * \xi,
\] (1.11)

where ‘\(*\)’ denotes space–time convolution and \( \xi \) denotes space–time white noise. To keep things simple, we will assume that \( \varrho \) is symmetric in space, \( \varrho(t, x) = \varrho(t, -x) \). (This is used in a few places such as (6.15) or (6.20). Without the symmetry, one has to make further subtractions, which manifest themselves as global drifts in the resulting equation which then have to be removed by shifts, see [HS15]. In order not to complicate things even further, we do not pursue this here.) Note that, in law, the field \( \xi^{(\varepsilon)} \) is obtained from \( \xi^{(1)} \) as above by a
suitable parabolic rescaling:

$$\xi^{(\epsilon)}(t, x) \xrightarrow{\text{law}} \epsilon^{-3/2} \xi^{(1)}(\epsilon^{-2} t, \epsilon^{-1} x).$$

We furthermore define a constant $C_0$ by

$$C_0 = \iint (P' * \varrho)(t, x)^2 dt \, dx,$$

where $P$ denotes the heat kernel on $[0, 2\pi)$ with periodic boundary conditions. This constant can be rewritten using a graphical notation which will save a great deal of space later. Writing $\varrho_{\epsilon} \ast K'$, a black dot for an integration variable, and a green dot for the value 0, it follows from the definition of $K$, the scaling invariance of the heat kernel and the fact that $\varrho$ has compact support that one has

$$\xi^{(\epsilon)} = C_0 \epsilon + O(1).$$

We now consider (1.10) with $\alpha = 2p - 1$. Performing the substitution $\epsilon^{2p-1} \mapsto \epsilon$, this can be rewritten as

$$\partial_t h_\epsilon = \partial_x^2 h_\epsilon + \epsilon^{-(3p-1)/(2p-1)} F(\epsilon^p/(2p-1) \partial_x h_\epsilon) + \xi^{(\epsilon)}.$$

As usual, we consider (1.14) on a finite interval with periodic boundary conditions. We now make use of the fact that, by assumption, $F$ is smooth and $F(u) \sim u^{2p}$ near $u = 0$, so that one can write

$$F(u) = \sum_{k=0}^{2p-1} a_{p+k} u^{2(p+k)} + \tilde{F}(u),$$

where $\tilde{F}$ is a smooth function such that $|\tilde{F}(u)| \leq |u|^{6p}$ for $|u| \leq 1$. Substituting this into (1.14), we obtain the equation

$$\partial_t h_\epsilon = \partial_x^2 h_\epsilon + \sum_{k=0}^{2p-1} a_{p+k} \epsilon^{p-1+((2p-1)/(2p-1))} \partial_x h_\epsilon \partial_x^2 h_\epsilon$$

$$+ \epsilon^{-(3p-1)/(2p-1)} \tilde{F}(\epsilon^p/(2p-1) \partial_x h_\epsilon) + \xi^{(\epsilon)}.$$  

With this notation at hand, we have the following result.

**Theorem 1.1.** Let $p \geq 1$ be an integer, let $F \in C^{6p+1}$ with $F^{(2p)}(0) \neq 0$ and $F^{(k)}(0) = 0$ for $k < 2p$, and let $h_\epsilon$ be the solution to (1.14) with initial condition
Then there exists a constant \( c \in \mathbb{R} \) such that \( h_\varepsilon - (C_\varepsilon + c)t \) converges in probability to \( h_{\text{HC}}^{(\lambda)} \) with initial condition \( h_0 \) where

\[
\lambda = a_p \frac{C_0^{p-1}(2p)!}{2^p(p-1)!}, \quad C_\varepsilon = \sum_{k=p}^{3p-1} a_k \varepsilon^{-(3p-1-k)/(2p-1)} \frac{C_0^{(2k)!}}{2^k k!}.
\] (1.17)

1.2. Weakly asymmetric scaling. Let us now consider the weakly asymmetric regime

\[
\partial_t h = \partial_x^2 h + \sqrt{\varepsilon} F(\partial_x h) + \xi^{(1)}.
\] (1.18)

In this case, provided that \( f \) has a nonvanishing second derivative as before, the natural scaling is given by \( \tilde{h}_\varepsilon(x, t) = \varepsilon^{1/2} h(e^{-1}x, \varepsilon^{-2}t) \). With such a scaling, we obtain for \( \tilde{h} \) the equation

\[
\partial_t \tilde{h}_\varepsilon = \partial_x^2 \tilde{h}_\varepsilon + \varepsilon^{-1} F(e^{-1/2} \partial_x \tilde{h}_\varepsilon) + \xi^{(e)}.
\] (1.19)

Formally replacing \( f \) by its Taylor series as before and neglecting terms of positive order in \( \varepsilon \), we obtain this time

\[
\partial_t \tilde{h}_\varepsilon = \partial_x^2 \tilde{h}_\varepsilon + \varepsilon^{-1} a_0 + a_1 (\partial_x \tilde{h}_\varepsilon)^2 + \mathcal{O}(\varepsilon (\partial_x \tilde{h}_\varepsilon)^4) + \xi^{(e)}.
\] (1.20)

Comparing this to (1.9), we see that now the ‘error term’ is much larger, so that it is less clear whether this still converges to the KPZ equation. It turns out that it still does, but the ‘error terms’ do not vanish in the limit. Instead, at all orders they contribute to the limiting asymmetry constant \( \lambda \) of the KPZ equation (1.1).

**Theorem 1.2.** Let \( F: \mathbb{R} \to \mathbb{R} \) be an even polynomial of degree \( 2m \), let \( \eta \in (\frac{1}{2} - \frac{1}{4m}, \frac{1}{2}) \) and \( \gamma = 2 - \frac{1}{32m} \), and let \( h_0^{(\varepsilon)} \) be a sequence of functions in \( C^{\gamma, \eta}_\varepsilon \) such that there exists \( h_0 \in C^\eta \) with \( \lim_{\varepsilon \to 0} \| h_0^{(\varepsilon)} ; h_0 \|_{\gamma, \eta; \varepsilon} = 0 \) in probability. Let \( h_\varepsilon \) be the solution to

\[
\partial_t h_\varepsilon = \partial_x^2 h_\varepsilon + \varepsilon^{-1} F(\sqrt{\varepsilon} \partial_x h_\varepsilon) + \xi^{(e)},
\] (1.21)

where \( \xi^{(e)} \) is as in (1.11). Let \( C_0 \) be given by (1.12), let \( \mu_0 \) be the centred Gaussian measure on \( \mathbb{R} \) with variance \( C_0 \), and let

\[
\lambda = \frac{1}{2} \int F''(x) \mu_0(dx), \quad \hat{\lambda} = \int F(x) \mu_0(dx).
\] (1.22)

Then there exists a constant \( c \) such that, for every \( T > 0 \), the family of random functions \( (t, x) \mapsto h_\varepsilon(t, x) - (\varepsilon^{-1} \hat{\lambda} + c)t \) converges to \( h_{\text{HC}}^{(\lambda)} \) in probability in \( C^\eta([0, T] \times S^1) \).
REMARK 1.3. At this stage, it seems very difficult to obtain uniform moment bounds on solutions to (1.21) as $\varepsilon \to 0$. Therefore, it is unrealistic to expect a much stronger notion of convergence than convergence in probability.

REMARK 1.4. We would like to emphasize again that a naive guess would be that, after being appropriately centred, $h_\varepsilon$ converges to $h^{(\lambda)}_{HC}$ with $\lambda = a_1$. It is plain from (1.22) that this is not the case. Instead, each of the higher order terms yields a nontrivial contribution in the limit, although they formally disappear as $\varepsilon \to 0$ in (1.21). Another remark is that the constant $\hat{\lambda}$ which determines the average speed of the interface $h_\varepsilon$ is in general different from $\varepsilon^{-1}C_0\lambda$, which is what one would obtain when replacing the nonlinearity by $\lambda(\partial_x h_\varepsilon)^2$. Finally, note that the additional constant $c$ that needs to be subtracted in order to obtain the Hopf–Cole solution depends in a very nontrivial (actually trilinear) way on all of the coefficients of $P$.

REMARK 1.5. There are also regimes which seem to combine intermediate disorder and weak asymmetry. For example, if one starts with $\partial_t h = \partial_x^2 h + \varepsilon^{1/4} \lambda(\partial_x h)^2 + \varepsilon^{1/4} a(\partial_x h)^4 + \varepsilon^{1/4} \xi_\varepsilon$, then $\varepsilon^{1/4} h(\varepsilon^{-1} x, \varepsilon^{-2} t) - \tilde{C}_\varepsilon t$ will converge to $h^{(\lambda)}_{HC}$ for an appropriate $\tilde{C}_\varepsilon$. These regimes are really just versions of intermediate disorder in that in the formal rescaling the higher order error terms are small as in (1.9) as opposed to relevant as in (1.20), and they only contribute to the global shift $\tilde{C}_\varepsilon$. Such regimes can be handled using the same methods as intermediate disorder.

REMARK 1.6. A piece of physics lore is that white noise is invariant for the generalized stochastic Burgers equation

$$\partial_t u = \partial_x^2 u + \partial_x F(u) + \partial_x \xi,$$

for any polynomial $F$. Here one simply thinks of $u = \partial_x h$ and $h$ is then a solution to the polynomial KPZ, which, as we learn in this article, simply means quadratic KPZ with a nontrivially renormalized $\lambda$. So the invariance of the white noise for (1.23) would appear to be a statement with little new content beyond the white noise invariance for the quadratic case. It is worth remarking however that if we convolve the noise in space only: $\xi^{(\varepsilon)}(t, x) = \int \xi(t, y)\varrho_\varepsilon(x + y)dy$ where $\varrho$ is a nonnegative, symmetric function of total integral 1 and $\varrho_\varepsilon(x) = \varepsilon^{-1} \varrho(\varepsilon^{-1} x)$, then white noise convolved with $\varrho_\varepsilon$ is always invariant for the approximating equation

$$\partial_t u_\varepsilon = \partial_x^2 u_\varepsilon + \partial_x C_{2, \varepsilon}(F(u_\varepsilon)) + \partial_x \xi^{(\varepsilon)},$$

where $C_{2, \varepsilon}f$ denotes convolution with the $\varepsilon$-rescaling of $\varrho_2 = \varrho \ast \varrho$ (and also the covariance operator of $\xi^{(\varepsilon)}$). This can be shown by adapting [FQ14,
Theorem 2.1], which makes the following argument about the Burgers flow 
\[ \partial_t u_\varepsilon = \partial_x C_{2,\varepsilon}(F(u)) \] 
rigorous:

\[ \partial_t \int f(u(t))e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)} = \int \left( \frac{\delta f}{\delta u} \partial_x C_{2,\varepsilon}(F(u)) \right)e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)} \]

\[ = - \int f \left( \frac{\delta}{\delta u} \partial_x C_{2,\varepsilon}(F(u))e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)} \right) = 0, \]

where \( \langle f, g \rangle = \int fg \, dx \) and the last term vanishes because of the following:

By Leibniz rule \( (\delta/\delta u)(\partial_x C F e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)}) = (\delta/\delta u)(\partial_x C F)e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)} + \partial_x C F (\delta/\delta u)(e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)}). \) The first term \( (\delta/\delta u)\partial_x C_{2,\varepsilon}(F(u)) = C_{2,\varepsilon}(F''(u)\partial_x u) \)

integrates to zero because it is an exact derivative. The second is as well, but this uses the more subtle fact that \( (\delta/\delta u)e^{-(1/2)(u,C_{2,\varepsilon}^{-1}u)} = C_{2,\varepsilon}^{-1}u \)

and \( \langle \partial_x C_{2,\varepsilon}(F(u)), C_{2,\varepsilon}^{-1}u \rangle = \langle F'(u)\partial_x u, u \rangle = 0 \) because if \( G'(u) = u F'(u) \) then \( \partial_x G(u) = u F'(u)\partial_x u. \)

1.3. Possible generalizations. Although the class of models (1.4) considered in this article is quite rich, we have placed a number of rather severe restrictions on it and it is legitimate to ask whether they are genuinely necessary for our universality result to hold. We now discuss a number of these restrictions and possible strategies for relaxing them.

1. Regularity of \( F. \) In the weakly asymmetric limits we assume that \( F \) is a polynomial. The formulation of Theorem 1.2 suggests that this is not an essential assumption since the limiting values of \( \lambda \) and \( \hat{\lambda} \) appearing in the statement are finite for any function (even distribution) \( F \) which is sufficiently tame at infinity. This is a strong hint that it is probably sufficient to impose that \( F \) satisfies a suitable growth condition and is locally Lipschitz continuous. The case of sufficiently smooth \( F \) has now been treated in [HX18], but requires substantial changes in the argument, see also [FG17] for a different approach which should be able to cover the same situation.

The restriction to \textit{even} polynomials is natural because of the lack of a preferred direction, but it is not really important for our proof. Odd polynomials produce large spatial shifts, which simply add a layer of
complication to the argument. It is important to note that we are not using the large-scale convexity of the even polynomial in any way; none of our arguments use convexity at all.

2. **Gaussianity of $\xi^{(\epsilon)}$.** At the microscopic level, there is no *a priori* reason for the randomness to be described by Gaussian noise. One may ask whether the arguments in this article still hold if $\xi$ is an arbitrary smooth and stationary space–time random field with suitable integrability and mixing conditions. (Think of conditions similar to those considered in [PP12, HPP13].) The only part of the paper where we use Gaussianity is in Section 6. In principle, one would expect these results to hold also for suitable non-Gaussian noises (with the same limit). This was done in [HS15] for the particular case when $F$ is quadratic, but the technique employed there should also work for the general case.

3. **Smoothing mechanism.** One could replace the smoothing mechanism $\partial_2^2$ in (1.18) by a more general (pseudo-)differential operator of the type $Q(i\partial_x)$ for an even polynomial (or suitable smooth function) $Q$. Provided that $Q(0) = 0$, $Q''(0) < 0$, $\lim_{k \to \infty} Q(k) = -\infty$, and $Q(k) < 0$ for all $k \neq 0$, one would expect essentially the same results to still hold true since the large-scale behaviour of the fundamental solution for $\partial_t - Q(i\partial_x)$ is still described by the heat kernel. Unfortunately, the convergence of the rescaled fundamental solutions does not take place in a topology allowing to easily reuse the results of [Hai14] in this case, although one would still expect the general theory to apply, at least for some choices of $Q$.

4. **Symmetry.** Our model is symmetric for the reflection $x \mapsto -x$. This symmetry could be broken by considering uneven nonlinearities $F$ or, in one of the previously discussed generalizations, by considering asymmetric processes $\xi$ or uneven functions $Q$. The expectation is that in this case one should consider limits of the type $\tilde{h}_\epsilon(x - c_\epsilon t, t) - C_\epsilon t$, where the constant $c_\epsilon$ is also allowed to diverge. The correct choice of these diverging constants should however again lead to the Hopf–Cole solution of the KPZ equation.

5. **The ‘balanced’ weakly asymmetric case.** In the weakly asymmetric case, it may happen that the constant $\lambda$ in (1.22) is equal to 0. This situation is nongeneric as it requires a very fine balance between all ingredients of the model (since the variance of $\mu$ in (1.22) depends on the details of both the noise and the smoothing mechanism). In this situation, our results imply that the limiting process is given by the (additive) stochastic heat equation. One might ask whether, similarly to the intermediate disorder case, it is then possible to consider the model on larger scales and still obtain
convergence to KPZ (or some other non-Gaussian process). By analogy with what happens in the context of lattice gases, we do not expect this to be the case [QV13].

6. **Unbounded space.** Our results are on a finite interval with periodic boundary conditions, and extending them to the real line represents a challenge. Recently, [HL15] introduced weighted spaces allowing the extension of the results on convergence of smoothed noise approximations of the quadratic KPZ equation to the whole line. However, these use in an essential way the Hopf–Cole transformation, which is not available for the nonquadratic versions considered in this article.

1.4. **Standing assumptions and terminology.** Throughout the article, we will consider stochastic processes $h$ taking values in some Banach space $B$. (Typically a space of periodic Hölder continuous functions on $\mathbb{R}$.) Since we consider equations with polynomially growing coefficients, we allow for solutions with a finite lifetime $\tau$ such that $\lim_{t \to \tau} \|h(t)\|_B = \infty$ on $\{\tau < \infty\}$. One way of formalizing this is to consider, for each $T > 0$, the space $\bar{C}_T(B)$ of continuous $B$-valued functions $h : [0, T] \to B$ endowed with a ‘point at infinity’ $\infty$ for which we postulate that

$$d(h, \infty) = d(\infty, h) = \left(1 + \sup_{t \leq T} \|h(t)\|_B\right)^{-1}.$$  

For any two elements $h, \tilde{h} \neq \infty$, we then set

$$d(h, \tilde{h}) = d(h, \infty) \wedge d(\tilde{h}, \infty) \wedge \sup_{t \leq T} \|h(t) - \tilde{h}(t)\|_B.$$  

For fixed $T$, we can then view a process $h$ with lifetime $\tau$ as a random variable in $\bar{C}_T(B)$ with the understanding that it is equal to $\infty$ if $\tau \leq T$. Throughout the remainder of this article, when we state that a sequence of $B$-valued processes $h_\varepsilon$ converges in probability to a limit $h$, this is a shorthand for the fact that the corresponding $\bar{C}_T(B)$-valued random variables converge for every choice of final time $T > 0$.

Throughout the text, we will make use of the parabolic distance on space–time: if $z = (t, x)$ then we write $|z| = \|z\|_s = |t|^{1/2} + |x|$. We always work on a domain $z \in [-1, T + 1] \times S^1$ where $S^1 = [0, L)$ with periodic boundary conditions, and we will often write sup$_z$ to mean the supremum over $z$ in this compact set without further comment. The time interval here is chosen to be large enough to strictly contain $[0, T]$ where are convergence results take place.
We will also use \( \lesssim \) throughout to indicate a bound of the left side by a constant multiple of the right side with a constant independent of the relevant quantities. When necessary, these will be indicated explicitly.

2. Methodology

In order to prove Theorems 1.1 and 1.2, we make use of the theory of regularity structures as developed in [Hai14, Hai15a]. Let us rapidly recall the main features of this theory. The main idea is to replace the usual \( \mathcal{C}^\gamma \) spaces of Hölder continuous functions by analogues \( \mathcal{D}^\gamma \) obtained by extending the usual Taylor polynomials with the addition of a few special universal processes built from the driving noise.

When trying to follow the methodology developed in [Hai14], there are two principal obstacles that must be overcome:

(1) In (1.19), the parameter \( \varepsilon \) appears in two places: In the regularization of the noise, and multiplying the nonlinearity. If one tries to brutally cast this into the framework of [Hai14], one might try to deal with arbitrary polynomial nonlinearities and view the multiplicative \( \varepsilon \) as simply a parameter of the equation. This is bound to fail since the KPZ equation with a higher than quadratic nonlinearity fails to satisfy the assumption of local subcriticality which is key to the analysis of [Hai14].

(2) Since polynomials of arbitrary degree are allowed in the right hand side of (1.18), the number of objects that need to be explicitly controlled in the limit \( \varepsilon \to 0 \) can be very large. In the original article [Hai13], almost half of the article was devoted to the control of only five such objects. This was substantially improved in [Hai14], but we heavily exploited the fact that most of the objects that require control for a solution theory to \( \Phi_3^4 \) can be decomposed as products of convolutions of integral kernels, for which general bounds exist. In our case, we have to deal with generalized convolutions which cannot be broken into simple convolutions and products.

The second of these is more of a practical nature, and Appendix A contains a very general bound which allows one to control such generalized convolutions, even in the presence of certain renormalization procedures. This bound is then used in Section 6 to give a relatively short proof of the convergence of the required objects as \( \varepsilon \to 0 \). It has also been used in the article [HP15] to control the necessary objects to provide a Wong–Zakai theorem for a natural class of SPDEs.
The first obstacle above is the main new conceptual difficulty. In a sense, the main point of the regularity structure in [Hai14] is to remove the $\varepsilon$-regularization of the noise from the problem: The equation with an arbitrary smooth noise forcing it is simply lifted to the $\varepsilon$-independent abstract space. In this way $\varepsilon$ just takes the role of a parameter in the lifts. However in the present case, the equation itself is also $\varepsilon$ dependent. So what we want to do is, as much as possible, separate the two $\varepsilon$’s.

To accomplish this, we build an extension of the type of regularity structure used in [Hai14, Section 8] which contains an additional abstract symbol $\mathcal{E}$ representing the multiplicative parameter $\varepsilon$ appearing in the nonlinearity, but not the $\varepsilon$ in the noise. The resulting regularity structure is described in Section 3 and the corresponding renormalization procedure is described in Section B. To this regularity structure we lift the equation with an arbitrary smooth forcing noise, which does not depend on $\varepsilon$.

Only in Section 6, when we prove convergence of the models, do we again take the special noise depending on $\varepsilon$ as in (1.11). For symbols which do not contain $\mathcal{E}$ this choice is unnecessary. But symbols containing $\mathcal{E}$ cannot, of course, converge except for this particular choice of approximating noises (or something relatively close).

This turns out to be possible as long as the initial condition is sufficiently smooth. However, the results would then only be valid up to some finite (random) lifetime. To avoid this, we use the fact that the limit can be identified with the Hopf–Cole solution of KPZ, which we know independently is global in time. The difficulty is that one is then forced to start with typical data. This would be slightly below Hölder $1/2$, thus leading to a singularity which ruins our fixed point argument. What saves us is that because of the regularization of the noise, the solutions are really smoother on a small scale than this naïve argument suggests. In order to be able to exploit this, we introduce $\varepsilon$-dependent versions $\mathcal{D}^{\gamma,\eta}_\varepsilon$ of the $\mathcal{D}^{\gamma,\eta}$ spaces, which are generalizations to space–time modelled distributions of weighted Hölder spaces, which, just like the $\mathcal{C}^{\gamma,\alpha}_{\varepsilon}$ spaces defined in (1.6), measure regularity differently at scales above and below $\varepsilon$. The parameter $\eta$ appearing here allows for possible blow-up as $t \to 0$, just as in [Hai14, Section 6] (see also Section 4.1). So we cannot completely separate the two $\varepsilon$’s, although we try to do it to the largest extent possible.

As we see here, to a certain degree, the $\varepsilon$ is producing a small scale cutoff in the problem, below which things can be thought of as smooth. This means that multiplication by $\varepsilon$ effectively increases the homogeneity of a function by 1, and hence our new symbol $\mathcal{E}$ acts much like an integration operator. There are technical differences however. In the definition of admissible models, $\Pi_x \mathcal{I} \tau$ is defined in terms of $\Pi_x \tau$ but $\Pi_x \mathcal{E} \tau$ is not; in fact, there is much more freedom...
in how it is defined. Also, $\mathcal{E}$ does not need to kill polynomials. More strikingly, $\mathcal{E}$ is not really even an operator on the regularity structure $\mathcal{T}$. The reason is that while we need objects such as $\mathcal{E}((I'(\mathcal{E}))^4)$ to describe the right hand side of our equation (where $\mathcal{E}$ is the lift of the noise), we do not need $(I'(\mathcal{E}))^4$, and such an object would not converge, whatever the renormalization.

One unfortunate consequence of these observations is that it makes the structure group highly nontrivial to construct. However, there is a nice trick. We construct a larger regularity structure $\mathcal{T}_{\text{ex}}$, which does contain objects such as $(I'(\mathcal{E}))^4$, and on which $\mathcal{E}$ acts much more simply as a linear map defined on a subspace. On this extended regularity structure, the structure group can be constructed as in [Hai14], using the formalism of Hopf algebras. Of course, in $\mathcal{T}_{\text{ex}}$, things will not converge in the end, even after renormalization. But our real regularity structure, on which things do converge, is simply a sector of $\mathcal{T}_{\text{ex}}$, so the structure group of $\mathcal{T}_{\text{ex}}$ is defined on it by restriction.

3. Construction of the regularity structure

Since the weakly asymmetric case is the more difficult one, we will treat the intermediate disorder scaling essentially as a perturbation of the weakly asymmetric one. The equation of interest is then

$$\partial_t h_\varepsilon = \partial_x^2 h_\varepsilon + F_\varepsilon(\partial_x h_\varepsilon) - C_\varepsilon + \xi^{(\varepsilon)},$$

where $\xi^{(\varepsilon)}$ denotes a regularized version of space–time white noise and the polynomial $F_\varepsilon$ is of the form

$$F_\varepsilon(u) = \sum_{j=1}^m a_j \varepsilon^{j-1} u^{2j},$$

for some coefficients $a_j \in \mathbb{R}$ and some finite degree $m \geq 1$. Following the methodology of [Hai14], we would like to build a regularity structure that is sufficiently large to be able to accommodate an abstract reformulation of (3.1) as a fixed point problem in some space $\mathcal{D}$ and which is stable in the limit $\varepsilon \downarrow 0$.

3.1. The collection of symbols. Let us first recall how the construction works for the KPZ equation, where only the term with $j = 1$ appears in the nonlinearity. In this case, a regularity structure is built in the following way. We write $\mathcal{U}$ for a collection of symbols, or formal expressions, that will be useful to describe the solution $h$ as a function of space and time, $\mathcal{U}'$ for a collection of symbols useful to describe its spatial distributional derivative $h' = \partial_x h$, and $\mathcal{V}$ for a collection of
symbols useful to describe the terms $F_\varepsilon(\partial_x h_\varepsilon) + \xi^{(e)}$ on the right hand side of the KPZ equation. We decree that $\mathcal{U}$ and $\mathcal{U}'$ contain at least symbols representing the usual Taylor polynomials, that is, all symbols of the form $X^k$ for $k$ a two-dimensional multiindex $k = (k_1, k_2)$, $k_i \in \{0, 1, 2, \ldots\}$, representing time and space.

Furthermore, we introduce abstract integration maps $\mathcal{I}$ and $\mathcal{I}'$ that represent integration with respect to the heat kernel and its spatial derivative, respectively. In view of the structure of the KPZ equation, it is then natural to decree that

$$\tau, \bar{\tau} \in \mathcal{U}' \Rightarrow \tau \bar{\tau} \in \mathcal{V},$$

$$\tau \in \mathcal{V} \Rightarrow \mathcal{I}(\tau) \in \mathcal{U}, \quad \mathcal{I}'(\tau) \in \mathcal{U'},$$

and to define $\mathcal{U}$, $\mathcal{U}'$ and $\mathcal{V}$ as the smallest collection of formal expressions such that $\mathcal{E} \in \mathcal{V}$, $X^k \in \mathcal{U}$, $X^k \in \mathcal{U}'$, and (3.2) holds. For consistency with [Hai14], we furthermore decree that $\mathcal{I}(X^k) = \mathcal{I}'(X^k) = 0$. In other words, we only keep formal expressions that do not contain $\mathcal{I}(X^k)$ or $\mathcal{I}'(X^k)$ as a subexpression. We also decree that $\tau \bar{\tau} = \bar{\tau} \tau$ and we denote by $\mathcal{W}$ the union of these collections of formal expressions:

$$\mathcal{W} \overset{\text{def}}{=} \mathcal{U} \cup \mathcal{U}' \cup \mathcal{V}.$$

We can then associate to any formal expression $\tau$ a homogeneity $|\tau| \in \mathbb{R}$ (despite what the notation may suggest $|\tau|$ is not necessarily positive) in the following way. For any multiindex $k = (k_0, k_1)$, we set $|X^k| = |k| = 2k_0 + k_1$. Here, $k_0$ denotes the degree of the ‘time’ variable, which we choose to count double in order to reflect the parabolic scaling of the heat equation. For the symbol representing the driving noise we set

$$|\mathcal{E}| = -\frac{3}{2} - \kappa,$$

where $\kappa > 0$ is a fixed small value, and we extend this recursively to every formal expression as follows:

$$|\tau \bar{\tau}| = |\tau| + |\bar{\tau}|, \quad |\mathcal{I}(\tau)| = |\tau| + 2, \quad |\mathcal{I}'(\tau)| = |\tau| + 1.$$

With all of these expressions at hand, a simple power-counting argument (see [Hai14, Section 8]) yields the following crucial result.

**Lemma 3.1.** If $\kappa < \frac{1}{2}$ then for every $\gamma \in \mathbb{R}$, the set $\{\tau \in \mathcal{W} : |\tau| < \gamma\}$ is finite.

This is a reflection of the fact that the KPZ equation is subcritical with respect to the scaling imposed by the linearized equation. In the context of (3.1),
one could think that it suffices to replace the first implication in (3.2) by
\[ \tau_1, \ldots, \tau_{2m} \in U' \Rightarrow \tau_1 \cdots \tau_{2m} \in V. \]
(Here we exploited the fact that 1 = X^0 belongs to U', so that this automatically
covers the case of products of less than m terms.) The problem with this
definition is that the conclusion of Lemma 3.1 no longer holds, so that it appears
as though the theory developed in [Hai14] breaks down. This is fortunately not
the case, but we have to be a little bit more sophisticated.

The reason why we can circumvent the problem is of course that the very
singular behaviour of the higher powers of \( \partial_x h \) is precisely compensated by
the powers of the small parameter \( \varepsilon \) that multiply them. It is therefore quite
reasonable to expect that we can somehow encode this into the properties of our
regularity structure. The trick is to introduce an additional symbol \( \mathcal{E} \) besides
\( X, \mathcal{S}, \mathcal{I} \) and \( \mathcal{I}' \) which symbolizes the operation ‘multiplication by \( \varepsilon \)’. With this
new symbol at hand, we build \( U, U' \) and \( V \) as before, but we replace the first
implication of (3.2) by the implication
\[ \tau_1, \ldots, \tau_{2k} \in U' \Rightarrow \mathcal{E}^{k-1} \tau_1 \cdots \tau_{2k} \in V, \quad (3.4) \]
which we impose for every \( k \in \{1, \ldots, m\} \). The product is made commutative
and associative by identifying the corresponding formal expressions and making
multiplication by 1 the identity, and \( \mathcal{E}^k \mathcal{E}^\ell \tau = \mathcal{E}^{\ell+k} \tau \). At this stage, it is very
important to note that as a consequence of our definitions, there will be formal
expressions \( \tau \) such that \( \mathcal{E} \tau \in W \), but \( \tau \notin W \). For example, \( \tau = \mathcal{I}'(\mathcal{S})^4 \). This
reflects the fact that \( \varepsilon (\partial_x h)^4 - C_\varepsilon \) converges weakly to a distributional limit as
\( \varepsilon \to 0 \) for a suitable choice of \( C_\varepsilon \), while \( (\partial_x h)^4 - C'_\varepsilon \) diverges no matter what
is \( C'_\varepsilon \).

With these notations, we then define \( \mathcal{T} \) as the linear span of \( W \) and we view
the symbols \( \mathcal{E}^{k-1} \) as 2k-linear maps on \( \mathcal{T} \) via
\[ (\tau_1, \ldots, \tau_{2k}) \mapsto \mathcal{E}^{k-1} \tau_1 \cdots \tau_{2k}. \]
We furthermore decree that the homogeneity of an element of \( W \) obtained in this
way is given by
\[ |\mathcal{E}^{k-1} \tau_1 \cdots \tau_{2k}| = k - 1 + \sum_i |\tau_i|. \quad (3.5) \]

Elements \( x \in \mathcal{T} \) can be written uniquely as \( x = \sum_{\tau \in W} x_{\tau} \tau, x_{\tau} \in \mathbb{R} \) and with
this notation, we set
\[ |x|_\alpha = \sum_{|\tau| = \alpha} |x_{\tau}|, \quad (3.6) \]
with the usual convention that \( |x|_\alpha = 0 \) for those \( \alpha \) where the sum is empty.
3.2. Structure group. We now describe the structure group \( G \) associated to the space \( \mathcal{T} \). For this, we first introduce \( \mathcal{T}_+ \), the free commutative algebra generated by \( \mathcal{W}_+ \) which consists of \( X_0, X_1 \) as well as the formal expressions

\[
\{ \mathcal{I}_\ell(\tau) : \tau \in \mathcal{W}_+ \setminus \bar{\mathcal{T}}, \ |\tau| + 2 > |\ell| \} \cup \{ \mathcal{E}_\ell^k(\tau) : \tau \in \mathcal{V}_{\ell,k} \}, \tag{3.7}
\]

where \( \ell \) is an arbitrary 2-dimensional multiindex with \( |\ell| = 2\ell_0 + \ell_1 \), \( k \) is an integer with \( k \in \{1, \ldots, m-1\} \), \( \bar{\mathcal{T}} \) is the subset generated by the \( X_k \), and \( \mathcal{V}_{\ell,k} \) is the collection of symbols consisting of \( \tau \) of the form \( \tau_1 \cdots \tau_{2k+2}, \ \tau_i \in U' \) with \( |\ell| \geq \sum |\tau_i| > |\ell| - k \). Note that for the moment, elements of \( \mathcal{T}_+ \) are formal objects. They are only used to index matrix elements for the linear transformations belonging to the structure group of our regularity structure. The scheme is as follows: Starting from these formal objects, we will define \( \Delta \) by (3.8) and (3.9). The structure group is then defined by (3.10).

**Remark 3.2.** In principle, there is no *a priori* reason to impose that \( |\ell| \geq \sum |\tau_i| \) in (3.7), through the definition of \( \mathcal{V}_{\ell,k} \) (the analogous constraint does not appear for \( \mathcal{I}_\ell(\tau) \) for example). The reason why have imposed this here is twofold. First, it is natural in view of the canonical lift defined in (3.26) below in the sense that even if we did not impose \( \mathcal{E}_\ell^k(\tau) = 0 \) for \( |\ell| < |\tau| \) at the algebraic level, all of the models we ever consider in this article involve linear forms \( f_z \) over \( \mathcal{T}_+ \) such that \( f_z(\mathcal{E}_\ell^k(\tau)) = 0 \) in that case. The second, more pragmatic, reason is that this greatly simplifies the expression (4.6) which would otherwise sport a number of spurious additional terms.

With this definition at hand, we construct a linear map \( \Delta : \mathcal{T} \to \mathcal{T} \otimes \mathcal{T}_+ \) in a recursive way. In order to streamline notations, we shall write \( \tau^{(1)} \otimes \tau^{(2)} \) as a shorthand for \( \Delta \tau \). (This is a slight abuse of notation, following Sweedler, since in general \( \Delta \tau \) is a linear combination of such terms. It is justified by the fact that expressions containing the \( \tau^{(i)} \) will always be linear in them.) We then define \( \Delta \) via the identities

\[
\Delta 1 = 1 \otimes 1, \quad \Delta \mathcal{E} = \mathcal{E} \otimes 1, \quad \Delta X_i = X_i \otimes 1 + 1 \otimes X_i, \tag{3.8}
\]

and then recursively by the following relations:

\[
\Delta \tau \bar{\tau} = \tau^{(1)} \bar{\tau}^{(1)} \otimes \tau^{(2)} \bar{\tau}^{(2)}, \tag{3.9a}
\]

\[
\Delta \mathcal{I}(\tau) = \mathcal{I}(\tau^{(1)}) \otimes \tau^{(2)} + \sum_{\ell,k} \frac{X^\ell}{\ell!} \otimes \frac{X^k}{k!} \mathcal{I}_{\ell+k}(\tau), \tag{3.9b}
\]

\[
\Delta \mathcal{I}'(\tau) = \mathcal{I}'(\tau^{(1)}) \otimes \tau^{(2)} + \sum_{\ell,k} \frac{X^\ell}{\ell!} \otimes \frac{X^k}{k!} \mathcal{I}_{\ell+k+1}(\tau), \tag{3.9c}
\]
\[ \Delta \mathcal{E}^k (\tau) = \mathcal{E}^k (\tau^{(1)}) \otimes \tau^{(2)} + \sum_{\ell, m} \frac{X^\ell}{\ell!} \otimes \frac{X^m}{m!} \mathcal{E}_{\ell+m}^{k-1} (\tau). \]  

(3.9d)

Here, we write \( \ell + k + 1 \) as a shorthand for \( \ell + k + (0, 1) \), where \((0, 1)\) is the multiindex corresponding to the spatial direction. We also implicitly set \( \mathcal{I}_k (\tau) = 0 \) if \(|\tau| \leq |k| - 2\) and \( \mathcal{E}_k (\tau) = 0 \) if \(|\tau| \leq |\ell| - |k|\) or \(|\tau| > |\ell|\) so these sums, as well as the corresponding ones in the sequel, are all finite.

Finally, we define a linear map \( \mathcal{D} \) on all elements of the type \( X^k \mathcal{I}(\tau) \) by \( \mathcal{D} \mathcal{I}(\tau) = \mathcal{I}'(\tau) \), \( \mathcal{D} X^k = k_1 X^{k-(0,1)} \) for every \( k \geq (0,1) \), \( \mathcal{D} 1 = 0 \), and by extending it using the Leibnitz rule. It then follows immediately from (3.9b) and (3.9c) that \( \mathcal{D} \) commutes with \( \Delta \) in the sense that \( \Delta \mathcal{D} \tau = (\mathcal{D} \otimes I) \Delta \tau \).

**Remark 3.3.** As already mentioned before (3.5), one should really view the \( \mathcal{E}^{k-1} \) as 2\( k \)-multilinear maps. A more pedantic way of writing the last line in the above equation would then be

\[ \Delta \mathcal{E}^{k-1} (\tau_1, \ldots, \tau_{2k}) = \mathcal{E}^{k-1} (\tau_1^{(1)}, \ldots, \tau_{2k}^{(1)}) \otimes \tau_1^{(2)} \cdots \tau_{2k}^{(2)} + \sum_{\ell, m} \frac{X^\ell}{\ell!} \otimes \frac{X^m}{m!} \mathcal{E}_{\ell+m}^{k-1} (\tau_1, \ldots, \tau_{2k}). \]

However, there is no ambiguity in the above since we implicitly used the fact that \( \Delta \) extends to arbitrary products of elements of \( \mathcal{T} \) via the multiplicative property. This abuse of notation is further justified in view of Section 3.3 below.

For any linear functional \( f : \mathcal{T}_+ \to \mathbb{R} \), we can now define in a natural way a map \( \Gamma_f : \mathcal{T} \to \mathcal{T} \) by

\[ \Gamma_f \tau = (I \otimes f) \Delta \tau. \]  

(3.10)

Let now \( \mathcal{G}_+ \) denote the set of all such linear functionals \( f \) which are multiplicative in the sense that \( f(\tau \bar{\tau}) = f(\tau) f(\bar{\tau}) \) for any two elements \( \tau, \bar{\tau} \in \mathcal{T}_+ \). With this definition at hand, we set

\[ \mathcal{G} = \{ \Gamma_f : f \in \mathcal{G}_+ \}. \]

It is not difficult to see that these operators are ‘lower triangular’ in the sense that

\[ \tau \in \mathcal{T}_\alpha \Rightarrow \Gamma_f \tau - \tau \in \bigoplus_{\beta < \alpha} \mathcal{T}_\beta, \]

but it is not obvious that the set \( \mathcal{G} \) does indeed form a group under composition. In the case where the symbols \( \mathcal{E}^k \) are absent, a proof is given in
In our situation, we note that from a purely algebraic point of view, the only thing that distinguishes $\mathcal{E}^k$ from an abstract integration operator of order $k$ is that it does not annihilate polynomials. This property was however never used in [Hai14, Section 8.1]. The only reason why this property was imposed in [Hai14] is the aesthetic consideration that we do not want to have a proliferation of abstract symbols that all encode smooth functions, as this would lead to more redundancy in the theory.

**Remark 3.4.** While the symbol $\mathcal{E}$ should be thought as ‘multiplication by $\varepsilon$’ and the models we consider will typically implement this by satisfying the relation (3.26) below, we do not impose that relation in our definition of admissible models. In particular, no real number $\varepsilon$ needs to be specified in general for the notion of an ‘admissible model’ to make sense. As a matter of fact, while there are natural limiting models with ‘$\varepsilon = 0$’ for which $\Pi_k \tau = 0$ whenever $\tau$ contains at least one factor $\mathcal{E}$, there are also limiting models for which this is not the case.

**Remark 3.5.** We do not impose the identity $\mathcal{I}(\mathcal{E}\tau) = \mathcal{E}\mathcal{I}(\tau)$, which would in principle have been natural given the interpretation of $\mathcal{E}$ as essentially multiplication by $\varepsilon$. The reason for this is that if we had done this, then we would have run into consistency problems when trying to also impose that $\mathcal{E}$ increases homogeneity by 1.

### 3.3. The extended regularity structure $\mathcal{T}_{\text{ex}}$.

Before we proceed, we ‘trim’ the regularity structure $(\mathcal{T}, \mathcal{G})$ to the bare minimum required for the right hand side of (4.3) to make sense as a map from $\mathcal{D}^\gamma$ into itself for $\gamma \in (\frac{3}{2} + \kappa, 2 - (6m - 2)\kappa)$. From now on, with $\mathcal{T}$ the usual Taylor polynomials as before, we set

$$\mathcal{T} = \tilde{\mathcal{T}} \oplus \langle \tilde{\mathcal{W}} \rangle, \quad \tilde{\mathcal{W}} = \tilde{\mathcal{U}}' \cup \tilde{\mathcal{V}} \cup \{ \mathcal{I}(\tau) : \tau \in \tilde{\mathcal{V}} \},$$

with

$$\tilde{\mathcal{U}}' = \{ \tau \in \mathcal{U}' : |\tau| < \frac{3}{4} \},$$

$$\tilde{\mathcal{V}} = \left\{ \mathcal{E}^{k-1}(\tau_1 \cdots \tau_{2k}) : k \in \{1, \ldots, m\}, \tau_i \in \tilde{\mathcal{U}}', \sum_{j=1}^{2k} |\tau_j| \leq 0 \right\},$$

where we implicitly used the identification $\mathcal{E}^0(\tau) = \tau$. Setting furthermore

$$\mathcal{U}'_\text{ex} = \{ \tau_1 \cdots \tau_{2m} : \tau_i \in \tilde{\mathcal{U}}' \},$$

$$\mathcal{V}'_\text{ex} = \{ \tau_1 \cdots \tau_{2m} : \sum_{j=1}^{2m} |\tau_j| \leq 0 \}. $$
we also define $\tilde{W}_+$ to consist of $\{X_0, X_1\}$, as well as those elements in $W_+$ of the form $\mathcal{I}_\ell(\tau)$ and $\mathcal{E}_\ell^i(\bar{\tau})$ for elements $\tau, \bar{\tau} \in W$ such that $I(\tau) \in \tilde{W}$ and $\bar{\tau} \in U'_\text{ex}$. With this definition at hand, we define $\mathcal{T}_+$ as the free commutative algebra generated by $\tilde{W}_+$. It will also be very convenient in the sequel to consider an ‘extended’ regularity structure whose structure space $T'_\text{ex}$ is given by

$$T'_\text{ex} = \mathcal{T} \oplus \langle W'_\text{ex} \rangle,$$

with $W'_\text{ex} = \tilde{W} \cup U'_\text{ex}$. (3.13)

In particular, if we extend the definition of $\Delta$ to elements in $U'_\text{ex}$ by imposing that it is multiplicative, our definitions guarantee that

$$\Delta: T'_\text{ex} \to T'_\text{ex} \otimes T_+, \quad \Delta: T \to T \otimes T_+,$$

(3.14)

that is, both $T$ and $T'_\text{ex}$ are stable under the action of $G_+$, so that $(T'_\text{ex}, G)$ is again a regularity structure and $(T, G)$ can be viewed as a sector of $(T'_\text{ex}, G)$, that is, a subspace that is stable under $G$ and diagonal with respect to the direct sum decomposition of $T'_\text{ex}$. The key point of (3.14) is that the same space $T_+$ suffices to define the structure group for $T'_\text{ex}$, and therefore the structure group for $T'_\text{ex}$ is the same as the structure group for $T$.

A key advantage of $T'_\text{ex}$, and this is why we introduce it, is that for $\ell \leq m - 1$, the maps $\mathcal{E}_\ell$ can be viewed as genuine linear maps defined on the subspace of $T'_\text{ex}$ generated by $\tau_1 \cdots \tau_{2\ell+2}, \tau_i \in U'$. However, although $\mathcal{E}_\ell$ and $\mathcal{I}$ are defined on subspaces of $T'_\text{ex}$, they are not necessarily defined for all elements of $T'_\text{ex}$. The other main advantage of $T'_\text{ex}$ is that all of its elements can be obtained from the ‘basic’ elements $\{1, X_0, X_1, \Xi\}$ by application of the operators $\mathcal{I}, \mathcal{I}'$ and $\mathcal{E}_\ell$ without ever leaving $T'_\text{ex}$. In fact, it is the minimal extension of $T$ with that property.

Since $T \subset T'_\text{ex}$ and since the structure groups are the same for both regularity structures, every model $(\Pi, \Gamma)$ for $(T'_\text{ex}, G)$ defines a model for $(T, G)$ by restriction. (See [Hai14] or Section 3.4.) We will use this fact in Section 3.6 by defining a model first recursively on $T'_\text{ex}$ and then on $T$ by restriction. On the other hand, one should remember if $(\Pi, \Gamma)$ is a model for the structure $(T, G)$, it does not automatically extend to a model for $(T'_\text{ex}, G)$. As a matter of fact, we are precisely interested in the limiting situation in which it does not! Since the structure group $G$ is identical for both structures however, the family of operators $G^\tau\gamma$ can be viewed as acting on $T'_\text{ex}$ for any model on $T$. In particular, the spaces $D^\tau\gamma$ also make sense over $T'_\text{ex}$ (see Section 3.5 below for the definition of these spaces and their variants and see also Remark 3.14), even for models on $T$. Since $\mathcal{E}_\ell$ can be thought of as linear operators on $T'_\text{ex}$, this will give a simple way to understand the fixed point argument.
3.4. Admissible models. From now on, we also set $\mathcal{T} = \bigoplus_{a \in A : a \leq 2} \mathcal{T}_a$, which has the advantage that $\mathcal{T}$ is finite-dimensional so we do not need to worry about topologies. In order to describe our ‘polynomial-like’ objects, we first fix a kernel $K : \mathbb{R}^2 \rightarrow \mathbb{R}$ with the following properties:

1. The kernel $K$ is supported in $\{|z| \leq 1\}$, $K(t, x) = 0$ for $t \leq 0$, and $K(t, -x) = K(t, x)$.

2. For $z$ with $|z| < 1/2$, $K$ coincides with the heat kernel and $K$ is smooth outside of the origin.

3. For every polynomial $Q : \mathbb{R}^2 \rightarrow \mathbb{R}$ of parabolic degree 2 or higher, one has

$$\int_{\mathbb{R}^2} K(t, x) Q(t, x) \, dx \, dt = 0.$$   (3.15)

in other words, $K$ has essentially all the properties of the heat kernel, except that it is furthermore compactly supported and satisfies (3.15). The existence of a kernel $K$ satisfying these properties is very easy to show.

**Remark 3.6.** The identity (3.15) is imposed only for convenience. If we did not impose this, then in order to be able to impose (3.20b) later on we would have to add symbols of the type $\mathcal{I}(X^k)$ which would also describe smooth functions. This would introduce some rather unnatural redundancy into the construction.

Let $S'$ be the space of Schwartz distributions on $\mathbb{R}^2$ and $\mathcal{L}(\mathcal{T}, S')$ the space of linear maps from $\mathcal{T}$ to $S'$. Furthermore, given a continuous test function $\varphi : \mathbb{R}^2 \rightarrow \mathbb{R}$ and a point $z = (t, x) \in \mathbb{R}^2$, we set

$$\varphi^\lambda_\bar{z}(\bar{z}) = \lambda^{-3} \varphi((\lambda^{-2}(\bar{t} - t), \lambda^{-1}(\bar{x} - x))),$$

where we also used the shorthand $\bar{z} = (\bar{t}, \bar{x})$. Finally, we write $\mathcal{B}$ for the set of functions $\varphi : \mathbb{R}^2 \rightarrow \mathbb{R}$ that are smooth, compactly supported in the ball of radius one, and with their values and both first and second derivatives bounded by 1.

Given a kernel $K$ as above, we then introduce a set $\mathcal{H}$ of admissible models which are analytical objects built upon our regularity structure $(\mathcal{T}, \mathcal{G})$ that will play a role for our solutions that is similar to that of the usual Taylor polynomials for smooth functions. A model (not necessarily admissible) for $\mathcal{T}$ on $\mathbb{R}^2$ consists of a pair $(\Pi, \Gamma)$ of functions

$$\Pi : \mathbb{R}^2 \rightarrow \mathcal{L}(\mathcal{T}, S') \quad \Gamma : \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathcal{G}$$

$$z \mapsto \Pi_z \quad (z, \bar{z}) \mapsto \Gamma_{z \bar{z}}$$   (3.16)
with the following properties. First, we impose that they satisfy the analytical bounds

\[
\left| (\Pi_\tau (\varphi^\lambda_z \tau))(\phi^\lambda_z \tau) \right| \lesssim \lambda |\tau|, \quad \left\| Q_\alpha \Gamma_{\bar{z} \bar{z}} \tau \right\| \lesssim |z - \bar{z}|^{|\tau| - \alpha},
\]

(3.17)

uniformly over \( \varphi \in \mathcal{B} \), \( \lambda \in (0, 1] \), \( \tau \in \mathcal{W} \), and \( \alpha \) with \( \alpha \leq |\tau| \), where \( Q_\alpha \) denotes the projection onto \( \mathcal{T}_\alpha \). Also, the proportionality constants implicit in the notation \( \lesssim \) are assumed to be bounded uniformly for \( z \) and \( \bar{z} \) taking values in any compact set. We furthermore assume that one has the algebraic identities

\[
\Pi_\tau \Gamma_{\bar{z} \bar{z}} = \Pi_{\bar{z} \bar{z}}, \quad \Gamma_{\bar{z} \bar{z}} \Gamma_{\bar{z} \bar{z}} = \Gamma_{\bar{z} \bar{z}}
\]

(3.18)

valid for every \( z, \bar{z}, \bar{\bar{z}} \) in \( \mathbb{R}^2 \).

**Remark 3.7.** It is important to note that (3.17) is the crux of the whole theory of regularity structures, providing a concrete meaning to the abstract notion of homogeneity. It is to make (3.17) hold that one is forced to make the subtractions in (3.20c) and (3.20d), which then produces the nontrivial algebraic structure.

In this article, we will always consider *admissible* models that come with some additional structure. Our models will actually consist of pairs \((\Pi, f)\) where \( \Pi \) is as in (3.16) and \( f : \mathbb{R}^2 \to \mathcal{G}_+ \) is a continuous function such that, if we define

\[
f_{\bar{z}}(\mathcal{I}_k \tau)(\bar{\bar{z}}) = -\int_{\mathbb{R}^2} D^k K(z - \bar{z})(\Pi_\tau)(d \bar{z}), \quad |k| < |\tau| + 2,
\]

(3.20b)

\[
(\Pi_\tau \mathcal{I}(\bar{z})) = \int_{\mathbb{R}^2} K(z - \bar{z})(\Pi_\tau)(d \bar{z}) + \sum_k \frac{(z - \bar{z})^k}{k!} f_{\bar{z}}(\mathcal{I}_k \tau),
\]

(3.20c)

\[
(\Pi_\tau \mathcal{I}'(\bar{z})) = \int_{\mathbb{R}^2} D K(z - \bar{z})(\Pi_\tau)(d \bar{z}) + \sum_k \frac{(z - \bar{z})^k}{k!} f_{\bar{z}}(\mathcal{I}_{k+1} \tau),
\]

(3.20d)

where \( D = \partial_x \) and \( k + 1 \) means \((k_0, k_1 + 1)\).
Note that these definitions in particular also guarantee that \((\Pi_{z} D \tau)(\bar{z}) = \partial_{\bar{z}}(\Pi_{z} \tau)(\bar{z})\) for every \(\tau\) in the domain of definition of \(D\).

**Remark 3.9.** Here we set \(\mathcal{I}_{k} \tau = 0\) if \(|k| \geq |\tau| + 2\), so that the sum appearing in (3.20c) is always finite. It is not clear in principle that all the integrals appearing in (3.20) converge, but it turns out that the analytical conditions (3.17) combined with the condition \(|k| < |\tau| + 2\) guarantee that this is always the case, see [Hai14, Section 5].

**Remark 3.10.** Given an admissible model \((\Pi, f)\), we write \(|\Pi|\) for the smallest choice of proportionality constant in (3.17) with the operators \(\Gamma_{z} \bar{z}\) given by (3.19). This is a slight abuse of notation since we should rather write \(|(\Pi, f)|\) instead, but we hope that this notation is lighter while remaining sufficiently unambiguous. Given any two models \((\Pi, f), (\tilde{\Pi}, \tilde{f})\), we furthermore write \(|\Pi; \tilde{\Pi}|\) for the same quantity, but with \(\Pi_{z}\) replaced by \(\Pi_{z} - \tilde{\Pi}_{z}\) and \(\Gamma_{\bar{z}}\) replaced by \(\Gamma_{\bar{z}} - \tilde{\Gamma}_{\bar{z}}\). Note that these bounds are only locally uniform in general, so these norms also depend on some underlying bounded domain in which we allow \(z\) and \(\bar{z}\) to vary. Since we are only interested in situations with periodic boundary conditions on a bounded domain and on a bounded time interval, this is irrelevant for the purpose of this article. Note also that \(|\cdot|\) is not a norm since the space \(\mathcal{M}\) of admissible models is not linear. It does however behave like a norm for all practical purposes and we will refer to it as the ‘norm’ of a model.

**Remark 3.11.** Note that since \(f_{z} \in G_{+}\), so that it is multiplicative, (3.20a) and (3.20b) do specify \(f_{z}\) on elements of the type \(\mathcal{I}_{k}(\tau)\) once we know \(\Pi_{z}\). There is therefore quite a lot of rigidity in these definitions, which makes the mere existence of admissible models a highly nontrivial fact.

**Remark 3.12.** Building further on Remark 3.11, it actually turns out that if \(\Pi\) satisfies the first analytical bound in (3.17) and is such that, for \(F\) defined from \(\Pi\) via (3.20b), one has the identities (3.20c) and (3.20d), then the second analytical bound in (3.17) is automatically satisfied for elements of the type \(\mathcal{I}_{k}(\tau)\) as a consequence of the extension theorem, [Hai14, Theorem 5.14]. However, it is not automatic for terms of the type \(\mathcal{E}_{k}^{-1}(\tau)\). This is because our notion of an ‘admissible model’ does not specify any relation between \(f_{z}(\mathcal{E}_{k}^{-1}(\tau_{1}, \ldots, \tau_{2k}))\) and the distributions \(\Pi_{z} \tau_{i}\).

At this point we have that \(\mathcal{E}\) is an abstract integration operator on the regularity structure \(\mathcal{T}_{ex}\) and the results of [Hai14, Sections 8.1 and 8.2] hold for \(\mathcal{E}\) by
repeating the proofs there for \( \mathcal{L} \). These will be used repeatedly in the sequel. Recall however that while \( \mathcal{E} \) is an operator on \( \mathcal{T}_{\text{ex}} \) there are elements of the form \( \mathcal{E}(\tau) \) in \( \mathcal{T} \) for which \( \tau \notin \mathcal{T} \).

Finally, we define an analogous set \( \mathcal{M}_{\text{ex}} \) of admissible models for \( \mathcal{T}_{\text{ex}} \) on \( \mathbb{R}^2 \). A model for \( \mathcal{T}_{\text{ex}} \) is a pair \((\Pi, F)\) of functions \( \Pi : \mathbb{R}^2 \to \mathcal{L}(\mathcal{T}_{\text{ex}}, \mathcal{S}') \) and \( F : \mathbb{R}^2 \to \mathcal{G} \) satisfying (3.18) and (3.17) for \( \tau \in \mathcal{W}_{\text{ex}} \), and it is admissible if (3.20a)–(3.20d) hold for \( \tau \in \mathcal{W} \).

### 3.5. Definition of \( \mathcal{D}' \)

Consider the space \( \mathcal{T} \) as above and fix some \( \gamma \in \mathbb{R} \), as well as an admissible model \((\Pi, F) \in \mathcal{M} \). We will always assume that \( \gamma \) is different from the (countably many) values that appear as homogeneities in \( \mathcal{T} \). We then define spaces \( \mathcal{D}' \) of modelled distributions consisting of those functions \( H : \mathbb{R}^2 \to \mathcal{T}_{\leq (\gamma \vee 0)} \defeq \bigoplus_{\alpha \leq (\gamma \vee 0)} \mathcal{T}_\alpha \) such that

\[
\|H\|_\gamma = \sup_{|z-bar| \leq 1} \sup_{\alpha < \gamma} \frac{|H(z) - \Gamma_{\bar{z}}H(\bar{z})|_\alpha}{|z - \bar{z}|^{\gamma - \alpha}} + \sup_{\alpha \leq \gamma \vee 0} |H(z)|_\alpha < \infty. \tag{3.21}
\]

Recall that, as defined in (3.6), \( |H(z)|_\alpha \) refers to the (Euclidean) norm of the part of \( H(z) \) in \( \mathcal{T}_\alpha \). Here, the arguments \( z, \bar{z} \) are typically constrained to lie furthermore in some fixed bounded set and we have used the shorthand \( \Gamma_{\bar{z}} \defeq F_{\bar{z}}^{-1} \circ F_z \). Note that the space \( \mathcal{D}' \) depends on the underlying model! It is however natural to be able to also compare elements \( H \) and \( \bar{H} \) belonging to spaces \( \mathcal{D}' \) based on two different models \((\Pi, f)\) and \((\bar{\Pi}, \bar{f})\). In this case, we write

\[
\|H; \bar{H}\|_\gamma = \sup_{|z-bar| \leq 1} \sup_{\alpha < \gamma} \frac{|H(z) - \Gamma_{\bar{z}}H(\bar{z}) - \bar{H}(z) + \bar{\Gamma}_{\bar{z}}\bar{H}(\bar{z})|_\alpha}{|z - \bar{z}|^{\gamma - \alpha}} + \sup_{\alpha \leq \gamma \vee 0} |H(z) - \bar{H}(z)|_\alpha. \tag{3.22}
\]

This yields a ‘total space’ \( \mathcal{M} \times \mathcal{D}' \) containing all triples of the form \((\Pi, f, H)\) with \( H \in \mathcal{D}' \) based on the model \((\Pi, f)\). The distances \(|\cdot; \cdot|\) and (3.22) endow \( \mathcal{M} \times \mathcal{D}' \) with a metric structure.

It was then shown in [Hai14] that for any \( \gamma > 0 \) there exists a unique locally Lipschitz continuous map \( \mathcal{R} : \mathcal{M} \times \mathcal{D}' \to \mathcal{S}' \) with the property that

\[
|\mathcal{R}H - \Pi_z H(z))(\varphi_z)| \lesssim \lambda^\gamma,
\]

uniformly over \( \varphi \in \mathcal{B}, \lambda \in (0, 1) \) and locally uniformly in \( z \). The interpretation of the ‘reconstruction operator’ \( \mathcal{R} \) is that \( H \) is really just a local description of a ‘Taylor expansion’ for the actual distribution \( \mathcal{R}H \). It is straightforward to show
that in the particular case where $\Pi_\tau \tau$ represents a continuous function for every $\tau \in T$, one has the identity
\[
(Rf)(z) = (\Pi_\tau f(z))(z).
\]
This identity will be crucial in the sequel.

We will also make use of weighted spaces $D^{\gamma,\eta}$, which essentially consist of elements of $D^\gamma$ that are allowed to blow up at rate $\eta$ near the line $\{(t, x) : t = 0\}$. For a precise definition, see [Hai14, Definition 6.2]. In our setting, this is the set of functions $H : \mathbb{R}^2 \to T_{\leq (\gamma \vee 0)}$ such that
\[
\|H\|_{\gamma,\eta} \overset{\text{def}}{=} \sup_{a \leq \gamma < 0} \frac{|H(z)|_a}{|t|((\eta - a) \wedge 0)/2} + \sup_{|z - \bar{z}| \leq \sqrt{|t| \wedge |\bar{t}|}} \sup_{a < \gamma} |H(z) - \Gamma_\tau \bar{H}(\bar{z})|_a |z - \bar{z}|^\gamma |a - \gamma| |t| \wedge |\bar{t}|)(\eta - \gamma)/2,
\]
where we used $t$ and $\bar{t}$ for the time coordinates of $z$ and $\bar{z}$.

**Remark 3.13.** Note that we assume $H(z) \in T_{\leq (\gamma \vee 0)}$ instead of the more natural assumption $H(z) \in \mathcal{T}_{< \gamma}$. This will be useful in the case when $\gamma < 0$ which we will encounter later on, and where the components in $T_\alpha$ for $\alpha \in [\gamma, 0]$ still play an important role. See in particular Remarks 4.1 and 3.19.

**Remark 3.14.** While we have defined the spaces $D^{\gamma}$ and $D^{\gamma,\eta}$ for admissible models with respect to $\mathcal{T}$, there is of course an analogous definition for admissible models with respect to $\mathcal{T}_{\text{ex}}$. Many of the statements in the next several sections will be true for either, and we will indicate if a specific one is being used.

In the limit $\epsilon \to 0$, we will obtain a model $(\Pi, F)$ on $\mathcal{T}$, not on $\mathcal{T}_{\text{ex}}$. However, although $\Pi$ does not extend to $\mathcal{T}_{\text{ex}}$, the operators $\Gamma_{xy}$ do extend to it by multiplicativity. As a consequence, the spaces $D^{\gamma}$ and $D^{\gamma,\eta}$ make sense for function with values in $\mathcal{T}_{\text{ex}}$, even if we are only given a model on $\mathcal{T}$. If we are given such a model, it is only when applying the reconstruction operator $R$ that it is crucial that the function be $\mathcal{T}$-valued.

### 3.6. Canonical lift to $\mathcal{T}_{\text{ex}}$.

Given any smooth space–time function $\zeta$ and any real number $\epsilon$, there is a canonical way of building a family of admissible models, $\mathcal{L}_\epsilon(\zeta) = (\Pi^{(\epsilon)}, f^{(\epsilon)})$ for the extended regularity structure $(\mathcal{T}_{\text{ex}}, \mathcal{G})$ as follows. First, we set $\Pi^{(\epsilon)}_0 \zeta = \zeta$, independently of $\zeta$ and of $\epsilon$, and we define it on $X^k$ as in (3.20a). Then, we define $\Pi^{(\epsilon)}$ recursively by (3.20c) and (3.20d), together with the identities
\[
(\Pi^{(\epsilon)}_\tau \bar{\tau})(\bar{z}) = (\Pi^{(\epsilon)}_\tau \bar{\tau})(\bar{z})(\Pi^{(\epsilon)}_\tau \bar{\tau})(\bar{z})
\]
(3.25)
as well as
\[
(\Pi_{\bar{z}}^{(e)} E^{k-1}(\tau))(\bar{z}) = \varepsilon^{k-1} (\Pi_{\bar{z}}^{(e)} \tau)(\bar{z}) + \sum_{\ell} \frac{(\bar{z} - z)^{\ell}}{\ell!} f_{z}^{(e)} (E_{\ell}^{k-1}(\tau)), \quad (3.26a)
\]
\[
f_{z}^{(e)}(E_{\ell}^{k-1}(\tau)) = -\varepsilon^{k-1} (D^{(\ell)}(\Pi_{\bar{z}}^{(e)} \tau))(z). \quad (3.26b)
\]

None of this makes sense on \( \mathcal{T} \), which is one of the key reasons to introduce the larger regularity structure \( \mathcal{T}_{\text{ex}} \). Here, the multiindex \( \ell \) is furthermore constrained by imposing that \( |\tau| \leq |\ell| < k-1+|\tau| \). Note again that in general, this definition is only guaranteed to make sense if \( \zeta \) is a smooth function! Note also that when we use this definition in practice later on, \( \zeta \) will really be given by some smooth approximation \( \tilde{\xi}_{\bar{z}} \) to our space–time white noise. It is however very important to note that \( \tilde{e} \) can be completely unrelated to \( \varepsilon \), so the models \( \mathcal{L}_{\bar{e}}(\xi_{\bar{z}}) \) or even \( \mathcal{L}_{0}(\xi_{\bar{z}}) \) make perfect sense. Finally, note that the definition (3.26) would not even make sense on our actual regularity structure \( \mathcal{T} \), because we could have \( E^{k-1}(\tau) \in \mathcal{T} \) but \( \tau \notin \mathcal{T} \).

**Proposition 3.15.** If \( \zeta \) is smooth then \( \mathcal{L}_{\bar{e}}(\zeta) \in \mathcal{M}_{\text{ex}} \) for any \( \varepsilon \).

**Proof.** The argument is very similar to that of [Hai14, Proposition 8.27]. The fact that the algebraic identity (3.18) is satisfied follows immediately from our construction. The analytical bounds (3.17) for \( \Pi_{\bar{z}} \) follow in exactly the same way as in [Hai14, Proposition 8.27] from the stronger bound
\[
| (\Pi_{\bar{z}} \tau)(\bar{z}) | \lesssim |z - \bar{z}|^{\|\tau\|^\wedge 0},
\]
which is easily verified by induction. Writing \( \gamma_{z\bar{z}} \) for the element in \( \mathcal{T}_{+} \) such that \( \Gamma_{z\bar{z}} = \Gamma_{\bar{z}z} \) (recall (3.10) for these notations), the required bounds on \( \Gamma_{z\bar{z}} \) are equivalent to \( \gamma_{z\bar{z}}(\bar{\tau}) \lesssim |z - \bar{z}|^{||\bar{\tau}||} \). The bounds on \( \gamma_{z\bar{z}}(\bar{\tau}) \) for \( \bar{\tau} \) of the form \( \mathcal{J}_{k}(\tau) \) follow from the bounds on \( \Pi_{\bar{z}} \) as in [Hai14, Proposition 8.27], so it only remains to get a bound on \( \gamma_{z\bar{z}}(E_{k}^{\ell}(\tau)) \).

In almost exactly the same way as in the proof of [Hai14, Proposition 8.27], it is straightforward to set up an inductive structure on \( \mathcal{T} \) which allows us to assume that all components of \( \Gamma_{z\bar{z}} \tau \) do satisfy the required bounds. Proceeding exactly as in the last part of the proof of [Hai14, Proposition 8.27], one then obtains the identity
\[
\gamma_{z\bar{z}}(E_{k}^{\ell}(\tau)) = f_{z}(E_{k}^{\ell}(\tau)) - \sum_{m} \frac{(\bar{z} - z)^{m}}{m!} f_{z}(E_{k+m}^{\ell}(\Gamma_{z\bar{z}} \tau)). \quad (3.27)
\]

Fix \( \tau \) and write \( g_{z}(z) \) as a shorthand for \( -\varepsilon^{\ell} (D^{(\ell)}(\Pi_{\bar{z}}^{(e)} \tau))(z) \), so that \( f_{z}(E_{k}^{\ell}(\tau)) = g_{z}(\bar{z}) \). It follows from our construction that the map \( (z, \bar{z}) \mapsto g_{z}(z) \)
is smooth. It then follows from (3.26) that
\[
\begin{align*}
    f_z(\mathcal{E}_{k+m}(\Gamma_{zz}\tau)) &= D^{(m)}g_z(z) \big|_{z=\bar{z}} - \varepsilon^f(D^{(k+m)}(\Pi_{\bar{z}}^\varepsilon)(\text{Proj}_{|k|+|m|-\ell}\Gamma_{zz}\tau))(z),
\end{align*}
\]
(3.28)
where \(\text{Proj}_{|\alpha}\) denotes the orthogonal projection onto \(\mathcal{T}_{<\alpha} \subset \mathcal{T}_{ex}\). At this stage, we note that by our induction hypothesis one has
\[
||\Gamma_{zz}\tau||_{\alpha} \lesssim |z-\bar{z}|^{\alpha}. \quad (3.29)
\]
We can also combine (3.28) with (3.27), which yields the identity
\[
\gamma_{zz}(\mathcal{E}_{k}(\tau)) = g_{\bar{z}}(\bar{z}) - \sum_{|m|<|\tau|+\ell-|k|} \frac{(\bar{z}-z)^m}{m!} D^{(m)}g_z(z),
\]
(3.30)
which is bounded by a multiple of \(|z-\bar{z}|^{\alpha+\ell-|k|}\) as a consequence of usual Taylor expansion.

It is however very important to keep in mind that not every admissible model is obtained in this way, or even as a limit of such models! This will be apparent in Section B below where we describe the renormalization group.

### 3.7. Multiplication by \(\varepsilon^k\)

For any model that is constructed as the canonical lift of a smooth function as above to \(\mathcal{T}_{ex}\), the symbol \(\mathcal{E}^k\) should be thought of as representing the operation of ‘multiplication with \(\varepsilon^k\)’. This is however not quite true: (3.26a) suggests that we should introduce the (model dependent) linear maps \(\hat{\mathcal{E}}^k\) acting on the spaces \(\mathcal{D}^\gamma\) by
\[
(\hat{\mathcal{E}}^k U)(z) = \mathcal{E}^k U(z) - \sum_{\ell} \frac{X^\ell}{\ell!} f_z(\mathcal{E}_{k}^\ell(U(z))),
\]
(3.31)
where \(f\) is determined by the underlying model on which \(\mathcal{D}^\gamma\) is based. One then has the following fact where we implicitly assume that \(U\) takes values in the domain of the operator \(\mathcal{E}^k\).

**Proposition 3.16.** Let \(\gamma \in \mathbb{R}\) and let \(\delta = \inf\{\gamma - \alpha : \alpha \in A \cap (-\infty, \gamma)\}\). Then, if \(U \in \mathcal{D}^\gamma\), one has \(\hat{\mathcal{E}}^k U \in \mathcal{D}^{\bar{\gamma}}\) for \(\bar{\gamma} = (\gamma + k) \land \delta\).

**Proof.** Our aim is to obtain a suitable bound on the components of \((\hat{\mathcal{E}}^k U)(z) - \Gamma_{zz'}(\mathcal{E}^k U)(z')\). For this, we note that one has from (3.31),
\[
\Gamma_{zz'}(\hat{\mathcal{E}}^k U)(z') = \Gamma_{zz'}\mathcal{E}^k U(z') - \sum_{\ell} \frac{(X + z - z')^\ell}{\ell!} f_{\bar{z'}}(\mathcal{E}_{k}^\ell(U(z'))).
\]
Now from the analogue for \( \mathcal{E}^k \) of the proof of [Hai14, Theorem 8.24]
\[
\Gamma_{zz'} \mathcal{E}^k U(z') = \mathcal{E}^k \Gamma_{zz'} U(z') + \sum_{\ell, m} \frac{X^\ell}{\ell!} \frac{(z - z')^m}{m!} \gamma_{zz'}(\mathcal{E}^k_{\ell+m} (U(z'))). \tag{3.32}
\]
At this stage, we make use of the fact that one has the identity [Hai14, p. 127]
\[
\gamma_{zz'}(\mathcal{E}^k_{\ell} \tau) = f_z(\mathcal{E}^k_{\ell} \tau) - \sum_m \frac{(z' - z)^m}{m!} f_z(\mathcal{E}^k_{\ell+m} \Gamma_{zz'} \tau). \tag{3.33}
\]
Inserting this into the above expression and using the binomial identity yields
\[
\Gamma_{zz'}(\mathcal{E}^k U)(z') = \mathcal{E}^k \Gamma_{zz'} U(z') - \sum_{\ell} \frac{X^\ell}{\ell!} f_z(\mathcal{E}^k_{\ell} (\Gamma_{zz'} U(z'))),
\]
so that
\[
(\mathcal{E}^k U)(z) - \Gamma_{zz'}(\mathcal{E}^k U)(z') = \mathcal{E}^k (U(z) - \Gamma_{zz'} U(z')) + \sum_{\ell} \frac{X^\ell}{\ell!} f_z(\mathcal{E}^k_{\ell} (\Gamma_{zz'} U(z') - U(z))). \tag{3.34}
\]
The components in \( \mathcal{T}_\alpha \) arising from the first term are bounded by \(|z - z'|^{\gamma + k - \alpha}\) as a trivial consequence of the definition of \( D' \) and the fact that \(|\mathcal{E}^k \tau| = |\tau| + k\), so that we only need to consider the components arising from the second term. For this, we only need to note that these components are bounded by some multiple of \(|z - z'|^\delta\) as an immediate consequence of the definitions of \( D' \) and \( \delta\). \( \square \)

**Remark 3.17.** There are two very important facts to note here. First, we do not assume that \( \gamma > 0 \). Second, the only property of \( f \) that we used is that \( f_z(X^k) = (-z)^k \). In particular, we do not need to assume that our model is the canonical model associated to a smooth function and parameter \( \varepsilon > 0 \). Actually, we do not even need to assume that it is admissible.

It is then immediate from (3.26) that if this model is the canonical model associated to a smooth function as in Section 3.6, then the reconstruction operator defined in Section 3.5 satisfies the identity
\[
\mathcal{R} \mathcal{E}^{k-1}(U_1 \cdots U_{2k}) = \mathcal{E}^{k-1} \mathcal{R} U_1 \cdots \mathcal{R} U_{2k}, \tag{3.35}
\]
so that the operation \( \mathcal{E}^{k-1} \) does indeed represent multiplication by \( \mathcal{E}^{k-1} \).

**Remark 3.18.** In general, if we have any model on \((\mathcal{T}_{ex}, \mathcal{G})\) consisting of smooth functions and satisfying the identities (3.26), then it is still the case that \( \mathcal{R} \mathcal{E}^\ell U = \mathcal{E}^\ell \mathcal{R} U \). This remains true even in situations where (3.25) fails and/or
when \( U \in \mathcal{D}' \) for some \( \gamma < 0 \), provided that in the latter case one considers models consisting of continuous functions and one defines \( \mathcal{R}U \) through the identity \((\mathcal{R}U)(x) = (\Pi_x U(x))(x)\).

**Remark 3.19.** The operators \( \hat{E}^k \) will only ever appear in order to describe the right hand side of our equation. By analogy with [Hai14], this suggests that we could in principle restrict ourselves to a regularity structure which only contains those elements of the type \( E^k \tau \) for which \( |E^k \tau| < 0 \). Since we furthermore assumed that \( \hat{E}^k \tau = 0 \) if \( |\tau| \leq |\ell| - |k| \) (see the remark following (3.9d)), this suggests that we could have spared ourselves the trouble of ever introducing the symbols \( \hat{E}^k \tau \).

The reason why this is not the case is that we will apply the operator \( \hat{E}^k \) to elements \( F \in \mathcal{D}' \) for some \( \gamma < 0 \), but nevertheless containing nonzero components in spaces \( T_\alpha \) for \( \alpha \in [\gamma, 0] \), so that \( \hat{E}^k F \) will have nonzero components for some elements of the type \( E^k \tau \) with \( |E^k \tau| > 0 \) and for which \( f_z(E^k \tau) \neq 0 \). In order to be able to guarantee that \( Q_{\leq 0} \hat{E}^k F \) still belongs to some space \( \mathcal{D}' \) with \( \gamma > 0 \), we then still need to control \( \gamma\bar{z}(E^k \tau) \).

### 4. Abstract solution map

We start this section with a computation on \( T_{\text{ex}} \) showing that if one starts with sufficiently regular initial data, one expects a well-posed fixed point problem in \( \mathcal{D}' = \mathcal{D}'(T_{\text{ex}}) \) for \( \gamma > 3/2 \). There are two key issues which will have to be addressed in subsections 4.1–4.4: 1. In order to iterate the argument to get global solutions, we will want to be able to start with less regular initial data; and, 2. We want the fixed point argument on \( T \) itself, instead of \( T_{\text{ex}} \) where we can think of \( \mathcal{E}^j \) as abstract integration operators increasing homogeneity by \( j \). For these reasons we will introduce spaces \( \mathcal{D}'_{\gamma,\eta} \) in Section 4.1. From now on, in order to simplify notations and similarly to [Hai14], we use the shortcut notation

\[ \Psi = I'(\mathcal{E}). \]

We also write \( Q_{\leq 0} \) for the projection onto \( \bigoplus_{\alpha \leq 0} T_\alpha \) in \( T_{\text{ex}} \). Fix now some coefficients \( \hat{a}_j \) and define the linear maps on \( T_{\text{ex}} \) given by

\[
\hat{F}(\tau) = \sum_{j=1}^{m} \hat{a}_j Q_{\leq 0} E^{j-1}(Q_{\leq 0} \Psi^{2j} \tau),
\]

\[
\hat{F}^{(n)}(\tau) = \sum_{j=[n/2]}^{m} (2j + 1 - n) \cdots (2j) \hat{a}_j Q_{\leq 0} E^{j-1}(Q_{\leq 0} \Psi^{2j-n} \tau),
\]
\( \hat{F}^{(n)}(\tau) = \sum_{j=\lceil n/2 \rceil}^{m} (2j + 1 - n) \cdots (2j) \hat{a}_j \mathcal{E}_0^{j-1}(\Psi_{\leq 0}^{2j-n} \tau). \)

(Of course we assume \( n \leq 2m \).) We will also write \( \hat{F}' \) as a shortcut for \( \hat{F}^{(1)} \) and \( \hat{F}'' \) as a shortcut for \( \hat{F}^{(2)} \).

Since the homogeneity of \( \Psi \) is just below \(-1/2\), and, according to (3.5), \( \mathcal{E}^{j-1} \) increases the homogeneity by \( j - 1 \), \( \hat{F} \) decreases the homogeneity of its argument by just a bit more than 1, \( \hat{F}' \) decreases it by just a bit more than \( 1/2 \), \( \hat{F}'' \) decreases it by a little bit more than 0, and all the other \( \hat{F}^{(n)} \) increase the homogeneity of their argument (provided that \( \kappa \) is small enough). From now on, we will write \( \hat{F}^{(n)}(\tau) \) instead of \( \hat{F}^{(n)}(\tau) \) and we will use the shorthand

\[ \hat{F}^{(n)} = \hat{F}^{(n)}(1). \]

Note also that \( \Gamma \hat{F}^{(n)}(\tau) = \hat{F}^{(n)}(\Gamma \tau) \) for \( n \leq 2 \), so that one actually has \( \Pi, \hat{F} \in C_{-1-2m\kappa}^{-1/2} \) for \( n \leq 2 \), \( \Pi \hat{F}' \in C_{-1-2m\kappa}^{-1/2} \), and so on, for every model \( (\Pi, \Gamma) \).

Denote now by \( \mathcal{P} \) the integration operator given by

\[ \mathcal{P} = \mathcal{K} + \mathcal{R} \mathcal{R}, \]

where \( \mathcal{K} \) is the operator defined from the kernel \( K \) as in [Hai14, Section 5], \( \mathcal{R} \) is the reconstruction operator, and \( \mathcal{R} \) is defined in [Hai14, Lemma 7.7]. For suitable \( \alpha > 0 \), the operator \( \mathcal{P} \) maps \( \mathcal{D}^\alpha \) to \( \mathcal{D}^{\alpha+2} \) as a consequence of [Hai14, Theorem 4.7]. We also write \( 1_+ \) for the indicator function of the set of positive times \( \{(t, x) : t > 0\} \). Because of its discontinuity at the origin, multiplication with \( 1_+ \) is not a bounded linear operator on \( \mathcal{D}^\gamma \), so, as in [Hai14], one really does this on \( \mathcal{D}^{\gamma, \eta} \) defined at the end of Section 3.5. However, the argument is only formal at this point anyway because of the initial conditions, so we do not pursue it yet. (Note that \( 1_+ \) is called \( R^+ \) in [Hai14].)

With these notations at hand it is natural, just as in [Hai14, Section 9], to associate to our problem the fixed point equation

\[ H = \mathcal{P} 1_+ \left( \mathcal{E} + \sum_{j=1}^{m} \hat{a}_j \mathcal{Q}_{\leq 0} \mathcal{E}^{j-1}(\mathcal{Q}_{\leq 0}(\mathcal{D} H)^{2j}) \right) + P h_0, \]

where \( \mathcal{D} \) was defined in Section 3.2.

**Remark 4.1.** The reason why we are so explicit about the presence of the projection operators \( \mathcal{Q}_{\leq 0} \) (the analogous projections were mostly implicit in [Hai14]) is that we will end up in a situation where \( (\mathcal{D} H)^{2j} \) belongs to a space...
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\[ \mathcal{D}^\gamma \eta \] with \( \gamma_j < 0 \) for some \( j \). Projecting onto \( \mathcal{Q}_{<\gamma_j} \), as is done in [Hai14], would then have the effect of actually modifying the effect of the reconstruction operator on \( \hat{\mathcal{E}}^{j-1}(\mathcal{D} H)^{2j} \), which is not a desirable feature.

In principle, one may want to look for solutions to this problem in \( \mathcal{D}^\gamma \eta \) for suitable values of \( \gamma \) and \( \eta \). The remainder of this section is devoted to the study of (4.2). Before we delve into the details, we give a heuristic argument showing why one would expect this equation to have local solutions. First, we note that (4.2) is of the form

\[
H = \mathcal{I} \left( \Xi + \sum_{j=1}^{m} \hat{a}_j Q_{<0} \hat{\mathcal{E}}^{j-1}(Q_{<0} (\mathcal{D} H)^{2j}) \right) + (\ldots),
\]

where (\ldots) denotes terms taking values in \( \hat{T} \). These additional terms arise as in [Hai14] from the initial condition and from the fact that the operator \( \mathcal{P} \) representing convolution with the heat kernel is given by \( (\mathcal{P} f)(z) = \mathcal{I} f(z) + (\ldots) \), where (\ldots) denotes again some terms taking values in \( \hat{T} \).

It follows that if we are able to solve (4.2) in \( \mathcal{D}^\gamma \eta \) for \( \frac{3}{2} < \gamma < 2 - (6m - 2)\kappa \), then any solution is necessarily of the form

\[
H = h \cdot 1 + \mathcal{I}(\Xi) + \mathcal{I}(\hat{\mathcal{F}}) + h' \cdot X + \mathcal{I}(\hat{\mathcal{F}}' \mathcal{I}'(\hat{\mathcal{F}})) + h' \cdot \mathcal{I}(\hat{\mathcal{F}}'),
\]

for some continuous real-valued functions \( h = h(t, x) \) and \( h' = h'(t, x) \). Note that \( h \) is not necessarily differentiable and that even when it is, \( h' \) is not in general the derivative of \( h \) (see [Hai15b, Section 2] for an introduction and explanation of this issue). This notation is only used by analogy with the usual Taylor expansions. To obtain (4.4), write the right hand side of (4.3) first with \( H = 0 \), then with the resulting \( H \) from the left hand side substituted into the right hand side, and so on, until the expression stabilizes and only components in \( \hat{T} \) change from one step to the next. In the simpler context of the KPZ equation, this is explained in the proof of Proposition 15.12 of [FH14]. The abstract derivative of \( H \) is therefore given by

\[
\mathcal{D} H = \mathcal{F} + \mathcal{I}'(\hat{\mathcal{F}}) + h' \cdot 1 + \mathcal{I}(\hat{\mathcal{F}}' \mathcal{I}'(\hat{\mathcal{F}})) + h' \mathcal{I}(\hat{\mathcal{F}}').
\]

Regarding the argument of \( \mathcal{I} \) in the right hand side of (4.3), since we only keep terms of negative (or vanishing) homogeneities, it is given by

\[
\Xi + \hat{\mathcal{F}} + \hat{\mathcal{F}}' \mathcal{I}'(\hat{\mathcal{F}}) + h' \cdot \hat{\mathcal{F}}' + \hat{\mathcal{F}}' \mathcal{I}'(\hat{\mathcal{F}}' \mathcal{I}'(\hat{\mathcal{F}})) + h' \cdot \hat{\mathcal{F}}' \mathcal{I}'(\hat{\mathcal{F}}')
\]

\[
+ \frac{1}{2} \hat{\mathcal{F}}^{(2)}(\mathcal{I}'(\hat{\mathcal{F}}) + h' \cdot 1)^2 - \sum_{n>2} f_z(\mathcal{I}^{(n)}(\mathcal{I}'(\hat{\mathcal{F}}) + h' \cdot 1)^n)) 1.
\]
The reason why no other terms of the form $\hat{F}^{(n)}(\cdot)$ appear in this expression is that $\hat{\mathcal{E}}(\tau) = 0$ for $\tau$ such that $|\tau| > 0$ (see the remark just after (3.9) as well as the definition (4.2) of our fixed point problem).

As a consequence of [Hai14, Theorem 4.7] and Proposition 3.16, we then note that if $H \in D^\gamma$ for $\gamma > \frac{3}{2} + \kappa$ then, disregarding the effect of initial conditions and provided that $\kappa$ is sufficiently small, the Picard iteration (4.3) maps $D^\gamma$ into $D^\gamma'$ with

$$\gamma' = \gamma + \frac{1}{2} - (2m - 1)\kappa.$$  

This strongly suggests that it is possible to build local fixed points of the Picard iteration for $\kappa$ sufficiently small. It turns out that this heuristic is correct, although technical problems arise due to the effect of the initial condition. The resolution of these problems is the subject of the remainder of this section.

4.1. Dealing with irregular initial conditions. There is a problem with the argument outlined above stemming from the class of initial conditions we would like to consider. Since the solutions to the KPZ equation are $\alpha$-Hölder continuous only for $\alpha < \frac{1}{2}$, we would like to have a (uniform in the small parameter $\epsilon$ controlling our smoothing) solution theory for the approximating equations that can deal with this type of initial data. The problem is that in this case, even for fixed $\epsilon$, say $\epsilon = 1$, and considering the deterministic equation

$$\partial_t h = \partial_x^2 h + (\partial_x h)^{2m} + \zeta, \quad h(0, \cdot) = h_0 \in C^\alpha,$$

for some smooth $\zeta$, one expects the supremum norm of $\partial_x h$ to develop a singularity of order $t^{(\alpha - 1)/2}$ at the origin, since this is what happens for solutions to the heat equation. As a consequence, the term $(\partial_x h)^{2m}$ leads to a nonintegrable singularity as soon as $\alpha < 1$ and $m$ is large enough! ([BA07] gives a nice survey of what is known about the deterministic problem.)

One could of course circumvent this problem by simply postulating that the initial data is smooth (or say Lipschitz continuous). However, in order to obtain approximation results for any fixed time interval, one would like to exploit the global well-posedness of the limiting equation in order to ‘restart’ our approximation argument (see Proposition 4.8). Such an argument would then of course break down since the limiting solutions are only in $C^\alpha$ for $\alpha < \frac{1}{2}$. On the other hand, it is reasonable to expect the solutions to the approximate equation to remain smooth at scales below $\epsilon$. In order to formalize this, we will introduce spaces of models/functions/modelled distributions that depend on a parameter $\epsilon \in (0, 1]$, as well as their limiting counterparts for $\epsilon = 0$, and we will set up suitable notions of convergence in such a context.
Recall from Section 3 that $\mathcal{U}' \subset \mathcal{W}$ is the set of all formal expressions in $\mathcal{W}$ which are of the form $I^\ell(\tau)$ for some $\tau$ in $\mathcal{W}$. For $\varepsilon > 0$, we then define a class of $\varepsilon$-models $\mathcal{M}_\varepsilon$ which consist of all admissible models $(\Pi, f)$ that furthermore satisfy the bounds (recall that the sets $V_{\ell, k}$ were introduced in Section 3.2)

$$|f_z(\mathcal{E}_\ell^k(\tau))| \leq C \varepsilon |\tau| + |\ell| - k, \quad \tau \in V_{\ell, k} : |\ell| > |\tau| > |\ell| - k,$$

(4.7a)

$$|(\Pi_z \tau)(\varphi_z^\lambda)| \leq C \lambda \lambda_{\tilde{\gamma}} |\tau| - \bar{\gamma} \varepsilon |\tau| - \bar{\gamma}, \quad \tau \in \mathcal{U}', \quad \bar{\gamma} = 1 - \frac{1}{32 m},$$

(4.7b)

for some constant $C$, uniformly for $z$ belonging to an arbitrary compact set and for $\lambda \leq \varepsilon$. Here, $m$ is as in (4.2) and $\kappa$ is as in (3.3). The second bound is assumed to hold uniformly over all test functions $\varphi \in \mathcal{B}$ as in Section 3.4 such that furthermore $\int \varphi(z) \, dz = 0$.

**Remark 4.2.** The second bound in (4.7) is nontrivial (that is, not already implied by the definition of a model) only if $|\tau| < \bar{\gamma}$. Note also that the condition on $\varphi$ guarantees that $(\Pi_z 1)(\varphi_z^\lambda) = 0$, so that the bound holds trivially for all of $\bar{T}$.

Note that, viewed as sets, one has of course $\mathcal{M}_\varepsilon = \mathcal{M}_{\varepsilon'}$ for any $\varepsilon, \varepsilon' > 0$. However, they do differ at the level of the corresponding natural distance functions. Indeed, we introduce a natural family of ‘norms’ on $\mathcal{M}_\varepsilon$ by setting $|\Pi|_\varepsilon = |\Pi| + ||\Pi||_\varepsilon$ with

$$||\Pi||_\varepsilon = \sup_z \left( \sup_{k, \ell} \sup_{\tau \in V_{\ell, k}} \varepsilon |\ell| - k - |\tau| |f_z(\mathcal{E}_\ell^k(\tau))| \right) + \sup_{\tau \in \mathcal{U}'} \sup_{\lambda \leq \varepsilon} \lambda \lambda_{\tilde{\gamma}} \varepsilon |\tau| - \bar{\gamma} \lambda \lambda_{\tilde{\gamma}} \varepsilon |\tau| - \bar{\gamma} (\Pi_z \tau)(\varphi_z^\lambda)|,$$

(4.8)

where the supremum over $\varphi$ runs over the same set as above and $\delta$ is as in Proposition 3.16. In particular, the restriction of the canonical lift $\mathcal{L}_\varepsilon(\zeta)$ to $\mathcal{T}$ is in $\mathcal{M}_\varepsilon$ for any $\varepsilon > 0$.

**Remark 4.3.** We have made an abuse of notation here: Unlike for the class of models considered in [Hai14], there is here in general no canonical way of recovering $f$ from $\Pi$, so we should really write $||(\Pi, f)||_\varepsilon$ instead. This is because while our definition of an admissible model imposes (3.20) which determines $f_z(\mathcal{A}_k \tau)$ in terms of $\Pi$, there is no analogue of this for $f_z(\mathcal{E}_\ell^k(\tau)).$ We do have (3.26) for the canonical lift, but this is not preserved by our renormalization procedure. Furthermore, unlike (3.20), it is not a continuous relation in the topology on models introduced in [Hai14].

The natural way of comparing two elements of $\mathcal{M}_\varepsilon$ is to set

$$||\Pi; \tilde{\Pi}||_\varepsilon = ||\Pi; \tilde{\Pi}|| + ||\Pi - \tilde{\Pi}||_\varepsilon.$$


The point here is that we will be interested in distance bounds that are uniform in $\varepsilon$ as $\varepsilon \to 0$.

We also introduce $\mathcal{M}_0$ which is the subspace of $\mathcal{M}$ consisting of those admissible models that furthermore satisfy $f_z(\mathcal{E}_k^\ell(\tau)) = 0$ for every $\tau$ and every $k$ and $\ell$. Since both $\mathcal{M}_\varepsilon$ and $\mathcal{M}_0$ are subspaces of $\mathcal{M}$, we can in principle compare them by using the metric $|\cdot;\cdot|_\varepsilon$ on $\mathcal{M}$. It will also be convenient to set up a way of comparing elements in $\mathcal{M}_\varepsilon$ with elements in $\mathcal{M}_0$ in a way that takes into account the $\varepsilon$-dependence. This is done by setting

$$|\Pi; \tilde{\Pi}|_{\varepsilon,0} = |\Pi; \tilde{\Pi}| + \|\Pi\|_{\varepsilon}, \quad (4.9)$$

for every pair of admissible models with $(\Pi, \Gamma) \in \mathcal{M}_\varepsilon$ and $(\tilde{\Pi}, \tilde{\Gamma}) \in \mathcal{M}_0$.

**Remark 4.4.** One might wonder if there is a natural way of comparing elements $(\Pi, \Gamma) \in \mathcal{M}_\varepsilon$ with elements $(\tilde{\Pi}, \tilde{\Gamma}) \in \mathcal{M}_{\tilde{\varepsilon}}$ for $0 < \tilde{\varepsilon} < \varepsilon$. For $\tilde{\varepsilon} > \varepsilon/2$ say, it is natural to view both models as belonging to $\mathcal{M}_\varepsilon$ and to use the distance $|\cdot;\cdot|_\varepsilon$ defined there. For $\tilde{\varepsilon} < \varepsilon/2$ on the other hand, it is more natural to set $|\Pi, \tilde{\Pi}|_{\varepsilon,\tilde{\varepsilon}} = |\Pi; \tilde{\Pi}| + \|\Pi\|_{\varepsilon} + \|\tilde{\Pi}\|_{\tilde{\varepsilon}}$. We will however not make use of these definitions in the sequel.

We similarly introduce $\varepsilon$-dependent norms on suitable subspaces $\mathcal{D}^{\gamma,\eta}_\varepsilon$ of the spaces $\mathcal{D}^{\gamma,\eta}$ of modelled distributions previously introduced in (3.24). We will usually consider situations where the space $\mathcal{D}^{\gamma,\eta}_\varepsilon$ is built from an underlying model belonging to $\mathcal{M}_\varepsilon$, but this is not needed in general. The space $\mathcal{D}^{\gamma,\eta}_\varepsilon$ consists of the elements $H \in \mathcal{D}^{\gamma,\eta}$ such that the norm $\|H\|_{\gamma,\eta;\varepsilon}$ given by

$$\|H\|_{\gamma,\eta;\varepsilon} = \|H\|_{\gamma,\eta} + \sup_{z} \sup_{\alpha > \eta} |H(z)|_{\alpha} + \sup_{|z| - |\bar{z}| \leq \sqrt{|t|\varepsilon}} \sup_{\alpha < \gamma} |H(z) - \Gamma_{zz}H(\bar{z})|_{\alpha}$$

$$\mathcal{D}^{\gamma,\eta}_{\varepsilon}$$

(4.10)

is finite.

Note that the space $\mathcal{D}^{\gamma,\eta}_0$ is nothing but $\mathcal{D}^{\gamma,\eta}$. The norms (4.10) are of course all equivalent as long as $\varepsilon > 0$, but as $\varepsilon \to 0$ they get closer and closer to the inequivalent norm $\|\cdot\|_{\gamma,\eta}$.

As before, it is natural to compare elements $H \in \mathcal{D}^{\gamma,\eta}_\varepsilon$ with elements $\tilde{H} \in \mathcal{D}^{\gamma,\eta}_0$ by setting

$$\|H; \tilde{H}\|_{\gamma,\eta;\varepsilon} = \|H; \tilde{H}\|_{\gamma,\eta} + \sup_{z} \sup_{\alpha > \eta} |H(z)|_{\alpha}$$

$$\mathcal{D}^{\gamma,\eta}_{\varepsilon}$$

(4.11)
Remark 4.5. As before, the fact that $\tilde{H}$ does not appear in the second term of (4.11) is not a typo. Indeed, for general $\tilde{H} \in \mathcal{D}_0^{\gamma, \eta}$ this supremum would in general be infinite.

4.2. Properties of the spaces $\mathcal{D}_\varepsilon^{\gamma, \eta}$. In this section, we collect some useful properties of the spaces $\mathcal{D}_\varepsilon^{\gamma, \eta}$ introduced earlier. Unless otherwise specified, we make the following standing assumptions and abuses of notation:

- Whenever we make a claim of the type ‘if $H$ belongs to $\mathcal{D}_\varepsilon^{\gamma, \eta}$, then $\tilde{H}$ belongs to $\mathcal{D}_{\tilde{\varepsilon}}^{\tilde{\gamma}, \tilde{\eta}}$', it is understood that the norm of $\tilde{H}$ can be bounded in terms of the norm of $H$, uniformly over $\varepsilon \in [0, 1]$ and over models in $\mathcal{M}_\varepsilon$ with bounded norm.

- When comparing modelled distributions in $\mathcal{D}_\varepsilon^{\gamma, \eta}$ with some in $\mathcal{D}_0^{\gamma, \eta}$, we always assume that we are given respective models $(\Pi, \Gamma) \in \mathcal{M}_\varepsilon$ and $(\tilde{\Pi}, \tilde{\Gamma}) \in \mathcal{M}_0$. Modelled distributions denoted by $H, H_1, \text{and so on}$, are assumed to belong to spaces $\mathcal{D}_\varepsilon^{\gamma, \eta}$ based on $(\Pi, \Gamma)$, while $\tilde{H}, \tilde{H}_1, \text{and so on}$, belong to spaces $\mathcal{D}_0^{\gamma, \eta}$ based on $(\tilde{\Pi}, \tilde{\Gamma})$.

- Whenever we write $\Phi \lesssim \Psi$ for two expressions $\Phi$ and $\Psi$ depending on $\varepsilon$, it is understood that there exists a constant $C$ independent of $\varepsilon$ such that $\Phi \leq C \Psi$. For every fixed value $\tilde{C} > 0$, the constant $C$ can be chosen the same for all possible functions/models appearing in $\Phi$ and $\Psi$, as long as their norms are bounded by $\tilde{C}$.

- We implicitly assume that the modelled distributions we consider take values in sectors such that the operations we perform are well defined.

- The space–time domain on which our elements are defined is given by $[0, T] \times S^1$ for some $T \in [\varepsilon^2, 1]$.

For all practical purposes, the spaces $\mathcal{D}_\varepsilon^{\gamma, \eta}$ behave just like the spaces $\mathcal{D}^{\gamma, \eta}$. First, we show that the definition (4.10) is somewhat redundant in the sense that the second term is bounded by the two other terms. This shows that in many cases, it suffices to bound the last term in (4.10). Note that this is however not the case for (4.11), which is why we chose to keep the current notations.

Proposition 4.6. For $H \in \mathcal{D}_\varepsilon^{\gamma, \eta}$, the second term in (4.10) is bounded by a fixed multiple of the sum of the first and the last term.

Proof. Since the first term yields $\|H(t, x)\|_{\ell} \lesssim t^{(\eta - \ell)/2}$, the claimed bound is nontrivial only for $z = (t, x)$ with $0 < |t| \leq \varepsilon^2$. For such a value of $z$, one can
always find a sequence \( \{z_n\}_{n \geq 0} \) (with \( z_n = (t_n, x_n) \) as usual) such that \( |z_n - z_{n+1}| \leq \sqrt{|t_n| + |t_{n+1}|} \) and \( |z_n - z_{n+1}| \leq \varepsilon e^n \) for some fixed \( c \in (0, 1) \), and such that \( z_n = z \) for \( n \) sufficiently large. It then suffices to rewrite \( H(z) \) as

\[
H(z) = H(z_0) + \sum_{n \geq 0} \left( H(z_{n+1}) - \Gamma_{z_{n+1}z_n} H(z_n) \right) + \sum_{n \geq 0} \left( (\Gamma_{z_{n+1}z_n} - 1) H(z_n) \right).
\]

The first sum is bounded by a multiple of \( \varepsilon^{n-\gamma} \sum_{n \geq 0} |e^n|^{\gamma - \ell} \), which is the required bound.

To bound the second sum, we proceed by ‘reverse induction’ on \( \ell \). Indeed, for the largest possible value of \( \ell \) less than \( \gamma \), one has \( \|(\Gamma_{z_{n+1}z_n} - 1) H(z_n)\| \ell = 0 \), so that the required bound holds trivially there. Assuming now that the required bound holds for all \( m > \ell \), we have

\[
\|(\Gamma_{z_{n+1}z_n} - 1) H(z_n)\| \ell \lesssim \sum_{m > \ell} |\varepsilon c^n|^{m-\ell} \|H(z_n)\|_m \lesssim \sum_{m > \ell} |\varepsilon c^n|^{m-\ell} \varepsilon^{-m} \varepsilon^{-m}.
\]

Summing again over \( n \), the required bound follows.

One motivation for our definitions are the following two results. To formulate the first one, we introduce some notation.

**Proposition 4.7.** Let \( \alpha \in (0, 1) \) and \( \gamma \in (1, 2) \), let \( h \in \mathcal{C}^{\gamma, \alpha}_{\varepsilon} \), and let \( Ph \) be the canonical lift (via its truncated Taylor series) of the harmonic extension of \( h \) (in other words, the action of the heat kernel on a function, but then interpreted in the canonical way as a modelled distribution, see [Hai14, (7.13)]). Then, one has \( Ph \in \mathcal{D}^{\gamma, \alpha}_{\varepsilon} \) and the bound

\[
\|Ph\|_{\gamma, \alpha; \varepsilon} \leq C \|h\|_{\gamma, \alpha; \varepsilon}, \tag{4.12}
\]

holds uniformly over \( \varepsilon \in [0, 1] \) for some \( C \geq 1 \). If furthermore \( \tilde{h} \in \mathcal{C}^{\alpha} \) and \( h \in \mathcal{C}^{\gamma, \alpha}_{\varepsilon} \), then

\[
\|Ph; P\tilde{h}\|_{\gamma, \alpha; \varepsilon} \leq C \|h; \tilde{h}\|_{\gamma, \alpha; \varepsilon}.
\]

**Proof.** Since \( \mathcal{C}^{\gamma, \alpha}_{\varepsilon} \subset \mathcal{C}^{\alpha} \) with embedding constants uniform in \( \varepsilon \), we conclude from [Hai14, Lemma 7.5] that we only need to bound the second term in (4.11) (with \( H = Ph \)). In particular, we only need to consider the case \( \varepsilon > 0 \).

This in turn is nothing but the statement that the map \( Ph \) is of class \( \mathcal{C}^{\gamma/2} \) in time and \( \mathcal{C}^{\gamma} \) in space, with norm bounded by \( \varepsilon^{\alpha-\gamma} \). This in turn follows from classical properties of the heat kernel, combined with the fact that the \( \mathcal{C}^{\gamma} \)-norm of \( h \) is bounded by \( \varepsilon^{\alpha-\gamma} \) by assumption.
To obtain the bound on \( \|Ph; P\tilde{h}\|_{\gamma, \alpha; \varepsilon} \), we only need to bound the last two terms in (4.11) in terms of the last two terms in (1.7). This follows again immediately from the properties of the heat kernel.

\[ \]  

We also have the following result, where \( \mathcal{U} \) is as in Section 3.1, \( \langle \mathcal{U} \rangle \) denotes its linear span in \( \mathcal{T} \), and \( \tilde{\gamma} \) is as in (4.7), so that in particular \( \tilde{\gamma} > 0 \).

**Proposition 4.8.** Let \( \alpha \leq \frac{1}{2} - \frac{3\kappa}{2} \), let \( \gamma = 1 + \tilde{\gamma} \), and let \( H_\varepsilon \in \mathcal{D} \gamma \) with values in \( \langle \mathcal{U} \rangle \), based on some model \( \Pi^{(\varepsilon)} \in \mathcal{M}_\alpha \). Then, for every \( t \) such that \([t - \varepsilon^2, t + \varepsilon^2] \subset [0, T]\), the function \( h_t^{(\varepsilon)} = (\mathcal{R}H_\varepsilon)(t, \cdot) \) belongs to \( C^{\gamma, \alpha} \) and one has

\[
\|h_t^{(\varepsilon)}\|_{\gamma, \alpha; \varepsilon} \leq C \|H_\varepsilon\|_\gamma |\Pi^{(\varepsilon)}|_\varepsilon,
\]

for some constant \( C \) independent of \( \varepsilon \in (0, 1] \). Furthermore, given \( H \in \mathcal{D} \gamma \) with values in \( \langle \mathcal{U} \rangle \), based on some model \( \Pi \in \mathcal{M}_0 \), the function \( h_t = (\mathcal{R}H)(t, \cdot) \) belongs to \( C^\gamma \) and one has the bound

\[
\|h_t; h_t^{(\varepsilon)}\|_{\gamma, \alpha; \varepsilon} \leq C \|H; H_\varepsilon\|_\gamma (|\Pi| + |\Pi^{(\varepsilon)}|_\varepsilon) + |\Pi^{(\varepsilon)}; \Pi|_{\varepsilon,0}(\|H\|_\gamma + \|H_\varepsilon\|_\gamma).
\]

**Proof.** Let \( \alpha_0 = |\mathcal{I}(\mathcal{E})| = \frac{1}{2} - \kappa \) be the homogeneity of the element of lowest nonzero homogeneity in \( \mathcal{U} \). It then follows from [Hai14, Proposition 3.28] that \( \mathcal{R}H_\varepsilon \) is a continuous function with \( \mathcal{R}H_\varepsilon \in C^{\alpha_0} \) (with parabolic space–time scaling) and, since \( \alpha < \alpha_0 \), that

\[
\|h_t^{(\varepsilon)}\|_\alpha \lesssim \|H_\varepsilon\|_\gamma |\Pi^{(\varepsilon)}|,
\]

so that it only remains to obtain the bound on the last term in (1.6). Setting \( \tilde{h}^{(\varepsilon)}(t, x) = \partial_x h_t^{(\varepsilon)}(x) = (\mathcal{R}\mathcal{D}H_\varepsilon)(t, x) \), we will prove the stronger fact that \( \tilde{h}^{(\varepsilon)} \) is a continuous function such that

\[
\sup_{z \neq \bar{z}} \sup_{|z - \bar{z}| \leq \varepsilon} \frac{\varepsilon^{\gamma - \alpha} |\tilde{h}^{(\varepsilon)}(z) - \tilde{h}^{(\varepsilon)}(\bar{z})|}{|z - \bar{z}|^{\gamma - 1}} \lesssim \|H_\varepsilon\|_\gamma |\Pi^{(\varepsilon)}|_\varepsilon, \tag{4.13}
\]

where the supremum runs over \( z \) and \( \bar{z} \) in \([t - \varepsilon^2/4, t + \varepsilon^2/4] \times S^1 \) and \( |z| \) denotes the parabolic distance.

As in [Mey92, Theorem 6.5], the left hand side in (4.13) is bounded, up a factor independent of \( \varepsilon \), by the quantity

\[
\sup_{\varphi} \sup_{\lambda < \varepsilon} \sup_{z} \lambda^{1 - \gamma} \varepsilon^{\gamma - \alpha} |\tilde{h}^{(\varepsilon)}(\varphi^\lambda_z)|, \tag{4.14}
\]

where the first supremum runs over all space–time test functions \( \varphi \in \mathcal{B} \) integrating to 0, the supremum over \( z \) runs over \([t - \varepsilon^2/2, t + \varepsilon^2/2] \times S^1 \), and \( \tilde{h}^{(\varepsilon)} \) is interpreted as a distribution.
In order to obtain the required bound on (4.14) note that, as a consequence of [Hai14, Lemma 6.7], one has for \( \lambda < \varepsilon \) the bound

\[
|\tilde{h}(\varepsilon) - \Pi(\varepsilon) \mathcal{D} H_\varepsilon(z) (\varphi_\varepsilon)| \lesssim \lambda^{\gamma-1} \|H_\varepsilon\|_\gamma |\Pi(\varepsilon)|_\varepsilon \lesssim \varepsilon^{\alpha - \gamma} \lambda^{\gamma-1} \|H_\varepsilon\|_\gamma |\Pi(\varepsilon)|_\varepsilon,
\]

where we used the fact that \( \gamma > \alpha \) and \( \varepsilon < 1 \) to obtain the second inequality. (The reason for requiring the statement of [Hai14, Lemma 6.7] is that we only assume that a temporal neighbourhood of size \( \varepsilon^2 \) is included in the domain \([0, T]\) on which \( H_\varepsilon \) is defined, while the reconstruction theorem [Hai14, Theorem 3.10] would require a neighbourhood of size \( \mathcal{O}(1) \) in order to get bounds uniform in \( \varepsilon \).) Furthermore, it follows from (4.8), combined with the facts that \( \varphi \) integrates to \( 0 \) and \( \tilde{\gamma} = \gamma - 1 \), that

\[
|\Pi(\varepsilon) \mathcal{D} H_\varepsilon(z) (\varphi_\varepsilon)| \lesssim \lambda^{\gamma-1} \varepsilon^{\alpha_0 - \gamma - \delta} \|H_\varepsilon\|_\gamma |\Pi(\varepsilon)|_\varepsilon \lesssim \lambda^{\gamma-1} \varepsilon^{\alpha - \gamma} \|H_\varepsilon\|_\gamma |\Pi(\varepsilon)|_\varepsilon,
\]

where \( \delta = \kappa/2 \) as above. Here, the second inequality follows from the fact that \( \alpha \leq \alpha_0 - \delta \) by assumption. Combining both of these bounds, the bound (4.14), and therefore also the required bound on \( \|h_\varepsilon\|_{\gamma, \alpha; \varepsilon} \), follow at once. The bound on \( \|h_\varepsilon; h_\varepsilon(\varepsilon)\|_{\gamma, \alpha; \varepsilon} \) then follows in the same way.

4.3. Operations in \( \mathcal{D}^{\gamma, \eta}_\varepsilon \). We now show how the basic operations required for our purposes behave in these spaces. First, we have the following bound on the abstract derivatives of modelled distributions:

**Proposition 4.9.** Let \( H \in \mathcal{D}^{\gamma, \eta}_\varepsilon \) for some \( \gamma > 1 \) and \( \eta \in \mathbb{R} \). Then, \( \mathcal{D} H \in \mathcal{D}^{\gamma-1, \eta-1}_\varepsilon \). Furthermore, one has \( \|\mathcal{D} H; \mathcal{D} \tilde{H}\|_{\gamma-1, \eta-1; \varepsilon} \lesssim \|H; \tilde{H}\|_{\gamma, \eta; \varepsilon} \).

**Proof.** Immediate from the definitions.

We also have a bound on their products:

**Proposition 4.10.** Let \( H_1 \in \mathcal{D}^{\gamma_1, \eta_1}_\varepsilon (V^{(1)}) \) and \( H_2 \in \mathcal{D}^{\gamma_2, \eta_2}_\varepsilon (V^{(2)}) \) for two sectors \( V^{(1)} \) and \( V^{(2)} \) with respective regularities \( \alpha_1 \) and \( \alpha_2 \), such that a product satisfying the properties [Hai14, Definitions 4.1 & 4.6] is defined on \( V^{(1)} \times V^{(2)} \). Let furthermore \( \gamma = (\gamma_1 + \alpha_2) \wedge (\gamma_2 + \alpha_1) \) and assume that \( \gamma_i > \alpha_i \). Then, the function \( H = H_1 H_2 \) belongs to \( \mathcal{D}^{\gamma, \eta}_\varepsilon \) with \( \eta = (\eta_1 + \alpha_2) \wedge (\eta_2 + \alpha_1) \wedge (\eta_1 + \eta_2) \).

Furthermore, writing \( H = H_1 H_2 \) and \( \tilde{H} = \tilde{H}_1 \tilde{H}_2 \), one has the bound

\[
\|H; \tilde{H}\|_{\gamma, \eta; \varepsilon} \lesssim \|H_1; \tilde{H}_1\|_{\gamma_1, \eta_1; \varepsilon} + \|H_2; \tilde{H}_2\|_{\gamma_2, \eta_2; \varepsilon} + |\Pi; \tilde{\Pi}|. \tag{4.15}
\]

**Proof.** The proof is identical to that of [Hai14, Proposition 6.12]. The only difference is that when bounding \( H(z) - \Gamma(z) \tilde{H} (\tilde{z}) \) one replaces \( \|z; \tilde{z}\|_p \) by \( \varepsilon + \sqrt{|r|} \wedge |r'| \) throughout. \( \square \)
Remark 4.11. Note that we did not assume that $\gamma > 0$! In particular, unlike in [Hai14], we do not compose the product with a projection onto $T_{<\gamma}$.

Writing $Q_{<\alpha}: T \to T$ for the projection onto $T_{<\alpha}$, we also see that such a projection leaves the space $D_{\varepsilon, \eta}^{\gamma, \eta}$ invariant.

Proposition 4.12. Let $F \in D_{\varepsilon, \eta}^{\gamma, \eta}$ with $\eta \leq \gamma$ and let $\alpha \geq \gamma$. Then, one has again $Q_{<\alpha} F \in D_{\varepsilon, \eta}^{\gamma, \eta}$.

Proof. It is sufficient to show that one actually has $F_{\alpha} \overset{\text{def}}{=} Q_{\alpha} F \in D_{\varepsilon, \eta}^{\gamma, \eta}$ for every $\alpha \geq \gamma$. It follows from the definitions that $|F_{\alpha}(z)| \lesssim (|t| + \varepsilon^2)^{(\eta-\alpha)/2}$. As a consequence, for $\beta < \gamma$ (so in particular also $\beta < \alpha$) and for $|z - \bar{z}| \leq \sqrt{|t| \wedge |\bar{t}|}$, one has

$$|F_{\alpha}(z) - \Gamma_{z\bar{z}} F_{\alpha}(\bar{z})|_{\beta} \lesssim |z - \bar{z}|^{\alpha-\beta} |F_{\alpha}(\bar{z})| \lesssim |z - \bar{z}|^{\alpha-\beta} (|t| + \varepsilon^2)^{(\eta-\alpha)/2} \lesssim |z - \bar{z}|^{\gamma-\beta} (|t| + \varepsilon^2)^{\eta-\gamma/2},$$

thus yielding the required bound. \hfill \Box

The following proposition shows how these spaces behave under the action of the integral operator $\mathcal{K}$ defined in (4.1).

Proposition 4.13. Let $V$ be a sector of regularity $\alpha$ and let $H \in D_{\varepsilon, \eta}^{\gamma, \eta}(V)$ with $-2 < \eta < \gamma \wedge \alpha$. Then, provided that $\gamma \notin \mathbb{N}$ and $\eta \notin \mathbb{Z}$, one has $\mathcal{K} H \in D_{\varepsilon, \eta}^{\gamma', \eta'}$ with $\gamma' = \gamma + 2$ and $\eta' = \eta + 2$. Furthermore, one has the bound

$$\|\mathcal{K} H; \mathcal{K} \tilde{H}\|_{\gamma', \eta'; \varepsilon} \lesssim \|H; \tilde{H}\|_{\gamma, \eta; \varepsilon} + |\Pi; \tilde{\Pi}|. \quad (4.16)$$

Proof. In view of [Hai14, Proposition 6.16] and Proposition 4.6, we only need to bound the last term in (4.10) with $H$ replaced by $\mathcal{K} H$.

This bound follows immediately from the definitions for the components of $\mathcal{K} H$ that are not proportional to the Taylor monomials, so we only need to consider the latter, that is, we need to show that

$$\|\mathcal{K} H(z) - \Gamma_{z\bar{z}} \mathcal{K} H(\bar{z})\|_{\ell} \lesssim |z - \bar{z}|^{\gamma - \ell \varepsilon^{\eta' - \gamma'}},$$

for integer values of $\ell$ and for $(z, \bar{z})$ such that $|z - \bar{z}| \leq \varepsilon \wedge \sqrt{|t| \wedge |\bar{t}|}$.

The proof of this fact follows the proof of [Hai14, Proposition 6.16] mutatis mutandis, so we do not reproduce it here. The only difference is that all the expressions $\|x, y\|_{P}$ appearing there are now replaced by $\varepsilon$. \hfill \Box
Remark 4.14. All conclusions of Proposition 4.13 still hold if $K$ is replaced by $P$.

Note that in all the results so far, we never used the fact that the models actually belong to $\mathcal{M}_\varepsilon$ rather than just $\mathcal{M}$. This is somewhat explicit in the fact that the bounds (4.15) and (4.16) depend on $|\Pi; \tilde{\Pi}|$ rather than on $|\Pi; \tilde{\Pi}|_{\varepsilon,0}$. Furthermore, up to now, while we have seen that the spaces $D_{\varepsilon}^{\gamma,\eta}$ do not behave any ‘worse’ than the spaces $D^{\gamma,\eta}$, they do not behave any ‘better’ either, so it may seem unclear at this stage why we introduced them.

The final property of these spaces that we use is their behaviour under the operation $\hat{E}^k$ introduced in Section 3.7. At this stage it is absolutely essential to use the spaces $D_{\varepsilon}^{\gamma,\eta}$ and models in $\mathcal{M}_\varepsilon$ since the corresponding property would simply be false otherwise.

Proposition 4.15. Let $H \in D_{\varepsilon}^{\gamma,\eta}$ with $\gamma > -k$ based on a model $\Pi$ in $\mathcal{M}_\varepsilon$ and set

$$\tilde{\gamma} = \delta, \quad \tilde{\eta} = \eta + k,$$

with $\delta = \inf_{\alpha \in A \cap [-k,\gamma]} (\gamma - \alpha)$. Then, one has $\hat{E}^k H \in D_{\varepsilon}^{\tilde{\gamma},\tilde{\eta}}$. Furthermore, for $\tilde{H} \in D_{\varepsilon}^{\gamma,\eta}$ based on a model $\tilde{\Pi}$ in $\mathcal{M}_0$, one has the bound

$$\|\hat{E}^k H; \hat{E}^k \tilde{H}\|_{\tilde{\gamma},\tilde{\eta};\varepsilon} \lesssim H; \tilde{H}\|_{\gamma,\eta;\varepsilon} + |\Pi; \tilde{\Pi}|_{\varepsilon,0},$$

with a proportionality constant depending on $|\Pi|_{\varepsilon} + |\tilde{\Pi}|$, but not explicitly on $\varepsilon$.

Proof. Setting $g = \hat{E}^k H$, it then follows from (3.34) that

$$g(z) - \Gamma_{zz'} g(z') = \mathcal{E}^k (H(z) - \Gamma_{zz'} H(z')) + \int_z (\mathcal{E}^k \Gamma_{zz'} H(z') - H(z)) \, 1.$$

For the components other than the one multiplying $1$, the required bounds follow at once, provided that $\tilde{\gamma} \leq \gamma + k$ and $\tilde{\eta} \leq \eta + k$. Regarding the component multiplying $1$, it follows from the definitions of $D_{\varepsilon}^{\gamma,\eta}$ and $\mathcal{M}_\varepsilon$ that the terms arising from components of $\Gamma_{zz'} H(z') - H(z)$ proportional to $\tau$ are bounded by

$$\varepsilon |\tau| + k |z - z'|^{\gamma - |\tau|} (\varepsilon + \sqrt{|t|})^{\eta - \gamma},$$

(4.17)

where $t$ is the time component of $z$ and we only consider pairs $z, z'$ such that $|z - z'|^2 \leq |t|/2$, say. If $|z - z'| \leq \varepsilon$, then this bound gets worse for larger values of $|\tau|$. By the definition of $\delta$ the largest value that arises is given by at most $|\tau| = \gamma - \delta$. It follows that the requested bound holds, provided that $\tilde{\gamma} \leq \delta$ and
\( \tilde{\eta} \leq \delta + \eta - \gamma \). For \( |z - z'| \geq \varepsilon \), the bound (4.17) is worse for small values of \( \tau \). Since the smallest possible value of \( \tau \) contributing to it is \( |\tau| = \delta - k \), this expression is bounded by \( |z - z'|^{\gamma + k} (\varepsilon + \sqrt{|\tau|})^{\eta - \gamma} \). Since furthermore we only consider pairs \( z, z' \) such that \( |z - z'| \leq \varepsilon + \sqrt{|\tau|} \), this is also bounded by a multiple of \( |z - z'|^\delta (\varepsilon + \sqrt{|\tau|})^{\eta + k - \delta} \) as required.

We now turn to the pointwise bound on \( g \). For the components not multiplying \( 1 \), it is immediate to see that the required bound holds as soon as \( \bar{\eta} \leq \eta + k \). The component multiplying \( 1 \) is given by \( f_z(\mathcal{E}_0^k(H(z))) \). Again, the worst available bound is on the component of \( H(z) \) multiplying \( \tau \) with \( |\tau| = \gamma - \delta \), for which we obtain a bound of the type

\[
|\langle g(z), 1 \rangle| \lesssim |f_z(\mathcal{E}_0^k(\tau))| (\varepsilon + \sqrt{|\tau|})^{(\eta - |\tau|)\lambda_0} \| H \|_{\gamma, \eta; \varepsilon}.
\]

At this stage, we make use of the assumption that the underlying model belongs to \( \mathcal{M}_\varepsilon \), which guarantees that

\[
|f_z(\mathcal{E}_0^k(\tau))| \lesssim \varepsilon^{|\tau| + k}. \tag{4.18}
\]

Since only terms with \( |\tau| + k > 0 \) contribute (see the remark following (3.9)), we conclude that

\[
|\langle g(z), 1 \rangle| \lesssim (\varepsilon + \sqrt{|\tau|})^{(\eta + k)\lambda_0} \| H \|_{\gamma, \eta; \varepsilon} \leq (\varepsilon + \sqrt{|\tau|})^{\eta\lambda_0} \| H \|_{\gamma, \eta; \varepsilon}, \tag{4.19}
\]

provided that \( \bar{\eta} < \eta + k \), which is the required bound.

It remains to bound \( \| \hat{\mathcal{E}}^k H; \hat{\mathcal{E}}^k \hat{H} \|_{\bar{\gamma}, \bar{\eta}; \varepsilon} \). For this, the bounds on \( \| \hat{\mathcal{E}}^k H; \hat{\mathcal{E}}^k \hat{H} \|_{\bar{\gamma}, \bar{\eta}} \) follow in the same way as above. The bound on the second term in (4.11) also follows in the same way, noting that it only requires the bounds (4.18) which in turn are controlled by \( |\Pi; \hat{\Pi}|_{\varepsilon, 0} \) as a consequence of (4.9) and (4.8).

4.4. Picard iteration and convergence. We now show that the ‘abstract’ fixed point problem associated to our equation is uniformly well behaved in the spaces \( \mathcal{D}_{\varepsilon}^{\gamma, \eta} \) for suitable values of \( \gamma \) and \( \eta \). (This is precisely what motivates our choice of definitions for \( \mathcal{D}_{\varepsilon}^{\gamma, \eta} \) in the first place.) More precisely, we have the following result.

**Theorem 4.16.** Let \( m \geq 1 \), \( \eta \in (\frac{1}{2} - \frac{1}{4m}, \frac{1}{2}) \), \( \varepsilon \in [0, \varepsilon_0] \), and let \( \kappa > 0 \) be sufficiently small (depending only on \( m \) and \( \eta \)). Let furthermore \( \gamma = 2 - \nu \) with \( \nu = 1/(32m) \), and consider the fixed point equation

\[
H = \mathcal{P}1_+ \left( \mathcal{E} + \sum_{j=1}^{m} \hat{a}_j Q_{\leq 0} \hat{\mathcal{E}}^{j-1} (Q_{\leq 0} (\mathcal{D} H)^{2j}) \right) + P h_0, \tag{4.20}
\]
for some \( h_0 \in \mathcal{C}_\varepsilon^{\gamma, \eta} \). Then, for \( \varepsilon \leq \varepsilon_0 \) with \( \varepsilon_0 \) and the final time \( T > 0 \) sufficiently small and for any model in \( \mathcal{M}_\varepsilon \), there exists a unique solution to (4.20) in \( \mathcal{D}_\varepsilon^{\gamma, \eta} \). Furthermore, the time \( T \) can be chosen uniformly over bounded sets of initial conditions in \( \mathcal{C}_\varepsilon^{\gamma, \eta} \), over bounded sets in \( \mathcal{M}_\varepsilon \), over bounded sets in the space of parameters \( \hat{a}_1, \ldots, \hat{a}_m \), and over \( \varepsilon \in [0, \varepsilon_0] \).

Let \( h_0^{(\varepsilon)} \in \mathcal{C}_\varepsilon^{\gamma, \eta} \) be a sequence of elements such that there exists \( h_0 \in \mathcal{C}^\eta \) with \( \lim_{\varepsilon \to 0} \| h_0; h_0^{(\varepsilon)} \|_{\gamma, \eta; \varepsilon} = 0 \), and let \( \Pi^{(\varepsilon)} \in \mathcal{M}_\varepsilon \) be a sequence of models such that there exists \( \Pi \in \mathcal{M}_0 \) with \( \lim_{\varepsilon \to 0} \| \Pi^{(\varepsilon)}; \Pi \|_{\varepsilon, 0} = 0 \). Let \( T > 0 \) be fixed and assume that \( H \in \mathcal{D}_\varepsilon^{\gamma, \eta} \) solves (4.20) with model \( \Pi \) up to some terminal time \( T > 0 \). Then, for \( \varepsilon > 0 \) small enough, there exists a unique solution \( H_\varepsilon \in \mathcal{D}_\varepsilon^{\gamma, \eta} \) to (4.20) with initial condition \( h_0^{(\varepsilon)} \) and model \( \Pi_\varepsilon \) up to time \( T \), and \( \lim_{\varepsilon \to 0} \| H^{(\varepsilon)}; H \|_{\gamma, \eta; \varepsilon} = 0 \).

**Proof.** We first prove that the fixed point problem (4.20) can be solved locally with dependencies of the local existence time that are uniform in \( \varepsilon \), provided that both the initial condition and the underlying model are controlled in the corresponding \( \varepsilon \)-dependent norms. We consider (4.20) as a fixed point argument in \( \mathcal{D}_\varepsilon^{\gamma, \eta} \). In other words, we show that if we denote by \( \mathcal{M} \) the map

\[
\mathcal{M}(H) = \mathcal{P}1_+[\mathcal{E} + \sum_{j=1}^{m} \hat{a}_j Q_{\leq 0} \hat{\mathcal{E}}^{j-1}(Q_{\leq 0}(\mathcal{D} H)^{2j})] + P h_0^{(\varepsilon)},
\]

then, for sufficiently small values of the final time \( T \) and uniformly in the stated data, \( \mathcal{M} \) is a contraction mapping the centred ball of large enough radius \( R \) in \( \mathcal{D}_\varepsilon^{\gamma, \eta} \) into the ball of radius \( R/2 \). Additional details, in particular the proof that solutions can be continued uniquely until the explosion time in \( \mathcal{C}_\varepsilon^{\eta} \), can be found in [Hai14, Section 7].

Regarding the term \( Ph_0^{(\varepsilon)} \), it follows from Proposition 4.7, combined with our assumptions on the initial conditions, that it belongs to \( \mathcal{D}_\varepsilon^{\gamma, \eta} \), uniformly over \( \varepsilon \in [0, 1] \), and that \( \| Ph_0^{(\varepsilon)}; P h_0 \|_{\gamma, \eta; \varepsilon} \to 0 \) as \( \varepsilon \to 0 \).

Combining Propositions 4.9, 4.10 and 4.15, we conclude that if we set

\[
\gamma_1 = \gamma - \frac{1}{2} - j - \kappa(2j - 1), \quad \eta_1 = 2j(\eta - 1),
\]

then the map \( H \mapsto (\mathcal{D} H)^{2j} \) is continuous from \( \mathcal{D}_\varepsilon^{\gamma, \eta} \) into \( \mathcal{D}_\varepsilon^{\gamma_1, \eta_1} \). Note that \( \gamma_1 \) is negative as soon as \( j \geq 2 \), so that by Proposition 4.12 the map \( H \mapsto Q_{\leq 0}(\mathcal{D} H)^{2j} \) is also continuous from \( \mathcal{D}_\varepsilon^{\gamma, \eta} \) into \( \mathcal{D}_\varepsilon^{\gamma_1, \eta_1} \) as soon as \( j \geq 2 \). For \( j = 1 \), it turns out that one actually has \( Q_{\leq 0}(\mathcal{D} H)^2 = Q_{\leq \eta_1}(\mathcal{D} H)^2 \) as a consequence of the fact that \( \gamma_1 < \frac{1}{2} - \frac{1}{32m} \) and the homogeneities appearing in \( T_{\text{ex}} \) are arbitrarily close (from below) to half-integers when \( \kappa \) is small, so that this term also belongs to \( \mathcal{D}_\varepsilon^{\gamma_1, \eta_1} \).
Since the homogeneities of elements of $\mathcal{W}$ with homogeneity smaller than 2 (say) are all of the form $\frac{k}{2} - \ell \kappa$ for $k$ and $\ell$ some integers with $\ell$ bounded by some fixed multiple of $m$, we can apply Proposition 4.15 with $\delta = \frac{1}{2} - 2\nu$ provided that we choose $\kappa$ sufficiently small. As a consequence, we see that $H \mapsto \hat{E}^{j-1}(Q_{\leq 0}(\mathcal{D}H)^{2j})$ is continuous from $D_{\delta,\eta}^{\gamma,\eta}$ into $D_{\delta,02}^{\delta,\eta}$ with

$$\eta_2 = j(2\eta - 1) + \kappa(2j - 1) + \frac{1}{2} + \delta - \gamma = j(2\eta - 1) + \kappa(2j - 1) - 1 - \nu.$$ 

In order to be able to apply Proposition 4.13, we would like to guarantee that $\eta_2 > -2$. Provided that $\kappa$ is sufficiently small, this is the case if $j(2\eta - 1) > -1 + 2\nu$ for $j \leq m$ which, keeping in mind our choice of $\nu$, is guaranteed by the condition $\eta > \frac{1}{2} - \frac{1}{4m}$.

It then follows from Propositions 4.13 and 4.12 that, again provided that $\kappa$ is chosen sufficiently small, there exists $\theta > 0$ such that $\mathcal{P}1 + Q_{\leq 0}\hat{E}^{j-1}(Q_{\leq 0}(\mathcal{D}H)^{2j})$ belongs to $D_{\eta}^{\gamma,\eta+\theta}$, provided that

$$j(2\eta - 1) + \kappa(2j - 1) + 1 - \nu \geq \eta + \theta.$$ 

This is the case if $\eta(2j - 1) > j - 1 + 2\nu$ for $j = 1, \ldots, m$, which in turn is again guaranteed by the assumption that $\eta > \frac{1}{2} - \frac{1}{4m}$. Since the heat kernel is nonanticipative, we actually know a little bit more: as a consequence of [Hai14, Theorem 7.1, Lemma 7.3], we know that

$$\|\mathcal{P}1 + H\|_{\gamma,\eta} \leq C T^\theta \|H\|_{\delta,\eta_2;\varepsilon},$$

where $T$ denotes the length of the time interval over which the norms are taken. As a consequence of our definitions, we then conclude that there exists a constant $C$ such that one has the bound

$$\|\mathcal{P}1 + H\|_{\gamma,\eta;\varepsilon} \leq C (T + \varepsilon)^{\theta} \|H\|_{\delta,\eta_2;\varepsilon}.$$ 

Combining these remarks, we see that for every $K > 1$ there exist a final time $T$ and a constant $\varepsilon_0$ such that, for all $\varepsilon \in [0, \varepsilon_0]$, the map $\mathcal{M}$ defined in (4.21) maps the ball of radius $K$ in $D_{\delta,\eta}^{\gamma,\eta}$ into itself and is a contraction there, provided that the underlying model $\Pi \in M_{\varepsilon}$ satisfies $|\Pi|_{\varepsilon} \leq K$ and that the initial condition $h_{0}^{(\varepsilon)}$ satisfies $\|h_{0}^{(\varepsilon)}\|_{\eta,\varepsilon} \leq K/(2C)$ for $C$ as in (4.12).

We now turn to the second part of the statement, namely the question of convergence as $\varepsilon \to 0$. We denote by $\mathcal{M}_T$ the fixed point map given in (4.21), where we make explicit the dependency on the terminal time $T$, and we write $\mathcal{M}_T^{(\varepsilon)}$ for the same map, but with initial condition $h_{0}^{(\varepsilon)} \in C_{\varepsilon}^{\eta}$ and with respect to some model $\Pi^{(\varepsilon)} \in M_{\varepsilon}$. Collecting all of the previously obtained estimates, we
see that for $H \in \mathcal{D}^{\gamma,\eta}_0$ and $H^{(e)} \in \mathcal{D}^{\gamma,\eta}_e$, as well as corresponding models $\Pi \in \mathcal{M}_0$ and $\Pi^{(e)} \in \mathcal{M}_e$, the fixed point map $\mathcal{M}$ satisfies the bound

$$\|\mathcal{M}_T^{(e)}(H^{(e)}); \mathcal{M}_T(H)\|_e \lesssim (T + \varepsilon) \theta \|H^{(e)}; H\|_{\gamma,\eta; \varepsilon} + \|\Pi^{(e)}; \Pi\|_e + \|h_0^{(e)}; h_0\|_{\eta; \varepsilon},$$

where the proportionality constant is uniform over $T, \varepsilon$ sufficiently small, as well as underlying models, initial conditions, and modelled distributions $H, H^{(e)}$ belonging to a ball of fixed radius in the corresponding ‘norms’. It immediately follows that for sufficiently small final time $T$, one has

$$\|H^{(e)}; H\|_{\gamma,\eta; \varepsilon} \lesssim \|\Pi^{(e)}; \Pi\|_e + \|h_0^{(e)}; h_0\|_{\eta; \varepsilon}.$$ (4.22)

It remains to show that if $H$ is a solution to (4.21) up to some specified final time $T$, then the corresponding fixed point problem for $\mathcal{M}_T^{(e)}$ also has a solution up to the same time $T$, provided that $\varepsilon$ is small enough, and the two underlying models and initial conditions are sufficiently close. This is not completely trivial since it may well happen that $T$ is sufficiently large so that $\mathcal{M}_T$ is no longer a contraction.

In view of (4.22), it suffices to obtain a bound on the solution, as well as the difference between solutions, at positive times in the same spaces $\mathcal{C}^{\theta}_e$ that we choose our initial condition in, so that we can iterate the bounds (4.22). (See also the construction of maximal solutions in [Hai14, Proposition 7.11] which shows that a restarted solution is again a solution of the original fixed point problem.) This on the other hand immediately follows from Proposition 4.8.

To conclude this section, let us mention a straightforward way in which the solution map constructed in Theorem 4.16 actually relates to a PDE problem. Recall that, given any smooth (actually continuous is enough) function $\zeta$, the construction of Section 3.6 yields a family of maps $\mathcal{L}_e: \mathcal{C}^\infty \to \mathcal{M}$ lifting $\zeta$ to an admissible model $(\Pi, \Gamma) = \mathcal{L}_e(\zeta)$. The following result is then immediate:

**Proposition 4.17.** Let $h_0 \in \mathcal{C}^{\gamma}$ with $\gamma$ as in Theorem 4.16 and, given $\varepsilon \in \mathbb{R}$ and $\zeta \in \mathcal{C}^0$, let $H \in \mathcal{D}^{\gamma,\eta}_e$ be the local solution to (4.20) given by Theorem 4.16 for the restriction to $\mathcal{T}$ of the canonical model $\mathcal{L}_e(\zeta)$. Then, the function $h = \mathcal{R}H$ is the classical (local) solution to the PDE

$$\partial_t h = \partial_x^2 h + \sum_{j=1}^m \varepsilon^{j-1} \hat{a}_j (\partial_x h)^{2j} + \zeta.$$

**Proof.** Applying the reconstruction operator to both sides of (4.20) and using the facts that the model $\mathcal{L}_e(\zeta)$ is admissible, that $\mathcal{R}P \mathbf{1}_+ = P \ast \mathbf{1}_+ \mathcal{R}$
(see [Hai14, Section 4]), and that $\mathcal{R} Q_{\leq 0} H = \mathcal{R} H$, we see that

$$h = P \ast 1_+ \left( \zeta + \sum_{j=1}^m \hat{a}_j \mathcal{R}(\hat{\mathcal{E}}^{j-1}(Q_{\leq 0}(\mathcal{D} H)^{2j})) \right) + P h_0,$$

where $1_+$ denotes the indicator function of the set $\{ t \geq 0 \}$. The claim now follows from the fact that the reconstruction operator obtain for the model $\mathcal{L}_\varepsilon(\zeta)$ satisfies

$$\mathcal{R}(\hat{\mathcal{E}}^{j-1}(Q_{\leq 0}(\mathcal{D} H)^{2j})) = \varepsilon^{j-1}(\partial_x h)^{2j},$$

as a consequence of (3.35) which holds on $\mathcal{T}$ by restriction.

**Remark 4.18.** Note that the parameter $\varepsilon$ only enters in the construction of the model $\mathcal{L}_\varepsilon(\zeta)$. In particular, the solution map built in Theorem 4.16 does not itself have any knowledge of $\varepsilon$. This is the crucial feature of our construction that then allows us to send $\varepsilon$ to 0 in a ‘transparent’ way.

### 5. Renormalization

The purpose of this section is to build a family of transformations on the space $\mathcal{M}$ of all admissible models for the regularity structure $(\mathcal{T}, \mathcal{G})$ (as opposed to $(\mathcal{T}_{\text{ex}}, \mathcal{G})$ where we would not find any convergent renormalized model). These transformations will be of the type

$$\hat{\Pi}_x \tau = (\Pi_x \otimes f_x) \Delta^{\text{Wick}} M_0 \tau, \quad \hat{f}_x(\sigma) = f_x(\hat{M}^{\text{Wick}} \sigma),$$

(5.1)

where $M_0: \mathcal{T} \to \mathcal{T}$, $\hat{M}^{\text{Wick}}: \mathcal{T}_+ \to \mathcal{T}_+$, and $\Delta^{\text{Wick}}: \mathcal{T} \to \mathcal{T} \otimes \mathcal{T}_+$ are linear maps with additional properties guaranteeing that $(\hat{\Pi}, \hat{f})$ is again an admissible model. Of course, we could also have just defined one single map instead of the composition $\Delta^{\text{Wick}} M_0$, but it turns out that the effects of the two factors are easier to analyse separately.

#### 5.1. Renormalization of the average speed.

We start by discussing the map $M_0$ since this is easier to define. At the level of the equation, the effect of $M_0$ will simply be to add a constant term to the right hand side. Denote by $\mathcal{B} \subset \mathcal{T}$ the set of canonical basis vectors that are of one of the following two types:

$$\tau = \mathcal{E}^\ell(\Psi^{2\ell+1}(\mathcal{E}^m(\Psi^{2m+2})^m(\mathcal{E}^n(\Psi^{2n+2})))),$$

$$\tau = \mathcal{E}^\ell(\Psi^{2\ell+1}(\mathcal{E}^m(\Psi^{2m+1})^m(\mathcal{E}^n(\Psi^{2n+2})))),$$

(5.2)

where $\ell, m, n \geq 0$ are positive integers. Note that in both cases one has $|\tau| = -2(\ell + m + n + 2)\kappa$. For any $\tau \in \mathcal{B}$, we then define $L_\tau: \mathcal{T} \to \mathcal{T}$ by setting $L_\tau \tau = 1$ and $L_\tau \tilde{\tau} = 0$ for every canonical basis vector $\tilde{\tau} \neq \tau$. 

---

[10.1017/fmp.2018.2](https://doi.org/10.1017/fmp.2018.2)
Finally, given constants $C_\tau \in \mathbb{R}$, we set
\[
M_0 = \exp\left(- \sum_{\tau \in \mathcal{B}} C_{\tau} L_{\tau}\right) = 1 - \sum_{\tau \in \mathcal{B}} C_{\tau} L_{\tau}.
\] (5.3)

This defines a map $(\Pi, f) \mapsto (\hat{\Pi}, \hat{f})$ on admissible models $(\Pi, f) \in \mathcal{M}$ by $\hat{\Pi}_z \tau = \Pi_z M_0 \tau$ and $\hat{f}_z = f_z$, taking reconstruction operator $\mathcal{R}$ associated to $(\Pi, f)$ to $\hat{\mathcal{R}}$ associated to $(\hat{\Pi}, \hat{f})$. In this case, since $\hat{f} = f$, the spaces $\mathcal{D}^\gamma$ of modelled distributions are the same for the two models. This transformation enjoys the following properties:

**Proposition 5.1.** (1) For every $\Gamma \in \mathcal{G}$ and $\tau \in \mathcal{T}$, $M_0 \Gamma \tau = \Gamma M_0 \tau$;

(2) $M_0 \mathcal{I}'(\tau) = \mathcal{I}'(\tau)$;

(3) the map $(\Pi, f) \mapsto (\hat{\Pi}, \hat{f})$ is continuous on the space of all models for $(\mathcal{T}, \mathcal{G})$ and maps the space $\mathcal{M}$ of admissible models into itself;

(4) for every $H \in \mathcal{D}^\gamma$ with $\gamma > 0$ such that the coefficient $u_\tau$ of $H$ is constant for $\tau \in \mathcal{B}$, one has the identity $\hat{\mathcal{R}} H = \mathcal{R} H - \sum_{\tau \in \mathcal{B}} C_\tau u_\tau$.

**Proof.** Note first that $\Delta L_{\tau} \tau = 1 \otimes 1 = (L_{\tau} \otimes 1) \Delta \tau$. Furthermore, for any $\bar{\tau} \in \mathcal{T}$, one has $\Delta \bar{\tau} = \bar{\tau} \otimes 1 + \sum \bar{\tau}^{(1)} \otimes \bar{\tau}^{(2)}$ with $|\tau^{(1)}| < |\tau|$ and by checking the few cases of $\bar{\tau} \in \mathcal{T}$ with $|\bar{\tau}| > 0$ we see that $\bar{\tau}^{(1)} \notin \mathcal{B}$ for any $\bar{\tau} \in \mathcal{T}$. It immediately follows that if $\bar{\tau} \neq \tau$, one has $(L_{\tau} \otimes 1) \Delta \bar{\tau} = 0$, thus concluding the proof of (1). (2) follows from the definition of $M_0$ since $\mathcal{I}'(\tau) \notin \mathcal{B}$. (3) follows from 1 together with [Hai14, Proposition 2.30]. The last property then follows from (5.3) and the definition of $\mathcal{R}$. \hfill $\square$

### 5.2. Wick renormalization.

We now describe maps $\hat{M}^{\text{Wick}} : \mathcal{T}_+ \to \mathcal{T}_+$ and $\Delta^{\text{Wick}} : \mathcal{T} \to \mathcal{T} \otimes \mathcal{T}_+$ corresponding to Wick renormalization with respect to the Gaussian structure generated by solutions to the linearized equation. Here the extended regularity structure $\mathcal{T}_{\text{ex}}$ is particularly useful. The way the maps $\hat{M}^{\text{Wick}}$ and $\Delta^{\text{Wick}}$ are constructed is to first build them on $\mathcal{T}_{\text{ex}}$ and then define them on $\mathcal{T}$ simply by restriction. The key defining properties on the renormalization group, that $(\hat{\Pi}, \hat{f})$ defined through (5.1) is in $\mathcal{M}$ and that $\Delta^{\text{Wick}} \tau = \tau \otimes 1 + \sum \hat{\tau}^{(1)} \otimes \hat{\tau}^{(2)}$, with $|\hat{\tau}^{(1)}| > \tau$, are inherited by descent from $\mathcal{T}_{\text{ex}}$, since $\mathcal{T}$ is a sector of $\mathcal{T}_{\text{ex}}$. Hence it suffices to construct $\hat{M}^{\text{Wick}} : \mathcal{T}_{\text{ex}} \to \mathcal{T}_{\text{ex}}$ and $\Delta^{\text{Wick}} : \mathcal{T}_{\text{ex}} \to \mathcal{T}_{\text{ex}} \otimes \mathcal{T}_+$.

We first build an associated map $M^{\text{Wick}} : \mathcal{T}_{\text{ex}} \to \mathcal{T}_{\text{ex}}$ depending on a parameter $C^{\text{Wick}} \in \mathbb{R}$ by setting
\[
M^{\text{Wick}} = \exp(- C^{\text{Wick}} L^{\text{Wick}}),
\] (5.4)
where the generator $L^{\text{Wick}}$ iterates over every occurrence of the subexpression $\Psi^2$ and sends it to 1. More formally,

$$L^{\text{Wick}} \mathcal{E} = L^{\text{Wick}} 1 = 0, \quad L^{\text{Wick}} \Psi^j = \binom{j}{2} \Psi^{j-2}, \quad (5.5a)$$

for every $j \geq 2$. This is extended to $\mathcal{T}_{\text{ex}}$ by imposing the Leibniz rule,

$$L^{\text{Wick}}(\tau \mathcal{I}'(\bar{\tau})) = L^{\text{Wick}}(\tau)\mathcal{I}'(\bar{\tau}) + \tau \mathcal{I}'(L^{\text{Wick}}\bar{\tau}), \quad (5.5b)$$

as well as the commutation relations

$$L^{\text{Wick}} \mathcal{I}'(\tau) = \mathcal{I}'(L^{\text{Wick}}\tau), \quad L^{\text{Wick}} \mathcal{E}^\ell(\tau) = \mathcal{E}^\ell(L^{\text{Wick}}\tau), \quad L^{\text{Wick}} X^\ell(\tau) = X^\ell(L^{\text{Wick}}\tau), \quad (5.5c)$$

for any two formal expressions $\tau$ and $\bar{\tau}$ with $\bar{\tau} \neq \mathcal{E}$. Since all elements of $\mathcal{T}_{\text{ex}}$ can be obtained in this way, this defines $L^{\text{Wick}}$ uniquely. In particular, these definitions imply that

$$M^{\text{Wick}} \Psi^m = H_m(\Psi, C^W), \quad (5.6)$$

where $H_m(x, c)$ denote the generalized Hermite polynomials given by $H_2(x, c) = x^2 - c$, $H_4(x, c) = x^4 - 6cx^2 + 3c^2$, and so on.

Denote now by $\mathcal{R}_0$ the set of all linear maps $M : \mathcal{T}_{\text{ex}} \rightarrow \mathcal{T}_{\text{ex}}$ which fix $\mathcal{E}$ and 1 and commute with the abstract integration operators $\mathcal{I}$, $\mathcal{I}'$ and $\mathcal{E}^\ell$. Recall then from [Hai14, Section 8] that if $M \in \mathcal{R}_0$, then one can uniquely associate to it maps $\Delta^M : \mathcal{T}_{\text{ex}} \rightarrow \mathcal{T}_{\text{ex}} \otimes \mathcal{T}_+$ and $\hat{M} : \mathcal{T}_+ \rightarrow \mathcal{T}_+$ satisfying the properties

$$\hat{M} \mathcal{I}_k = \mathcal{M}(\mathcal{I}_k \otimes 1) \Delta^M, \quad \hat{M} \mathcal{E}^\ell_k = \mathcal{M}(\mathcal{E}^\ell_k \otimes 1) \Delta^M,$$

$$\hat{M} \mathcal{M}((\Delta \otimes 1) \Delta^M) = (M \otimes \hat{M}) \Delta, \quad \hat{M} X^k = X^k, \quad (5.7)$$

where $\mathcal{M} : \mathcal{T}_+ \otimes \mathcal{T}_+ \rightarrow \mathcal{T}_+$ denotes the product in the Hopf algebra $\mathcal{T}_+$.

**Remark 5.2.** At first sight, our regularity structure appears not to be exactly of the type considered in [Hai14, Section 8]. However, it follows from (3.9b) that $\mathcal{E}^\ell$ is nothing but an abstract integration map of order $\ell$ on $\mathcal{T}_{\text{ex}}$. It is then straightforward to verify that the results of that section still apply *mutatis mutandis* to the present situation.

We then define the renormalization group $\mathcal{R}$ for $\mathcal{T}_{\text{ex}}$ as follows:
DEFINITION 5.3. A linear map \( M \in \mathcal{R}_0 \) belongs to \( \mathcal{R} \) if the associated map \( \Delta^M \) is such that \( \Delta^M \tau = \tau \otimes 1 + \sum \tau_M^{(1)} \otimes \tau_M^{(2)} \), for some elements \( \tau_M^{(i)} \) satisfying \( |\tau_M^{(1)}| > |\tau| \).

REMARK 5.4. The definition of \( \mathcal{R} \) given here does not appear to match the definition given in [Hai14, Definition 8.41], where we also imposed a similar condition on a second operator \( \hat{\Delta}^M \) built from \( M \). It turns out however that Definition 5.3 actually implies that second condition, as we show in Appendix B.

With these definitions at hand, given \( M \in \mathcal{R} \), we can use it to build a map \( (\Pi, f) \mapsto (\Pi^M, f^M) \) mapping admissible models to admissible models by setting

\[
\Pi^M_z = (\Pi_z \otimes f_z) \Delta^M, \quad f^M_z = f_z \circ \hat{M},
\]

see [Hai14, Theorem 8.44]. It is furthermore straightforward to verify that if an admissible model \( (\Pi, f) \) consists of smooth functions satisfying the identity (3.26) then, as a consequence of the second identity in (5.7), the renormalized model \( (\Pi^M, f^M) \) is also guaranteed to satisfy this identity. The remainder of this section is devoted to the proof that the map \( M^{\text{Wick}} \) given in (5.4) does indeed belong to \( \mathcal{R} \). In order to do this, we first make a few general considerations. Given a linear map \( M : \mathcal{T}_{\text{ex}} \to \mathcal{T}_{\text{ex}} \) in \( \mathcal{R}_0 \), we first show the following result.

PROPOSITION 5.5. Let \( M \in \mathcal{R}_0 \) and let \( \Delta^M \) and \( \hat{M} \) be the unique maps satisfying (5.7). Let \( \tau \) be a canonical basis element of \( \mathcal{T}_{\text{ex}} \), and let \( \Delta^M \tau = \tau_M^{(1)} \otimes \tau_M^{(2)} \) (with summation implicit) be such that \( |\tau_M^{(1)}| \geq |\tau| \). Then, one has

\[
\Delta^M \mathcal{E}^\ell(\tau) = (\mathcal{E}^\ell \otimes 1) \Delta^M \tau - \sum_{|k| > |\tau| + \ell} \frac{X^k}{k!} \otimes \mathcal{E}_k^{\ell}(\tau_M^{(1)}) \tau_M^{(2)},
\]

\[
\Delta^M \mathcal{I}(\tau) = (\mathcal{I} \otimes 1) \Delta^M \tau - \sum_{|k| > |\tau| + 1} \frac{X^k}{k!} \otimes \mathcal{I}_{k+1}(\tau_M^{(1)}) \tau_M^{(2)},
\]

and similarly for \( \Delta^M \mathcal{I}(\tau) \).

Proof. We use the shorthand \( D = (1 \otimes M)(\Delta \otimes 1) \). We only give a proof for \( \mathcal{I}(\tau) \). The proofs for \( \mathcal{I}'(\tau) \) and \( \mathcal{E}^\ell(\tau) \) are identical since these operators have exactly the same algebraic properties. Combining (3.9b) with the first identity in (5.7).
and the fact that $\mathcal{I}$ and $M$ commute by assumption, we obtain the identity

$$
(M \otimes \hat{M}) \Delta \mathcal{I}(\tau) = (\mathcal{I} M \otimes \hat{M}) \Delta \tau + \sum_{|k+\ell|<|\tau|+1} \frac{X^k}{k!} \otimes \frac{X^\ell}{\ell!} \hat{M} \mathcal{J}_{k+\ell+1}(\tau)
$$

$$
= (\mathcal{I} \otimes 1) D \Delta^M \tau + \sum_{|k+\ell|<|\tau|+1} \frac{X^k}{k!} \otimes \frac{X^\ell}{\ell!} \mathcal{J}_{k+\ell+1}(\tau_1^{(1)}) \tau_2^{(2)}.
$$

On the other hand, using again (3.9b), we also have the identity

$$
D(\mathcal{I} \otimes 1) \Delta^M \tau = (\mathcal{I} \otimes 1) D \Delta^M \tau + \sum_{k,\ell} \frac{X^k}{k!} \otimes \frac{X^\ell}{\ell!} M(\mathcal{J}_{k+\ell+1} \otimes 1) \Delta^M \tau
$$

$$
= (\mathcal{I} \otimes 1) D \Delta^M \tau + \sum_{|k+\ell|<|\tau|+1} \frac{X^k}{k!} \otimes \frac{X^\ell}{\ell!} \mathcal{J}_{k+\ell+1}(\tau_1^{(1)}) \tau_2^{(2)},
$$

so that, since $|\tau_1^{(1)}| \geq |\tau|$ by assumption, one has

$$
D(\mathcal{I} \otimes 1) \Delta^M \tau = (M \otimes \hat{M}) \Delta \mathcal{I}(\tau) + \sum_{|k+\ell|>|\tau|+1} \frac{X^k}{k!} \otimes \frac{X^\ell}{\ell!} \mathcal{J}_{k+\ell+1}(\tau_1^{(1)}) \tau_2^{(2)}.
$$

(5.8)

At this stage we note that, if $\{\tau_k\}$ is any collection of elements of $T_{\text{ex}}$ indexed by the multiindex $k$, then it follows from the action of $\Delta$ on $X^m$ that one has the identity

$$
D\left(\frac{X^m}{m!} \otimes \tau_m\right) = \sum_{k+\ell=m} \frac{X^k}{k!} \otimes \frac{X^\ell}{\ell!} \tau_m.
$$

Combining this with (5.8), we conclude that

$$
D(\mathcal{I} \otimes 1) \Delta^M \tau = (M \otimes \hat{M}) \Delta \mathcal{I}(\tau) + D \sum_{|k|>|\tau|+1} \frac{X^k}{k!} \otimes \mathcal{J}_k(\tau_1^{(1)}) \tau_2^{(2)}.
$$

Since furthermore $(M \otimes \hat{M}) \Delta \mathcal{I}(\tau) = D \Delta^M \mathcal{I}\tau$ by the definition (5.7) of $\Delta^M$ and since the linear map $D$ is invertible (it differs from the identity by a nilpotent operator), the claim follows at once.

PROPOSITION 5.6. Let $M \in \mathcal{R}_0$, let $k \geq 0$ and let $V_0, \ldots, V_k$ be sectors of $T_{\text{ex}}$ such that, if $\tau_i \in V_i$, then $\tau_0 \cdots \tau_k \in T_{\text{ex}}$ and $M(\tau_0 \cdots \tau_k) = (M\tau_0) \cdots (M\tau_k)$. Then, one also has $\Delta^M(\tau_0 \cdots \tau_k) = (\Delta^M\tau_0) \cdots (\Delta^M\tau_k)$. 


Proof. Let \( \tau_i \in V_i \) as in the statement and set \( \tau = \tau_0 \cdots \tau_k \). Since \( \hat{M} \) is a multiplicative morphism, it follows from our assumption that

\[
(M \otimes \hat{M}) \Delta \tau = \prod_{i=0}^{k} (M \otimes \hat{M}) \Delta \tau_i. \tag{5.9}
\]

Since \( \Delta^M \tau = D^{-1}(M \otimes \hat{M}) \Delta \tau \) (with \( D \) as above) and since \( D \) is a multiplicative morphism, the claim follows at once by applying \( D^{-1} \) to both sides of (5.9). \( \square \)

We then have

**Proposition 5.7.** Let \( M^{\text{Wick}} \) be as above, let \( \Delta^{\text{Wick}} \) and \( \hat{M}^{\text{Wick}} \) be the corresponding maps satisfying (5.7), and let \( \tau \in \mathcal{T}_{\text{ex}} \) be a canonical basis vector of the form

\[
\tau = \psi^m \prod_{i=1}^{k} \mathcal{I}'(\tau_i), \tag{5.10}
\]

where \( k, m \geq 0 \), and the \( \tau_i \) are canonical basis vectors with \( \tau_i \neq \Xi \). Then, one has

\[
\Delta^{\text{Wick}} \tau = (M^{\text{Wick}} \psi^m \otimes 1) \prod_{i=1}^{k} \Delta^{\text{Wick}} \mathcal{I}'(\tau_i). \tag{5.11}
\]

Proof. We first note the following very important fact. By the construction of \( \mathcal{T}_{\text{ex}} \), if \( \mathcal{I}'(\tau) \in \mathcal{T}_{\text{ex}} \) with \( \tau \neq \Xi \), then \( \tau \) cannot contain any factor \( \Xi \) by the construction of \( \mathcal{T}_{\text{ex}} \). Therefore, by construction, \( L^{\text{Wick}} \tau_i \) does not contain any summand proportional to \( \Xi \) either. As a consequence of the ‘Leibnitz rule’ satisfied by the \( L_j \), this then shows that, for every \( p \geq 0 \),

\[
(L^{\text{Wick}})^p \tau = \sum_{p_0 + \cdots + p_k = p} ((L^{\text{Wick}})^{p_0} \psi^m) \prod_{i=1}^{k} \mathcal{I}'((L^{\text{Wick}})^{p_i} \tau_i),
\]

which in particular implies that

\[
M^{\text{Wick}} \tau = (M^{\text{Wick}} \psi^m) \prod_{i=1}^{k} \mathcal{I}'(M^{\text{Wick}} \tau_i). \tag{5.12}
\]

Similarly, one verifies that if one writes \( \Delta \tau_i = \tau_{i}^{(1)} \otimes \tau_{i}^{(2)} \) (with an implicit summation over such terms), then none of the terms \( \tau_i^{(1)} \) can be equal to \( \Xi \). Applying the definition of \( \Delta \), one also verifies that the linear span of the vectors \( \psi^m \) is stable under the action of the structure group \( \mathcal{G} \). Combining these
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observations, we see that Proposition 5.6 applies, so that

\[ \Delta^{\text{Wick}} \tau = (\Delta^{\text{Wick}} \Psi^m)^k \prod_{i=1}^{k} \Delta^{\text{Wick}} I'(\tau_i). \]

The fact that \( \Delta^{\text{Wick}} \Psi^m = (M^{\text{Wick}} \Psi^m \otimes 1) \) can easily be verified ‘by hand’ from (5.7).

As a corollary of these two results, it is now easy to show that \( M^{\text{Wick}} \in \mathcal{R}. \)

**Corollary 5.8.** One has \( M^{\text{Wick}} \in \mathcal{R}. \)

**Proof.** As a consequence of the construction of \( \mathcal{T}_{\epsilon} \) given in Section 3, we see that every one of its basis elements can be built from \( \mathcal{E} \) by making use of the operations \( \tau \mapsto I(\tau), \tau \mapsto I'(\tau), \tau \mapsto E^\ell(\tau), \tau \mapsto X^\ell \tau, \) as well as \( (\tau_1, \ldots, \tau_k) \mapsto \Psi^m \prod_{i=1}^{k} I'(\tau_i) \) with \( \tau_i \neq \mathcal{E}. \) Since \( \Delta^{\text{Wick}} \mathcal{E} = \mathcal{E} \otimes 1 \) and since the upper triangular structure of \( \Delta^{\text{Wick}} \) is preserved under all of these operations by Propositions 5.5 and 5.7, the claim follows. \( \square \)

**5.3. Renormalized equations.** Let now \( (\Pi, f) = \mathcal{L}_{\epsilon}(\zeta) \), where \( \zeta \) is a continuous function and the canonical lift \( \mathcal{L}_{\epsilon} \) is as in Section 3.6. We furthermore consider the renormalized model \( (\hat{\Pi}, \hat{f}) \) given by (5.1) with \( M_0 \) and \( M^{\text{Wick}} \) as in (5.3) and (5.4). In particular, \( M^{\text{Wick}} \) depends on the renormalization constant \( C^W \) while \( M_0 \) depends on a collection of renormalization constants \( C_\tau. \)

The aim of this section is to show that if \( H \) solves the abstract fixed point problem (4.20) for the model \( (\hat{\Pi}, \hat{f}) \), then \( h = \hat{R}H \), where \( \hat{R} \) the reconstruction operator associated to the renormalized model, can be identified with the solution to a modified PDE. In order to derive this new equation, we combine the explicit abstract form of the solutions with the product formula given by Proposition 5.7. The result is the following, where \( \mathcal{C} \) denotes the space of continuous functions on \( \mathbb{R} \times S^1: \)

**Proposition 5.9.** Let \( h_0 \in \mathcal{C}^1 \) and, given \( \epsilon \in \mathbb{R} \) and \( \zeta \in \mathcal{C}^0 \), let \( H \in \mathcal{D}^{\gamma, \eta}_{\epsilon} \subset \mathcal{D}^{\gamma, \eta} \) be the local solution to (4.20) given by Theorem 4.16 for the renormalized model \( (\hat{\Pi}, \hat{f}) \) obtained from \( \mathcal{L}_{\epsilon}(\zeta) \) in the way described above. Then, there exists a constant \( c \) such that the function \( h = \hat{R}H \) is the classical (local) solution to the PDE

\[ \partial_t h = \partial_x^2 h + \sum_{j=1}^{m} \epsilon^{j-1} \hat{a}_j H_{2j}(\partial_x h, C^W) + c + \zeta, \]

with initial condition \( h_0. \)
Remark 5.10. The constant $c$ is a suitable linear combination of the constants $C_\tau$ appearing in the definition (5.3) of $M_0$, with coefficients depending on the constants $\hat{a}_j$. In principle, one can derive an explicit expression for it, but this expression does not seem to be of particular interest. The only important fact is that if we write

$$\tau_1 = \Psi' I'(\Psi' (\Psi^2)), \quad \tau_2 = I'(\Psi^2)^2,$$

then the corresponding renormalization constants $c_{\tau_1}$ and $c_{\tau_2}$ only ever arise as a multiple of $4c_{\tau_1} + c_{\tau_2}$. This is important since, as we will see in Theorem 6.5 below, these renormalization constants need to be chosen to diverge logarithmically as $\epsilon \to 0$ and the particular form of this linear combination guarantees that these logarithmic divergencies cancel out and are therefore not visible in the renormalized equations.

Proof. As in the proof of Proposition 4.17, we use the fact that the renormalized model is admissible to conclude that, when applying $\hat{R}$ to both sides of (4.20), the function $h = \hat{R} H$ satisfies the identity

$$h = P \ast 1_+ \left( \xi + \sum_{j=1}^m \hat{a}_j \hat{R} (\hat{E}^{j-1}(Q_{\leq 0}(\otimes H)^{2j})) \right) + Ph_0. \tag{5.13}$$

At this stage, the proofs diverge since it is no longer the case that $\hat{R}$ preserves the usual product. The only fact that we can use is that $(\hat{R} F)(z) = (\hat{H}_\xi F(z))(z)$ (as a consequence of the assumption that our models are built from a continuous function $\xi$), combined with the definition of the renormalized model $\hat{H}$.

Denoting by $\hat{R}_W$ the reconstruction operator associated to the model $(\Pi_x \otimes f_x) \Delta_W$, then it follows from (3.23) and (5.1) that one has the identity

$$\hat{R} U = \hat{R}_W M_0 U. \quad \tag{5.14}$$

Furthermore, as a consequence of the second identity in (5.7) combined with (3.26), one has the identity

$$(\hat{R}_W \hat{E}_\ell(U))(z) = \epsilon^\ell (\hat{R}_W U)(z), \quad \tag{5.15}$$

provided that the underlying model $(\Pi, f)$ is of the form $\mathcal{L}_\epsilon(\xi)$ for a continuous $\xi$. Indeed, by Remark 3.18, it suffices to verify that the Wick renormalized model satisfies (3.26), but this follows from the fact that this identity is satisfied by the canonical lift $\mathcal{L}_\epsilon(\xi)$, combined with the second identity in (5.5c) as well as the definition (5.7) of $\hat{M}_W$. Note though that (5.15) fails in general if we replace...
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\( R^{Wick} \) by \( \hat{R} \). Take for example \( \ell = 1 \) and \( U = \Psi^4 \), and set \( \psi(z) = (K * \xi)(z) \). Then, one has

\[
(\hat{R}\hat{E}(U))(z) = \varepsilon H_4(\psi(z), C^W) - C_\tau \neq \varepsilon H_4(\psi(z), C^W) = \varepsilon(\hat{R}U)(z).
\]

It follows from the fact that \( \mathcal{D}P F \) differs from \( \mathcal{T}'F \) by a Taylor polynomial at each point that if \( H \) is the solution to (4.20), then one can write

\[
\hat{D}H(z) = \Psi + U(z),
\]

where the remainder \( U \) only contains components proportional to either \( 1, X \), or \( \mathcal{T}'(\tau) \) with \( \tau \neq \Xi \). In particular, none of the components belongs to \( \mathcal{B} \), so that one has the identity

\[
(\hat{R}\hat{D}H)(z) = (R^{Wick} \hat{D}H)(z) = (\Pi_z \Psi)(z) + \left((\Pi_z \otimes f_z)\Delta^{Wick}U(z)\right)(z).
\]

On the other hand, for \( \ell \geq 0 \), we can apply the reconstruction operator to \( \hat{E}^\ell((\mathcal{D}H)^{2\ell+2}) \) and combine (5.14) with (5.15) and the definition of \( M_0 \) thus yielding

\[
(\hat{R}\hat{E}^\ell(Q_{\leq 0}(\mathcal{D}H)^{2\ell+2}))(z) = (R^{Wick}\hat{E}^\ell(Q_{\leq 0}(\mathcal{D}H)^{2\ell+2}))(z) + c
\]

for some constant \( c \). It thus remains to compute \( \mathcal{R}^{Wick}(\mathcal{D}H)^m \) for arbitrary \( m \). As a consequence of Proposition 5.7 and (5.6), we have

\[
\Delta^{Wick}(\mathcal{D}H(z))^m = \sum_{k+\ell=m} \binom{m}{k} (M^{Wick}_k \Psi \otimes 1)(\Delta^{Wick}U(z))^{\ell} = \sum_{k+\ell=m} \binom{m}{k} (H_k(\Psi, C^W) \otimes 1)(\Delta^{Wick}U(z))^{\ell}.
\]

At this stage, we use the fact that since our original model originates from a canonical lift by assumption, it has the property that \( \Pi_x \tau \tau = \Pi_x \tau \Pi_x \tau \). Applying \( \Pi_z \otimes f_z \) to both sides of this equality and combining this with the fact that \( f_z \) is also multiplicative, we conclude that

\[
(\mathcal{R}^{Wick}(\mathcal{D}H(z))^m)(z) = \sum_{k+\ell=m} \binom{m}{k} H_k(\Pi_z \Psi)(z), C^W) \times (\Pi_z \otimes f_z)\Delta^{Wick}U(z))(z)^{\ell}
\]

\[
= H_m(\mathcal{R}^{Wick}(\mathcal{D}H)(z), C^W).
\]

Combining this with (5.16) and (5.13), the claim follows. \( \square \)
6. Convergence of the models

In this section, we now show how the renormalization maps from the previous section can be used to renormalize the models built from regularizations of space–time white noise. From now on, we will use a graphical shorthand notation similar to the one used in [Hai13] for symbols \( \tau \in \mathcal{W} \) which do not contain the symbol \( \mathcal{E} \): dots represent the symbol \( \mathcal{E} \), lines denote the operator \( \mathcal{I}' \), and the joining of symbols by their roots denotes their product. For example, one has \( \mathcal{T} = \mathcal{I}'(\mathcal{E}) = \Psi, \mathcal{V} = \Psi^2, \mathcal{V}' = \Psi \mathcal{I}'(\Psi^2) \), and so on. We will also assume from now on that \( (\mathcal{T}, \mathcal{G}) \) has been truncated in the way specified in the beginning of Section 3.3.

With the same graphical notations as in (6.1), we also define the renormalization constants

\[
C^{(e)}_0 = \begin{array}{c}
\bullet
\end{array},
C^{(e)}_2 = \begin{array}{c}
\bullet
\end{array},
C^{(e)}_3 = \begin{array}{c}
\bullet
\end{array},
\]

where a plain arrow represents the kernel \( K' \). We will see in Section 6.3 below that the last two constants diverge logarithmically as \( \varepsilon \to 0 \), but this is not important at the moment. Note also that \( C^{(e)}_0 \) is the left hand side of (1.13) and, for all \( \tau \in \mathcal{B} \setminus \{\mathcal{V}, \mathcal{V}', \mathcal{V}''\} \) defined in the prelude to (5.2), we set

\[
C^{(e)}_\tau = \mathbb{E}(\Pi^{(e)}_0 M^{\text{Wick}} \tau)(0),
\]

where \( M^{\text{Wick}} \) is the map defined in (5.4) with \( C^W = C^{(e)}_0 \) and \( \Pi^{(e)} : \mathcal{T} \to \mathcal{C} \) denotes the linear map defined recursively by \( \Pi^{(e)}(\mathcal{E}) = \xi^{(e)} \) and

\[
\Pi^{(e)}(\mathcal{E}) = \varepsilon^k \Pi^{(e)}(\tau), \quad \Pi^{(e)}(\mathcal{I}'(\tau)) = K' \ast \Pi^{(e)}(\tau), \quad \Pi^{(e)}(\tau \bar{\tau}) = (\Pi^{(e)}(\tau))(\Pi^{(e)}(\bar{\tau})).
\]

Note that the functions \( \Pi^{(e)}(\tau) \) are stationary, so the choice of the evaluation at 0 in (6.2) is irrelevant.

We then define a map \( M^{(e)} \) acting on the space of admissible models by

\[
M^{(e)} : (\Pi, f) \mapsto (\hat{\Pi}, \hat{f}),
\]

with \( (\hat{\Pi}, \hat{f}) \) as in (5.1), where we set

\[
C_{\mathcal{V'}} = 2C^{(e)}_2, \quad C_{\mathcal{V}'} = 2C^{(e)}_3,
\]

as well as \( C_{\tau} = C^{(e)}(\tau) \) for \( \tau \in \mathcal{B} \setminus \{\mathcal{V}, \mathcal{V}', \mathcal{V}''\} \). With these notations at hand, the following is then the main result of this section.
A class of growth models rescaling to KPZ

THEOREM 6.1. Let $\xi^{(e)}$ be as in (1.11) and consider the sequence of models on $T$ given by

$$M^{(e)} = M^{(e)}\mathcal{L}^{(e)}(\xi^{(e)}).$$

Then, there exists a random model $\mathcal{M}$ such that $|\mathcal{M}^{(e)}; \mathcal{M}| \to 0$ in probability as $e \to 0$. Furthermore, the limiting model $\mathcal{M} = (\tilde{\Pi}, \tilde{f})$ is independent of the choice of mollifier $\varrho$ and it satisfies $\tilde{\Pi}_z \tau = 0$ for every symbol $\tau$ containing at least one occurrence of $E$.

Before we turn to the proof of Theorem 6.1, we give a criterion allowing to verify whether a sequence of models converges in $\mathcal{M}^{(e)}$.

6.1. A convergence criterion. The following result is very useful. Here, we fix a sufficiently regular wavelet basis/multiresolution analysis with compactly supported elements and we reuse the notation of [Hai14, Section 3.1]. In particular, $\Psi$ is a finite set of functions in $B$ such that the wavelet basis is obtained by translations and rescalings of elements in $\Psi$ (we use the notation $\Psi$ to be consistent with [Hai14]. It should not be confused with the shorthand for $\mathcal{D}(E)$ used elsewhere in the paper). Here, we follow the usual convention, so $\psi^n_z$ denotes a wavelet basis function at level $n$ (scale $2^{-n}$) centred at some point $z$ in the level $n$ dyadic set $\Lambda^n$. We normalize these basis functions so that their $L^2$ norm (not the $L^1$ norm as before!) equals 1.

Recall also that our definition of the spaces $\mathcal{M}^{(e)}$ involves the constant $\tilde{\gamma} = 1 - \frac{1}{32m}$ as defined in (4.7b).

PROPOSITION 6.2. Let $(\Pi^{(e)}, f^{(e)})$ be a family of models for the regularity structure $(T, \mathcal{G})$ converging to a limiting model $(\Pi, f)$ in the sense that $\lim_{e \to 0} |\Pi^{(e)}; \Pi| = 0$. Assume that, for some $\delta > 0$, one has

$$|f^{(e)}_z(\varphi^{(e)}_{k, \ell}(\tau))| \leq C e^{(3n/2) - \tilde{\gamma}n} e^{1/\tilde{\gamma} + \delta},$$

for $\tau$ and $k, \ell$ as in (4.7a), and that furthermore for $\tau \in U'$

$$\left|(\Pi^{(e)}_z \tau)(\psi^n_z)\right| \leq C 2^{-(3n/2) - \tilde{\gamma}n} e^{1/\til\gamma - \til{\gamma} + \delta},$$

for every $n \geq 0$, every $z \in \Lambda^n$, and every $\psi \in \Psi$. Then, one has $\lim_{e \to 0} |\Pi^{(e)}; \Pi|_{e,0} = 0$.

Proof. We only need to show that, for any test function $\eta \in B$ with $\int \eta(z) \, dz = 0$, one has

$$\left|(\Pi^{(e)}_z \tau)(\eta^\lambda_z)\right| \leq \lambda^{\til{\gamma}} e^{1/\til{\gamma} - \til{\gamma} + \delta},$$

for some $\lambda$. The proof follows by direct computation and the use of the mollifier properties.
provided that \( \lambda \leq \varepsilon \), since this will then guarantee that \( \| \Pi^{(\varepsilon)} \|_\varepsilon \lesssim \varepsilon^\delta \). We fix \( N \geq 0 \) such that \( 2^{-N} \leq \varepsilon \leq 2^{1-N} \) and we write

\[
\eta^n_z = \sum_{\zeta' \in A^N} A^{n,\psi}_z \varphi^n_{\zeta'} + \sum_n \sum_{\psi \in \Psi} A^{n,\psi}_z \psi^n_z. \tag{6.6}
\]

It is then a simple consequence of the scaling properties of these objects that one has the bounds

\[
|A^n_z| \lesssim 2^{3n/2} (\lambda/2^{-n}), \quad |A^{n,\psi}_z| \lesssim \begin{cases} 2^{3n/2} (\lambda/2^{-n}) & \text{if } 2^{-n} \geq \lambda, \\ 2^{3n/2} (2^{-n}/\lambda)^3 & \text{otherwise.} \end{cases}
\]

Note here that the factor \( 2^{3n/2} \) comes from the fact that the functions \( \psi^n_z \) and \( \varphi^n_{\zeta'} \) appearing in (6.6) are normalized in \( L^2 \) rather than in \( L^1 \). Furthermore, the factor \( \lambda/2^{-n} \) appearing in the first two bounds is a consequence of the fact that \( \eta \) integrates to 0 by assumption and the wavelet basis is sufficiently regular (\( C^2 \) is enough).

We furthermore obtain from (6.5) and the fact that \( \Pi^{(\varepsilon)} \) converges to a limit (and therefore is bounded in \( \mathcal{M} \), uniformly in \( \varepsilon \)) the bound

\[
\left| \left( \Pi^{(\varepsilon)} \right)(\psi^n_z) \right| \lesssim 2^{-3n/2} \sum_\alpha |z - z'| |\tau| - \gamma 2^{-\gamma_n} \varepsilon^{\alpha - \gamma - (\delta/2)}
\]

\[
\lesssim 2^{-3n/2} \sum_\alpha (\lambda + 2^{-n}) |\tau| - \gamma 2^{-\gamma_n} \varepsilon^{\alpha - \gamma + \delta} \lesssim 2^{-3n/2} 2^{-\gamma_n} \varepsilon |\tau| - \gamma + \delta,
\]

(6.7)

where \( \alpha \) runs over all homogeneities less or equal to \( |\tau| \) appearing in \( \mathcal{U} \) and the last inequality is a consequence of the fact that we only consider \( \lambda \) and \( n \) such that \( \lambda + 2^{-n} \leq \varepsilon \). (The term corresponding to \( 1 \), for which (6.5) does not hold in principle, does not contribute since \( \psi^n_z \) integrates to 0.) The same bound (with \( n \) replaced by \( N \)) can also be obtained for \( \left| \left( \Pi^{(\varepsilon)} \right)(\varphi^n_{\zeta'}) \right| \). (In that case \( \varphi^n_{\zeta'} \) does not integrate to 0, but since \( 2^{-N} \approx \varepsilon \), the contribution arising from \( 1 \) is of order \( 2^{-3N/2} \varepsilon |\tau| \) which is in particular bounded by the right hand side of (6.7).)

It remains to note that, for fixed \( n \), the number of nonvanishing values of \( A^{n,\psi}_z \) (or \( A^{n}_{\zeta'} \)) is of order 1 if \( 2^{-n} \geq \lambda \) and of order \( (\lambda/2^{-n})^3 \) otherwise. Combining all of these bounds and using the fact that \( \tilde{\gamma} \in (0, 1) \), we finally obtain

\[
\left| \left( \Pi^{(\varepsilon)} \right)(\eta^n_z) \right| \lesssim \sum_{\lambda \leq 2^{-n} \leq \varepsilon} \lambda 2^{|\tilde{\gamma}_n|} \varepsilon |\tau| - \tilde{\gamma} - (\delta/2)
\]

\[
+ \sum_{2^{-n} \leq \lambda} 2^{-\tilde{\gamma}_n} \varepsilon |\tau| - \tilde{\gamma} - (\delta/2) \lesssim \lambda \varepsilon |\tau| - \tilde{\gamma} - (\delta/2),
\]

as required. \( \square \)
As a consequence, we obtain the following Kolmogorov-type convergence criterion.

**Proposition 6.3.** Let \((\mathcal{T}, \mathcal{G})\) be the regularity structure built in Section 3 and let \(\mathcal{M}_\varepsilon = (\hat{\mathcal{N}}^{(e)}, \hat{f}^{(e)})\) be as in Theorem 6.1. Assume that there exists \(\delta > 0\) such that, for every test function \(\eta \in \mathcal{B}\), every \(\tau \in \bar{\mathcal{V}}\) with \(|\tau| < 0\), every \(x \in \mathbb{R}^2\) and every \(\lambda \in (0, 1]\) there exists a random variable \((\hat{\mathcal{N}}^{(e)} \tau)(\eta^\lambda_z)\) such that

\[
E \left| (\hat{\mathcal{N}}^{(e)} \tau)(\eta^\lambda_z) \right|^2 \lesssim \lambda^{-2|\tau|+\delta}, \quad E \left| (\hat{\mathcal{N}} \tau - \hat{\mathcal{N}}^{(e)} \tau)(\eta^\lambda_z) \right|^2 \lesssim \varepsilon^2 \lambda^{-2|\tau|+\delta}. \tag{6.8a}
\]

Assume furthermore that, for \(\tau\) with \(\mathcal{E}^k(\tau) \in \mathcal{W}_+\), one has

\[
E \left| D_z^\ell \hat{f}^{(e)}(\mathcal{E}^k_0(\tau)) \right| \lesssim \varepsilon^{|\tau|+k-|\ell|+\delta}, \tag{6.8b}
\]

and that, for \(\tau \in \mathcal{U}'\), one has the bound

\[
E \left| (\hat{\mathcal{N}}^{(e)} \tau)(\eta^\lambda_z) \right| \lesssim \lambda^{\gamma+\delta} \varepsilon^{|\tau|-\gamma+\delta}, \tag{6.8c}
\]

for \(\lambda \leq \varepsilon\) and for test functions \(\eta\) that integrate to 0. Then, there exists a random model \((\hat{\mathcal{N}}, \hat{f}) \in \mathcal{M}_0\) such that \(|\hat{\mathcal{N}}^{(e)}; \hat{\mathcal{N}}| \rightarrow 0\) in probability as \(\varepsilon \rightarrow 0\).

**Proof.** The proof goes in two steps: first, we show that there is a limiting model \((\hat{\mathcal{N}}, \hat{f})\) such that \(|\hat{\mathcal{N}}^{(e)}; \hat{\mathcal{N}}| \rightarrow 0\) in probability, and then we show that \(\|\hat{\mathcal{N}}^{(e)}\| \rightarrow 0\) in probability. If we restrict ourselves to the sector \(\mathcal{T}_- \subset \mathcal{T}\) spanned by basis vectors in \(\mathcal{W}\) with negative (or vanishing) homogeneity, the first step follows in exactly the same way as in [Hai14, HP15], using [Hai14, Theorem 10.7]. This by itself does however not yet yield convergence on all of \(\mathcal{T}\). The reason for this is that it contains basis vectors of the form \(\bar{\tau} = \mathcal{E}^k(\tau)\) with \(|\mathcal{E}^k(\tau)| > 0\). These do not satisfy the assumptions of [Hai14, Proposition 3.31] since one does not have any a priori control over the components of \(\Gamma_{zz'} \bar{\tau}\). (Unlike in [Hai14, HP15] where, for vectors of the form \(\bar{\tau} = \mathcal{I}(\tau)\), such a control was given by [Hai14, Theorem 5.14].)

Note now that, by the definition (3.11), all of the vectors of the form \(\tau = \mathcal{E}^k(\bar{\tau})\) appearing in \(\bar{\mathcal{V}}\) have \(|\bar{\tau}| < 0\) (or \(\bar{\tau} = 1\), but this case is trivial). By simple inspection, we see that those vectors such that furthermore \(|\tau| > 0\) are necessarily of the form

\[
\tau = \mathcal{E}^{j-1}(\bar{\tau}), \quad \bar{\tau} = \Psi^{2j-n} \mathcal{I}(\mathcal{E}^{k_1-1} \Psi^{2k_1} \cdots \mathcal{I}(\mathcal{E}^{k_l-1} \Psi^{2k_l}), \tag{6.9}
\]

with \(n > 2, j \in \{\lfloor n/2 \rfloor, \ldots, m\}, \) and \(k_i \in \{1, \ldots, m\}.\) At this stage, we note that since \(|\mathcal{I}(\mathcal{E}^{k-1} \Psi^{2k})| < 0, |\mathcal{E}^{k-1} \Psi^{2k}| < 0, \) and \(|\Psi| < 0\), the structure group acts trivially on \(\bar{\tau}\), so that one has the identity

\[
\hat{f}^{(e)}(\mathcal{E}^k_0(\bar{\tau})) = D^\ell \hat{f}^{(e)}(\mathcal{E}^k_0(\bar{\tau})). \tag{6.10}
\]
Setting \( g(z) = \hat{f}_z^{(e)}(\mathcal{E}_0^k(\tau)) \) as a shorthand, it then follows from (3.30) that

\[
\hat{y}_{zz}^{(e)}(\mathcal{E}_0^k(\tau)) = g(\bar{z}) - \sum_{|m| < |\tau| + k - |\ell|} \frac{(\bar{z} - z)^m}{m!} D^{(m)} g(z). \tag{6.11}
\]

It follows immediately from the Kolmogorov continuity test combined with (6.10) that the bound (6.8b) implies not only that (6.4) holds, but also that the required convergence of \( \hat{I}^{(e)} \) holds on every element \( \tau \) of the form (6.9). Through (6.11), it also yields the missing bound on \( \hat{I}_{zz}^{(e)} \) on all of \( \mathcal{T} \). From this point on, the proof that \( |\hat{\Pi}^{(e)}; \hat{\Pi}| \to 0 \) in probability as \( \varepsilon \to 0 \) proceeds in exactly the same fashion as the proof of [Hai14, Theorem 10.7].

Since we have furthermore already shown that (6.4) holds, it only remains to show that (6.5) holds as well. This however follows immediately from (6.8c), using the equivalence of moments of random variables belonging to a fixed Wiener chaos in the same way as in [Hai14, Theorem 10.7], combined with the fact that wavelet basis functions do indeed integrate to 0.


Proof. As a consequence of Proposition 6.3, we only need to show that the bounds (6.8) hold. We start with the proof that (6.8a) holds. Actually, as a consequence of [Hai14, Theorem 5.14], we only require these bounds for symbols that are not of the form \( I(\tau) \) or \( I'(\tau) \). Furthermore, it suffices to show (6.8a) for \( z = 0 \) by translation invariance, and most of this section is devoted to this proof. We first consider those basis vectors that do not contain the symbol \( \mathcal{E} \).

6.2.1. The case \( \tau = \nu \). The first nontrivial symbol is given by \( \tau = \nu \). In order to represent the random variable \( (\hat{\Pi}_0^{(e)} \tau)(\varphi_0^\lambda) \) for some test function \( \varphi \), we make use of the following graphical notation, which is essentially the same as in [HP15]. Elements belonging to the \( k \)th Wiener chaos are represented by kernels with \( k \) space–time arguments, via the map \( f \mapsto I_k(f) \) described in [Nua06, Ch. 1.1.2]. We will sometimes represent such a kernel by a graph which contains \( k \) distinguished vertices of the type \( \circ \), each of them representing one of the arguments of the kernel. A special vertex \( \bullet \) represents the origin \( 0 \). All other vertices represent integration variables.

Each line then represents a kernel, with \( \longrightarrow \) representing the kernel \( K' \), \( \overline{\longrightarrow} \) representing the kernel \( K' = \varphi_\delta * K' \), and \( \overrightarrow{\longrightarrow} \) representing a generic test function \( \varphi_0^\lambda \) rescaled to scale \( \lambda \). Whenever we draw a barred arrow \( \overrightarrow{\longrightarrow} \) this represents a factor \( K'(\bar{z} - z) - K'(-z) \), where \( z \) and \( \bar{z} \) are the coordinates of the starting and end point, respectively.
With these graphical notations at hand, we have the following expression for the unrenormalized model $\Pi_0^{(\varepsilon)}$:

\[
(\Pi_0^{(\varepsilon)}\nu)(\varphi_0^\lambda) = \bullet \circ + \circ \bullet .
\]

Here, via the correspondence explained above, the first term represents the element $I_2(f)$ of the second Wiener chaos associated to the kernel

\[
f(z_1, z_2) = \int \varphi_0^\lambda(z) K'_\varepsilon(z - z_1) K'_\varepsilon(z - z_2) \, dz,
\]

while the second term represents the constant

\[
\int \int \varphi_0^\lambda(z) (K'_\varepsilon(z - \bar{z}))^2 \, d\bar{z} \, dz.
\]

All variables $z$, $\bar{z}$, and so on, appearing in these expressions denote space–time variables.

At this stage, we realize that for $\varepsilon$ sufficiently small, the second term is identical to $C_0^{(\varepsilon)} \int \varphi_0^\lambda(z) \, dz = C_0^{(\varepsilon)} (\Pi_0^{(\varepsilon)} 1)(\varphi_0^\lambda)$ with $C_0^{(\varepsilon)}$ given by (6.1). As a consequence, this term cancels out exactly in the definition of $\hat{\Pi}_0^{(\varepsilon)}\nu$ and we have

\[
(\hat{\Pi}_0^{(\varepsilon)}\nu)(\varphi_0^\lambda) = \bullet \circ . 
\]

We now argue that we can find random variables $(\Pi_0\nu)(\varphi_0^\lambda)$ so that the bound (6.8a) does indeed hold. Note first that as a consequence of [Nua06, Ch. 1.1.2] and of the fact that symmetrization is a projection in $L^2$, a random variable $X$ belonging to the $k$th homogeneous Wiener chaos and represented by a kernel $K_X$ satisfies $\mathbb{E}X^2 \leq k!\|K_X\|_{L^2}^2$. As a consequence of (6.12), one therefore has the bound

\[
\mathbb{E}|(\hat{\Pi}_0^{(\varepsilon)}\nu)(\varphi_0^\lambda)|^2 \leq 2 .
\]
Furthermore, using the explicit form of the heat kernel, one can verify that
the kernel $K'_\varepsilon$ satisfies
\[
\sup_{\varepsilon \in (0, 1]} \|K'_\varepsilon\|_{2, p} < \infty,
\]
where $\| \cdot \|_{\alpha, p}$ is given by \((A.1)\) below. (In particular, it also satisfies
the same bound with $2$ replaced by $2 + \kappa/2$.) The right hand side of \((6.13)\)
is therefore precisely of the form $\mathcal{I}^G_{\lambda}(K)$ for some collection of kernels $K$
satisfying the assumptions of Section A uniformly over $\varepsilon \in (0, 1]$ and for the labelled
graph $G$ given by
\[
G = \begin{array}{c}
  \cdot \\
  \circ
\end{array}
\quad \begin{array}{c}
  \circ \quad \cdots \\
  \circ
\end{array}
\quad \begin{array}{c}
  \circ \\
  \cdot
\end{array}
\quad \begin{array}{c}
  \circ \\
  \circ
\end{array}
\quad \begin{array}{c}
  \cdot
\end{array}
\]
\[
2+, 0 \\
2+, 0 \\
2+, 0 \\
2+, 0
\]
\[(6.14)\]

(Here, the label $(2+, 0)$ on an edge $e$ means that $a_e = 2 + \kappa/2$ and $r_e = 0$.)
It is straightforward to verify that the assumptions of Theorem A.3 are satisfied, so
that one has the bound $E|\left(\hat{\mathcal{P}}^{(e)}_{\varepsilon}(\nu)(\varphi_{\varepsilon}^\lambda)\right)|^2 \lesssim \lambda^\alpha$ where
$\alpha = |\{\text{vertices not adjacent to root}\}| |s| - \sum_e a_e = 2 \cdot 3 - 8 - 2\kappa = 2|\nu| + 2\kappa$,
since the homogeneity of $\nu$ is $|\nu| = -1 - 2\kappa$. This bound holds uniformly over $\varepsilon \in (0, 1]$, so that it is indeed the required first bound in \((6.8a)\).

**Remark 6.4.** From now on, whenever we write $\mathcal{I}^G_{\lambda}$ without specifying a
collection of kernels $K$, we really mean $\mathcal{I}_{\lambda}^G(K)$ for a collection of kernels $K$
satisfying the assumptions of Section A uniformly over $\varepsilon \in (0, 1]$.

We still need to obtain the second bound in \((6.8a)\). This however can be
obtained in exactly the same way as soon as we note that, when considering
the difference between $\Pi_0$ and $\hat{\mathcal{P}}^{(e)}_{\varepsilon}$, we obtain a sum of expressions of the type
\((6.12)\), but in each term some of the instances of $K'_\varepsilon$ are replaced by $K'$
and exactly one instance is replaced by $K'_\varepsilon - K'$. We then use the fact that $K'$
satisfies the same bound as $K'_\varepsilon$, while $K'_\varepsilon - K'$ satisfies the improved bound
\[
\|K'_\varepsilon - K'\|_{2+\kappa/2, p} \lesssim e^{\kappa/2},
\]
as a consequence of [Hai14, Lemma 10.17]. This is the reason for using labels
$2 + \kappa/2$ in \((6.14)\) rather than $2$, since although $\sup_{\varepsilon \in (0, 1]} \|K'_\varepsilon\|_{2, p} < \infty$, one
has $\|K'_\varepsilon - K'\|_{2, p} \not\to 0$ as $\varepsilon \to 0$. This is the same for all of the symbols, so
we only ever explicitly show how to obtain the first bound in \((6.8a)\) with the
understanding that the second bound then follows in the same way.
6.2.2. The case $\tau = \zeta$. We now turn to $\tau = \zeta$. This time, one has $\hat{\Pi}_0^{(e)} \zeta = \Pi_0^{(e)} \zeta$ so that, similarly to before, we have the identity

\[ (\hat{\Pi}_0^{(e)} \zeta)(\psi^0_\lambda) = \zeta + \cdot = \zeta - \cdot. \quad (6.15) \]

In order to see this, recall that the barred arrow represents a difference $K'(\tilde{z} - z) - K'(-z)$, so that one has the identity

\[ = - \cdot \]

The first term appearing on the right hand side of this expression vanishes because the kernel $(K' * K'_\epsilon) \cdot K'$ is odd under the substitution $(t, x) \mapsto (t, -x)$ (recall that we assumed that the mollifier $\varrho$ is even under that substitution), so that it integrates to 0, thus yielding (6.15).

Since random variables belonging to Wiener chaoses of different order are orthogonal, we obtain as before the bound

\[ E\left| (\hat{\Pi}_0^{(e)} \zeta)(\psi^0_\lambda) \right|^2 \leq 2 + \cdot \]

Both terms separately can be bounded in the same way as before. This time however the first term is given by $I^{G'}_{\lambda}$ for the graph

\[ G = \]

that is, the two vertical edges have $r_e = 1$. Again, it is straightforward to verify that Assumption A.1 is verified, so that the required bounds follow.
6.2.3. The case $\tau = \mathcal{V}$. We now turn to $\tau = \mathcal{V}$ which is slightly trickier. One can verify from its recursive definition that the structure group acts trivially on $\mathcal{V}$, so that one has similarly to before the identity

$$
(\hat{\Pi}^{(\varepsilon)}_0(\varphi^\lambda))(\varphi_0^\lambda) = \downarrow \bullet + 2 \downarrow \bullet,
$$

(6.16)

where the second term comes from the product formula [Nua06]. This time, it turns out that when trying to ‘naively’ apply Theorem A.7, its conditions fail to be satisfied for the second term. Denote however by $Q_\varepsilon$ the kernel

$$Q_\varepsilon(z) = \int K_\varepsilon(z - \bar{z})K_\varepsilon(-\bar{z})d\bar{z}.$$ 

It then follows by symmetry as above that $\int Q_\varepsilon(z)dz = 0$. As a consequence, for any $\varepsilon > 0$, the distribution $\mathcal{R}Q_\varepsilon(z)$ given by (A.5) with $I_{\varepsilon,k} = 0$ is exactly the same distribution as simple integration against $Q_\varepsilon$, without any renormalization. Furthermore, it follows easily from [Hai14, Section 10] that there is a limiting kernel $Q$ such that $\sup_{\varepsilon \in (0,1]} \|Q_\varepsilon\|_p < \infty$ and $\|Q_\varepsilon - Q\|_p < \varepsilon^k$. Writing a graphical notation for the kernel $Q_\varepsilon = \mathcal{R}Q_\varepsilon$, we can rewrite (6.16) as

$$
(\hat{\Pi}^{(\varepsilon)}_0(\varphi^\lambda))(\varphi_0^\lambda) = \downarrow \bullet + 2 \downarrow \bullet
$$

and bound $E\left| (\hat{\Pi}^{(\varepsilon)}_0(\mathcal{V}))(\varphi_0^\lambda) \right|^2$ by a constant multiple of $|\mathcal{I}\mathcal{G}^\lambda| + |\mathcal{I}\bar{\mathcal{G}}^\lambda|$ for graphs $\mathcal{G}$ and $\bar{\mathcal{G}}$ given by

$$
\mathcal{G} = \begin{array}{c}
\downarrow \bullet & 2+0 & 2+0 & 2+0 \\
\downarrow \bullet & 2+0 & 2+0 \\
\end{array}
$$

and

$$
\bar{\mathcal{G}} = \begin{array}{c}
\downarrow \bullet & 2+0 & 2+0 & 2+0 \\
\downarrow \bullet & 3+1 & 3+1 \\
\end{array}
$$

Again, Assumption A.1 can easily be checked for both of these graphs so that, in view of the above comments, Theorem A.7 applies and yields the desired bounds.
6.2.4. The case $\tau = \nabla Y$. Again, the structure group acts trivially on $\nabla Y$ and one has the identity $\Delta^{\text{Wick}} M_0 \nabla Y = (\nabla Y - C_3^{(e)} 1) \otimes 1$. As a consequence, we obtain the identity

$$\hat{\Pi}_0^{(e)} \nabla Y = (K' * \Pi_0^{(e)} Y)^2 - 2C_3^{(e)}.$$  

When testing against the test function $\varphi_0^\lambda$, it follows from the product formula and the definition of $C_3^{(e)}$ that the Wiener chaos decomposition of this expression is given by

$$(\hat{\Pi}_0^{(e)} \nabla Y)(\varphi_0^\lambda) = + 4.$$  

Note that the term appearing in the Wiener chaos of order 0 is cancelled out exactly by the renormalization constant $C_3^{(e)}$, which is why it does not appear here. Similarly to before, it is now straightforward to reduce ourselves to the situation of Theorem A.7 and to verify that Assumption A.1 holds for the two resulting labelled graphs.

6.2.5. The case $\tau = \nabla \tilde{Y}$. This time the structure group acts nontrivially on $\nabla \tilde{Y}$ and it follows from (3.20d) combined with the definition of the renormalization map $M^{(e)}$ that

$$\hat{\Pi}_0^{(e)} \nabla \tilde{Y} = ((K' * \hat{\Pi}_0^{(e)} \nabla Y)(\cdot) - (K' * \hat{\Pi}_0^{(e)} \nabla Y)(0))(K' * \xi^{(e)}) - 2C_2^{(e)}.$$  

As a consequence, one has the identity

$$(\hat{\Pi}_0^{(e)} \nabla \tilde{Y})(\varphi_0^\lambda) = + 2 + 2 + 2 - 2C_2^{(e)}.$$  

At this stage we note again that the last two terms cancel each other out, except for the fact that one of the arrows in the penultimate term is ‘barred’. Using again
the notation \( \bullet \rightarrow \bullet \) for the kernel \( Q_\varepsilon \), we can therefore rewrite this as

\[
(\hat{\Pi}^{(\varepsilon)}_0 \psi) (\phi_0^\lambda) = \varepsilon^k (\hat{\Pi}^{(\varepsilon)}_0 \Psi) \diamond (2k + 2) (\phi_0^\lambda),
\]

At this stage, we can once again reduce ourselves to the situation of Theorem A.7 just as above.

6.2.6. Symbols containing \( \mathcal{E} \) We now turn to the proof of (6.8a) for those symbols \( \tau \) with \( |\tau| < 0 \) which contain at least one occurrence of the symbol \( \mathcal{E} \).

We first consider symbols of the type \( \tau = \mathcal{E}^k (\Psi^{2k + 2}) \). Note that for \( k = 0 \), one has \( \tau = \psi \), which has already been treated, so we assume that \( k \geq 1 \). Thanks to (5.6), the choice of renormalization constant in the definition of \( M^{(\varepsilon)} \), and the definition of the Wick product, one has the identity

\[
(\hat{\Pi}^{(\varepsilon)}_0 \tau) (\phi_0^\lambda) = \varepsilon^k (\hat{\Pi}^{(\varepsilon)}_0 \Psi) \diamond (2k + 2) (\phi_0^\lambda),
\]

which can also be written as

\[
(\hat{\Pi}^{(\varepsilon)}_0 \tau) (\phi_0^\lambda) = \varepsilon^k \quad (2k + 2) \text{ times}.
\]

At this stage, we introduce the shorthand \( \cdots \) for the kernel \( N_\varepsilon \overset{\text{def}}{=} \varepsilon (K' \ast Q_\varepsilon) \ast (K' \ast Q_\varepsilon)(-\cdot) \), namely

\[
\cdots \cdots \cdots = \varepsilon \quad (\text{times})
\]

(Since this kernel is symmetric, its orientation is irrelevant so we do not draw any arrow on it.) With this notation, we then obtain in a similar way to before.
the bound

$$E\left| (\hat{N}_0^{(e)\tau})(\varphi_0^\lambda) \right|^2 \leq \ldots (2k) \ldots$$

(6.18)

where we wrote $\ldots (2k) \ldots$ as a shorthand for $N_{\varepsilon}^{2k}$ on the right. We also note that the scaling properties of $K'$ yield the bound

$$\| N_{\varepsilon} \|_{\delta; p} \lesssim \varepsilon^{\delta},$$

(6.19)

for every $\delta \in (0, 1]$ and every $p > 0$. Indeed, it suffices to note that [Hai14, Lemma 10.17] implies that $\| K' \ast Q_{\varepsilon} \|_{1+\delta; p} \lesssim \varepsilon^{\delta-1}$ which then allows us to apply [Hai14, Lemma 10.14]. As a consequence, we are again in the setting of Theorem A.7, with a graph $\tilde{G}$ that is exactly the same as the graph $G$ in (6.14), except for an additional edge with $a_{\varepsilon}$ arbitrarily small connecting the left and right vertices. Since Assumption A.1 is an open condition any graph $\tilde{G}$ obtained from another graph $G$ by the addition of some new edges with $a_{\varepsilon} = \delta$ or the increase of the homogeneities of some edges by $\delta$ satisfies Assumption A.1 for $\delta$ sufficiently small, provided that the original graph $G$ satisfies it. Combining this with (6.19), it follows that one has the bound

$$E\left| (\hat{N}_0^{(e)\tau})(\varphi_0^\lambda) \right|^2 \lesssim \varepsilon^{2\delta} \lambda^{1+\delta},$$

for some sufficiently small choice of $\delta$. In particular, the bounds (6.8a) are satisfied with $\hat{\Pi}_0^\tau = 0$.

Something similar happens for all other symbols containing at least one instance of $\mathcal{E}$. Indeed, consider next $\tau = \mathcal{E}^k(\Psi^{2k+1}\mathcal{U}(\mathcal{E}^\ell\Psi^{2(k+1)}))$ with $k, \ell \geq 0$, which is the ‘$\mathcal{E}$-decorated’ version of $\tau = \mathcal{V}$. As a consequence of (5.6), Proposition 5.7, and the fact that $\hat{\Pi}^{(e)}$ is again an admissible model by construction (see [Hai14, Section 8]), we conclude that one has the identity

$$(\hat{N}_0^{(e)\tau})(z) = \varepsilon^{k+\ell}(K' \ast \xi^{(e)})(z)^{(2k+1)}(K' \ast (K' \ast \xi^{(e)})^{(2\ell+2)})(z),$$

(6.20)

where we use the symbol $\diamond$ to denote the Wick product (or rather Wick power in this case), see [Nua06]. Similarly to above, the kernel $Q_{\varepsilon}^{(m)} = Q_{\varepsilon}N_{\varepsilon}^m$ is odd for every $m \geq 0$, so that it can again be identified with $\mathcal{R}Q_{\varepsilon}^{(m)}$. Furthermore, it is of order $3 + \delta$ for any $\delta > 0$ and $\| Q_{\varepsilon}^{(m)} \|_{3+\delta; p} \lesssim \varepsilon^{\delta}$ for $\delta \in (0, 1)$ provided that $m > 0$. Combining this with (6.20) we conclude that, for every sufficiently small exponent $\delta, \tilde{\delta} > 0$, one has again a bound of the type

$$E\left| (\hat{N}_0^{(e)\tau})(\varphi_0^\lambda) \right|^2 \leq |T_{\lambda}^{\mathcal{U}}| + |T_{\lambda}^{\mathcal{V}}|,$$
but this time the two labelled graphs $\mathcal{G}$ and $\tilde{\mathcal{G}}$ are given by

$$
\mathcal{G} = \quad \tilde{\mathcal{G}} =
$$

Furthermore, again as a consequence of the bound (6.19) and the corresponding bound for $Q_{ε}^{(m)}$, it follows that as soon as $k + \ell > 0$, at least one of the factors $\|K_{ε}\|_{α; p}$ appearing in Theorem A.7 is bounded by $ε^δ$, thus yielding the required bound.

### 6.2.7 Additional bounds on $\hat{Π}(ε)$

We now turn to the proof of the bound (6.8c). This bound is of course nontrivial only for symbols $τ$ with $|τ| < \tilde{y}$. The bound for $τ = 1$ is very easy to obtain so we do not dwell on it. Regarding $τ = Υ$, we can write it as in (6.12) as

$$
(\hat{Π}(ε)^{τ})(η^{τ}) =
$$

Since the test function $η$ integrates to 0, this is equal to

$$
(\hat{Π}(ε)^{τ})(η^{τ}) =
$$

so that we have the bound

$$
E|\left(\hat{Π}(ε)^{τ})(η^{τ}\right)|^2 = 2
$$

At this point, we note that, as a consequence of [Hai14, Lemma 10.7], we have the bound

$$
|K_{ε}'|_{α; p} \lessapprox ε^{α-2},
$$
for every $\alpha \in [1, 2]$. For such values of $\alpha$, we can therefore write

$$
E\left|\left(\hat{\Pi}^{(e)}\gamma\right)(\eta^\lambda_\mathcal{G})(\eta^\lambda_{\bar{\mathcal{G}}})\right|^2 \lesssim \varepsilon^{4(\alpha-2)}|I^\mathcal{G}_\lambda|,
$$

where the graphs $\mathcal{G}$ and $\bar{\mathcal{G}}$ are given by

$$
\mathcal{G} = \begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
2.1
2.1
2.1
2.1
2.1
\end{array}
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
2.1
2.1
2.1
2.1
2.1
\end{array}
\end{array}
\end{array}.
$$

One can now verify that as long as $\alpha > \frac{3}{2}$, the conditions of Theorem A.7 are satisfied, so that one has the bound

$$
E\left|\left(\hat{\Pi}^{(e)}\gamma\right)(\eta^\lambda_\mathcal{G})(\eta^\lambda_{\bar{\mathcal{G}}})\right|^2 \lesssim \varepsilon^{4\alpha-8}\lambda^{8-4\alpha}.
$$

In particular, since $\tilde{\gamma} < 1$, we can choose $\alpha$ such that $8 - 4\alpha = 2\tilde{\gamma} + \kappa$, so that the required bound (6.8c) follows for $\tau = \gamma$.

We now turn to $\tau = \bar{\gamma}$. Following the exact same procedure, combined with the steps from Section 6.2.3, we see that in this case one has

$$
E\left|\left(\hat{\Pi}^{(e)}\gamma\right)(\eta^\lambda_\mathcal{G})(\eta^\lambda_{\bar{\mathcal{G}}})\right|^2 \lesssim \varepsilon^{2(\alpha-2)}(|I^\mathcal{G}_\lambda| + |I^{\bar{\mathcal{G}}}_\lambda|),
$$

where the graphs $\mathcal{G}$ and $\bar{\mathcal{G}}$ are given by

$$
\mathcal{G} = \begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
2.1
2.1
2.1
2.1
2.1
\end{array}
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
\alpha_0
\end{array}
\end{array},
\begin{array}{c}
\begin{array}{c}
2.1
2.1
2.1
2.1
2.1
\end{array}
\end{array}
\end{array}.
$$

Again, one can verify that the assumptions of Theorem A.7 hold provided that we choose $\alpha > \frac{3}{2}$ so that we then obtain the bound

$$
E\left|\left(\hat{\Pi}^{(e)}\gamma\right)(\eta^\lambda_\mathcal{G})(\eta^\lambda_{\bar{\mathcal{G}}})\right|^2 \lesssim \varepsilon^{2\alpha-4}\lambda^{5-2\alpha}.
$$

Again, the required bound follows since $\tilde{\gamma} < 1$. The case $\tau = \kappa$ follows in a very similar way. All other symbols in $U'$ of homogeneity below 1 are just ‘decorated’ versions of $\tau$, $\gamma$, $\bar{\gamma}$, or $\kappa$ and can therefore be treated in exactly the same way as in Section 6.2.6.
6.2.8. Bounds on $\hat{f}(\varepsilon)$ It now only remains to show that the bounds (6.8b) also hold. For this, we recall from (6.9) that the only symbols $\tau$ such that $|\tau| < 0$ and $|E^{j-1}(\tau)| > 0$ for some $j > 1$ are all of the form

$$\tau = \Psi^{2j-n} T'(E^{k_1-1} \Psi^{2k_1}) \cdots T'(E^{k_\ell-1} \Psi^{2k_\ell}),$$

(6.21)

with $n > 2$, $j \in \{\lceil n/2 \rceil, \ldots, m\}$, and $k_i \in \{1, \ldots, m\}$. In order to bound $\hat{f}(\varepsilon)(E^{j-1}(\tau))$, note first that, setting $\Psi^{(\varepsilon)}(z) = (K' * \xi^{(\varepsilon)})(z)$, it is a straightforward calculation to show that one has the bounds

$$E|D^k \Psi^{(\varepsilon)}(z)|^2 \lesssim \varepsilon^{1-2|k|}, \quad |ED^k \Psi^{(\varepsilon)}(0) D^k \Psi^{(\varepsilon)}(z)| \lesssim (|z| + \varepsilon)^{-1-2|k|},$$

(6.22)

for every multiindex $k$. Let now $\{k_1, \ldots, k_r\}$ be a finite collection of such multiindices and set

$$\Psi^{(\varepsilon)}_{k_1, \ldots, k_r}(z) = D^{k_1} \Psi^{(\varepsilon)}(z) \circ \cdots \circ D^{k_r} \Psi^{(\varepsilon)}(z).$$

Combining this with (6.22) and Lemma 6.9 below, it is not difficult to see that

$$E|K' * \Psi^{(\varepsilon)}_{k_1, \ldots, k_r}(z)|^2 \lesssim \varepsilon^{2-r-2 \sum_{i=1}^r |k_i|}.$$

In particular, setting $\Phi^{(\varepsilon)}_{\ell}(z) = (K' * (\Psi^{(\varepsilon)} \circ \ell))(z)$, one has the bound

$$E|D^k \Phi^{(\varepsilon)}_{\ell}(z)|^2 \lesssim \varepsilon^{2-\ell-2|k|}.$$  

(6.23)

We now note that, for $\tau$ as in (6.21), one has

$$\hat{f}(\varepsilon)(E^{j-1}(\tau)) = \varepsilon^{j-1-\ell + \sum_{i=1}^\ell k_i} \Psi^{(\varepsilon)}(z) \circ (2j-n) \Phi^{(\varepsilon)}_{2k_1}(z) \cdots \Phi^{(\varepsilon)}_{2k_\ell}(z).$$

Combining (6.23) and (6.22) with the generalized Leibniz rule and the equivalence of moments for random variables belonging to a Wiener chaos of finite order, we conclude that

$$E|D_r \hat{f}(\varepsilon)(E^{j-1}(\tau))| \lesssim \varepsilon^{(n/2)-1-|r|}.$$

The bound (6.8b) now follows immediately.

6.3. Behaviour of the renormalization constants. The goal of this section is to provide precise asymptotic results on the behaviour of the renormalization constants $C^{(\varepsilon)}(\tau)$ for $\tau \in \mathcal{B}$ appearing in the construction of our model. We have the following convergence result.
THEOREM 6.5. Let \( C_2^{(\varepsilon)} \) and \( C_3^{(\varepsilon)} \) be as in (6.1) and let \( C_{\tau}^{(\varepsilon)} \) be as in (6.2). Then, there exists a constant \( c \in \mathbb{R} \) depending both on the choice of \( K \) and of the mollifier \( \varrho \) such that

\[
\lim_{\varepsilon \to 0} \left( C_3^{(\varepsilon)} + 4C_2^{(\varepsilon)} \right) = c.
\] (6.24)

Furthermore, for every \( \tau \in \mathcal{B} \setminus \{\nabla \mathcal{Y}, \mathcal{Y} \} \), there exists a constant \( c_{\tau} \in \mathbb{R} \) such that \( \lim_{\varepsilon \to 0} C_{\tau}^{(\varepsilon)} = c_{\tau} \), and these constants are independent of the choice of kernel \( K \).

REMARK 6.6. The statement (6.24) is nontrivial since in general both of these constants diverge logarithmically as \( \varepsilon \to 0 \), see [Hai13]. Note furthermore that although it is very similar, this theorem does not follow immediately from [Hai13, Lemma 6.5] because here we consider space–time regularizations of the noise.

For the remainder of this section, it turns out to be more convenient to work with the rescaled kernel

\[
K_{\varepsilon, \varrho}(z) \overset{\text{def}}{=} (\varrho \ast S^{(1)}_{\varepsilon} K)(z),
\]

where the scaling operator \( S^{(\alpha)}_{\varepsilon} \) is defined by

\[
(S^{(\alpha)}_{\varepsilon} K)(t, x) = \varepsilon^\alpha K(\varepsilon^2 t, \varepsilon x).
\]

This is because in the rescaled variables, our kernels will turn out to converge to nontrivial limits, which is something that would not be easily seen in the original variables. Similarly to before, \( K'_{\varepsilon, \varrho} \) denotes the spatial derivative of \( K_{\varepsilon, \varrho} \).

REMARK 6.7. A simple change of variables shows that (6.1) is still valid if we interpret \( \cdots \) as an instance of the rescaled kernel \( K'_{\varepsilon, \varrho} \) instead of the kernel \( \varrho_{\varepsilon} \ast K' \) and \( \cdots \) as an instance of \( (S^{(1)}_{\varepsilon} K)' = S^{(2)}_{\varepsilon}(K') \) instead of \( K' \). We make use of these interpretations for the remainder of this section.

Before we turn to the proof of Theorem 6.5, we provide a number of useful technical results. In order to state our first result, we introduce the family of norms

\[
\| F \|_{\alpha, \beta} = \sup_{|z| \leq 1} |z|^\alpha |F(z)| + \sup_{|z| \geq 1} |z|^\beta |F(z)|,
\]

and we denote by \( B_{\alpha, \beta} \) the Banach space consisting of the functions \( F : \mathbb{R}^{d+1} \to \mathbb{R} \) such that \( \| F \|_{\alpha, \beta} < \infty \). Here, for \( z = (t, x) \), we denoted by \( |z| = |x| + \sqrt{|t|} \) its parabolic norm.
Remark 6.8. It is straightforward to show that $K_{\epsilon,\varrho}$ and $K'_{\epsilon,\varrho}$ belong to $\mathcal{B}_{1,0}$ and $\mathcal{B}_{2,0}$, respectively, and that, for every $\kappa > 0$, they converge to limits in $\mathcal{B}_{1-\kappa,0}$ and $\mathcal{B}_{2-\kappa,0}$, respectively. These limits are given by $P_{\varrho}$ and $P'_{\varrho}$, respectively, where $P_{\varrho} = P \ast \varrho$ and $P$ is the heat kernel without truncation.

Our first preparatory result shows how convolution acts in these spaces.

Lemma 6.9. Suppose that for $j = 1, 2$, $F_j$ are functions on $\mathbb{R}^{d+1}$ with parabolic scaling such that $F_i \in \mathcal{B}_{\alpha_i,\beta_i}$ with $\alpha_i < d + 2$, $i = 1, 2$ and $\beta_1 + \beta_2 > d + 2$. Then there exists $C > 0$ such that

$$\|F_1 \ast F_2\|_{\alpha,\beta} \leq C \|F_1\|_{\alpha_1,\beta_1} \|F_2\|_{\alpha_2,\beta_2},$$

(6.25)

with $\alpha = 0 \vee (\alpha_1 + \alpha_2 - d - 2)$ and $\beta = (\beta_1 + \beta_2 - d - 2) \wedge \beta_1 \wedge \beta_2$.

Proof. The condition $\alpha_i < d + 2$, $i = 1, 2$ is required or the integral defining $F_1 \ast F_2$ diverges at small scales. Similarly, we need $\beta_1 + \beta_2 > d + 2$ for the integral to converge at large scales. By bilinearity, we can (and will from now on) assume that $\|F_j\|_{\alpha_j,\beta_j} = 1$ for $j \in \{1, 2\}$.

Let first $|z| \leq 1$ and write

$$(F_1 \ast F_2)(z) = \int_{\mathbb{R}^{d+1}} F_1(y) F_2(z - y) dy.$$  

(6.26)

We now break the domain of integration into four regions $\{A_i\}_{i=1}^4$ and we bound it separately in each of them. We set

$$A_1 = \{y : |y| \leq 2|z| \& |y| \leq |z - y|\},$$
$$A_2 = \{y : |y| \leq 2|z| \& |y| > |z - y|\},$$
$$A_3 = \{y : |y| \in (2|z|, 2)\},$$
$$A_4 = \{y : |y| > 2\}.$$

For $y \in A_1$, since $|z| \leq |y| + |z - y|$, we have $|z - y| \geq |z|/2$, so that $|F_1(y) F_2(z - y)| \leq |z|^{-\alpha_2} |y|^{-\alpha_1}$. Integrating this bound over $\{|y| \leq 2|z|\}$ yields a bound proportional to $|z|^{d+2-\alpha_1-\alpha_2}$. Exchanging the roles of $y$ and $z - y$, we obtain the same bound for the integral over $A_2$. For $y \in A_3$, have $|z - y| \geq |y| - |z| \geq |y|/2$ and $|z - y| \leq 3$, so that $|F_1(y) F_2(z - y)| \leq |y|^{-\alpha_1-\alpha_2}$. Integrating this bound over $A_3$ yields this time a bound proportional to $1 + |z|^{d+2-\alpha_1-\alpha_2}$. Finally, on $A_4$, we also have $|z - y| \geq |y|/2$, but we additionally have $|y| \geq 2$, so that this time $|F_1(y) F_2(z - y)| \leq |y|^{-\beta_1-\beta_2}$. Since $\beta_1 + \beta_2 > d + 2$ by assumption, this is integrable over $|y| \geq 2$, so that we obtain a bound proportional to 1, thus completing the required bound on $|F_1 \ast F_2(\cdot)|$ for $|z| \leq 1$. 
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For $|z| \geq 1$, we break the domain of integration for (6.26) into five regions $\{B_i\}_{i=1}^5$, namely

\begin{align*}
B_1 &= \{ y : |y| \leq 1/2 \}, \\
B_2 &= \{ y : |z - y| \leq 1/2 \}, \\
B_3 &= \{ y : |y| \leq 2|z| \text{ and } |y| \leq |z - y| \} \setminus B_1, \\
B_4 &= \{ y : |y| \leq 2|z| \text{ and } |y| > |z - y| \} \setminus B_2, \\
B_5 &= \{ y : |y| > 2|z| \}. 
\end{align*}

On $B_1$, we have $|z - y| \geq |z| - |y| \geq |z|/2$ so that, since furthermore $|z| \geq 1$, one has

$$|F_1(y) F_2(z - y)| \lesssim |z|^{-\beta_2} |y|^{-\alpha_1}. \quad (6.27)$$

Integrating this over $B_1$ yields a bound of the order $|z|^{-\beta_2}$ since we assumed that $\alpha_1 < d + 2$. In the case of $B_2$, we similarly obtain a bound of the order $|z|^{-\beta_1}$.

On $B_3$, we have instead $|F_1(y) F_2(z - y)| \lesssim |z|^{-\beta_2} |y|^{-\beta_1}$, which we integrate over $|y| \in (1/2, 2|z|]$, so that we obtain a bound of the order of $|z|^{-\beta_2} (1 + |z|^{d + 2 - \beta_1})$. In the same way, the integral over $B_4$ yields a bound of the order of $|z|^{-\beta_1} (1 + |z|^{d + 2 - \beta_2})$. Finally, for $y \in B_5$, we have $|z - y| \geq |y| - |z| \geq |y|/2$ so that $|F_1(y) F_2(z - y)| \lesssim |y|^{-\beta_1 - \beta_2}$, thus yielding a bound of the order $|z|^{d + 2 - \beta_1 - \beta_2}$.

Collecting all of these bounds completes the proof. $\square$

We also need a slightly stronger conclusion in a special case. In order to formulate this, we introduce the family of norms

$$\| F \|_{\alpha, \beta; 1} = \sup_{|z| \leq 1} |z|^\alpha |F(z)| + \sup_{|z| \geq 1} |z|^\beta (|F(z)| + |z| |\nabla_x F(z)| + |z|^2 |\partial_t F(z)|),$$

and we denote by $\mathcal{B}_{\alpha, \beta; 1}$ the Banach space consisting of the functions $F : \mathbb{R}^{d+1} \to \mathbb{R}$ such that $\| F \|_{\alpha, \beta; 1} < \infty$.

**Lemma 6.10.** Let $F_j$ as in Lemma 6.9, but with $\beta_1 > d + 2 > \beta_2 > 0$, $\alpha_i < d + 2$, and such that additionally $\int F_1(z) \, dz = 0$ and $\| F_2 \|_{\alpha_i, \beta_i; 1} < \infty$. Then, one has the stronger conclusion $\beta = (\beta_1 + \beta_2 - d - 2) \wedge (\beta_2 + 1)$.

**Proof.** We only need to consider $|z| \geq 2$ say and, as before we want to estimate the integral

$$\langle F_1 \ast F_2 \rangle (z) = \int_{\mathbb{R}^{d+1}} F_1(y) (F_2(z - y) - F_2(z)) \, dy. \quad (6.28)$$
The reason why this identity holds is of course that we assumed that $F_1$ integrates to 0. This time, we break the integral into three regions.

First, we consider the case $|y| \leq |z|/2$. In this case, as a simple consequence of our bounds on the derivatives of $F_2$, one has

$$|F_2(z - y) - F_2(z)| \lesssim |y| |z|^{-\beta_2 - 1}.$$  

On the other hand, one has

$$\int_{|y| \leq |z|} |y| |F_1(y)| \, dy \lesssim |z|^{0v(d+3-\beta_1)}.$$  

Combining the two yields a bound of the required form. For the integral over the region $|y| \geq 2|z|$, we use the ‘brutal’ bound

$$|F_2(z - y) - F_2(z)| \lesssim |z|^{-\beta_2},$$  

so that this integral is bounded by $|z|^{-\beta_2} \int_{|y| \geq |z|} |F_1(y)| \, dy$. Since we assumed that $\beta_1 > d + 2$, this integral converges and is of order $|z|^{d+2-\beta_1}$ thus yielding the required bound. Finally, in the region $|z|/2 \leq |y| \leq 2|z|$, we bound $|F_1(y)|$ by $|z|^{-\beta_1}$. Since $\beta_2 < d + 2$, the integral of $|F_2(z - y) - F_2(z)|$ over that region can be bounded by $|z|^{d+2-\beta_2}$, thus again yielding the correct bound. \hfill \square

**Remark 6.11.** Lemmas 6.9 and 6.10 immediately extend to the case of arbitrary scalings by replacing each instance of $d + 2$ by the scaling dimension of the underlying space.

Before we turn to the proof of Theorem 6.5, we define a kernel $Q_{\epsilon}$ by

$$Q_{\epsilon}(z) = \int K'_{\epsilon, \varrho}(z - \bar{z})K'_{\epsilon, \varrho}(-\bar{z}) \, d\bar{z}. \quad (6.29)$$

(Recall Remark 6.7 regarding these notations.) We then have the following result.

**Lemma 6.12.** With $Q_{\epsilon}$ as above, there exist kernels $R_{\epsilon}^{(1)}$, $R_{\epsilon}^{(2)}$ and $\tilde{R}_{\epsilon}$ such that

$$2Q_{\epsilon}(z) = K_{\epsilon, \varrho}(z) + K_{\epsilon, \varrho}(-z) + R_{\epsilon}^{(1)}(z) + (S_{\epsilon}^{(1)}R_{\epsilon}^{(2)})(z),$$

$$S_{\epsilon}^{(2)}K' = K_{\epsilon, \varrho}' + \tilde{R}_{\epsilon},$$

and such that the bounds

$$\|R_{\epsilon}^{(1)}\|_{0,2} + \|R_{\epsilon}^{(2)}\|_{0,4} + \|\tilde{R}_{\epsilon}\|_{2,3} \leq C.$$


hold for some $C$ independent of $\varepsilon \in (0, 1]$. Furthermore, for every $\kappa > 0$, these kernels converge in $B_{0,2-\kappa}, B_{0,4}$ and $B_{2,3-\kappa}$, respectively, as $\varepsilon \to 0$. In the case of $R^{(1)}_\varepsilon$, the limit is 0 and in the case of $\tilde{R}_\varepsilon$ it is independent of the choice of $K$.

**Proof.** Since $K'_{\varepsilon, Q} = \varrho \ast S^{(2)}_\varepsilon K'$, the claim for $\tilde{R}_\varepsilon$ follows from the general fact that, for any kernel $\hat{K}$ with $\|\hat{K}\|_{\alpha, \beta} < \infty$ and $\alpha < d + 2$, one has

$$\|\hat{K} - \varrho \ast \hat{K}\|_{\alpha, \beta + 1} \lesssim \|\hat{K}\|_{\alpha, \beta}.$$ 

Regarding $R_\varepsilon$, an explicit calculation shows that if we denote by $P$ the heat kernel, one has the identity

$$2 \int P'(z - \bar{z})P'(-\bar{z})d\bar{z} = P(z) + P(-z).$$

(Simply consider the Fourier transforms of both sides.) Since $K$ is compactly supported and agrees with $P$ in some neighbourhood of the origin, this immediately implies that there exists a smooth compactly supported function $R$ such that

$$2 \int K'(z - \bar{z})K'(-\bar{z})d\bar{z} = K(z) + K(-z) + R(z).$$

Rescaling and convolving with $\varrho^{(2)}$, we conclude that

$$2Q_\varepsilon(z) = \left(\varrho^{(2)} \ast S^{(2)}_\varepsilon K\right)(z) + \left(\varrho^{(2)} \ast S^{(1)}_\varepsilon K\right)(-z) + S^{(1)}_\varepsilon (\varrho^{(2)} \ast R)(z),$$

so that we can set

$$R^{(2)}_\varepsilon = \varrho^{(2)} \ast R,$$

$$R^{(1)}_\varepsilon(z) = \left((\varrho^{(2)} - \varrho) \ast S^{(1)}_\varepsilon K\right)(z) + \left((\varrho^{(2)} - \varrho) \ast S^{(1)}_\varepsilon K\right)(-z).$$

The required bounds then follow easily. □

**Lemma 6.13.** Let $\tilde{C}_2^{(\varepsilon)}$ and $\tilde{C}_3^{(\varepsilon)}$ be defined by the identities

$$C_2^{(\varepsilon)} = + \tilde{C}_2^{(\varepsilon)}, \quad C_3^{(\varepsilon)} = + \tilde{C}_3^{(\varepsilon)}. \quad (6.30)$$

Then both $\tilde{C}_2^{(\varepsilon)}$ and $\tilde{C}_3^{(\varepsilon)}$ converge to finite limits as $\varepsilon \to 0$, and these limits do not depend on the choice of the cutoff kernel $K$. 
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Proof. Comparing (6.30) to (6.1) and writing \( D_\varepsilon \) for the kernel \( D_\varepsilon \), we have

\[
\tilde{C}_2^{(\varepsilon)} = \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram1}}
\end{array} + \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram2}}
\end{array}.
\]

At this point, we note that \( K^{(2)}_\varepsilon, S^{(2)}_\varepsilon K' \), and \( D_\varepsilon \) converge in \( B_{0,2-k}, B_{2+k,2-k} \), and \( B_{2+k,3-k} \), respectively, and that these limits do not depend on the choice of cutoff \( K \). The claim for \( \tilde{C}_2^{(\varepsilon)} \) now follows by repeatedly applying Lemma 6.9.

The constant \( \tilde{C}_3^{(\varepsilon)} \) can be dealt with in a very similar fashion.

We now have finally all the ingredients required for the proof of Theorem 6.5.

Proof of Theorem 6.5. We first prove that (6.24) holds. Since we also need the kernel \( K_{\varepsilon,\varrho} \) in this proof, we use for it the graphical notation \( \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram3}}
\end{array} \) As a consequence of Lemmas 6.13, 6.12, and 6.9, we have the identities

\[
4C_2^{(\varepsilon)} = \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram4}}
\end{array} + \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram5}}
\end{array} + \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram6}}
\end{array} + \begin{array}{c}
\text{\includegraphics[height=2cm]{diagram7}}
\end{array} + (\ldots),
\]

(6.31)

\[
4C_3^{(\varepsilon)} = 2\begin{array}{c}
\text{\includegraphics[height=2cm]{diagram8}}
\end{array} + 2\begin{array}{c}
\text{\includegraphics[height=2cm]{diagram9}}
\end{array} + (\ldots),
\]

where \( (\ldots) \) denotes an expression that converges to a finite limit as \( \varepsilon \to 0 \). This can easily be shown in a way similar to the proof of Lemma 6.13. For example, one of the additional terms appearing in the right hand side of \( C_2^{(\varepsilon)} \) is given by

\[
((R^{(1)}_\varepsilon \cdot K^{(2)}_\varepsilon) \ast K^{(2)}_\varepsilon \ast P_\varepsilon)(0) + ((R^{(2)}_\varepsilon \cdot K'_\varepsilon) \ast K'_\varepsilon \ast K'_\varepsilon(\cdots))(0). \quad (6.32)
\]

To show that this converges to a finite limit, one uses the fact that, by Remark 6.8 and Lemma 6.12, \( R^{(1)}_\varepsilon, K^{(2)}_\varepsilon, K'_\varepsilon, P_\varepsilon \) converge as \( \varepsilon \to 0 \) in \( B_{0,4-k}, B_{0,2-k}, \) and \( B_{0,1-k}, \) respectively, for every \( \kappa > 0 \). It then suffices to take \( \kappa \) sufficiently small and to apply Lemma 6.9 twice to show that the first term in (6.32) converges to a finite limit. Regarding the second term of (6.32), both \( R^{(2)}_\varepsilon \cdot K'_\varepsilon \) and \( K'_\varepsilon \) converge to limits in \( B_{2+k,3} \) for any \( \kappa > 0 \) so that its convergence can again be reduced to repeated applications of Lemma 6.9. The other terms appearing in the remainder terms of (6.31) can be dealt with in an analogous way.
At this stage, we perform an integration by parts for the integration variable represented by the top-left vertex in the first term for \( C_3^{(3)} \). This yields the exact identity

\[
\begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array}
= -2
\begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array}
\]

where the factor 2 comes from the fact that the derivative of \((K_{e,\rho})^2\) (the two arrows linking the two top vertices) equals \(2K_{e,\rho}K'_{e,\rho}\). Inserting this into the above expression for \( C_3^{(3)} \) yields

\[
C_3^{(3)} = -\begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array} + \frac{1}{2} \begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array} + (\ldots).
\]

We now note that the first term in this expression is identical to the first term appearing in the expression for \( 4C_2^{(3)} \). As a consequence, we have

\[
C_3^{(3)} + 4C_2^{(3)} = \begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array} + \begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array} + \frac{1}{2} \begin{array}{c}
\bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
\end{array} + (\ldots). \quad (6.33)
\]

It is therefore sufficient to show that the four terms appearing on the right hand side of this expression all converge to finite limits as \( \varepsilon \to 0 \).

To bound the first two terms, we use the easily shown fact that the kernel \( K_{e,\rho}^\prime(z)K_{e,\rho}(-z) \) converges to \( P_\rho^\prime(z)P_\rho(-z) \) (where we set \( P_\rho = P \ast \rho \)) \( B_{0,\beta} \) for every \( \beta > 0 \). The fact that these terms converge to finite limits independent of the choice of \( K \) then immediately follows by applying Lemma 6.9 twice. A virtually identical argument allows to deal with the fourth term. Concerning the third term appearing in the right hand side of (6.33), we note that, by Remark 6.8 and Lemma 6.9, the kernel \( F_\varepsilon(z)K_{e,\rho}^\prime(-z) \) converges to a limit in \( B_{0,2-\kappa} \) for any \( \kappa > 0 \), and is supported in \( \{(t, x) : t > -C\} \), for some fixed constant \( C > 0 \). Since the kernel \( K_{e,\rho} \) also has the same support property and converges in \( B_{0,1-\kappa} \), the product \( F_\varepsilon(z)K_{e,\rho}(-z) \) converges in \( B_{0,3-\kappa} \) and is supported in \( \{(t, x) : |t| \leq C\} \). It is straightforward to conclude that such a function is absolutely integrable for \( \kappa \) small enough, and the claim then follows.

It remains to show that the constants \( C_\tau^{(3)} \) have finite limits for all \( \tau \in B \setminus \{\mathcal{Y}_\varepsilon, \mathcal{Y}_\rho\} \), where \( B \) was defined in (5.2). Let us first consider elements \( \tau \) of the form

\[
\tau = \mathcal{E}^\ell(\Psi^{2\ell}I')(\mathcal{E}^m(\Psi^{2m+2}))I'(\mathcal{E}^n(\Psi^{2n+2})),
\]
with $\ell + m + n > 0$, which is essentially a ‘decorated’ version of $\chi \chi$. By the definition (6.2) of $C^{(e)}_\tau$ combined with the definitions of $M^{\text{Wick}}$ and $\Pi^{(e)}$, we have the identity

$$C^{(e)}_\tau = \varepsilon^{\ell + m + n} E((\Psi^{(e)}_\varepsilon)^{\odot(2\ell)} \Phi^{(e)}_{2m+2} \Phi^{(e)}_{2n+2})(0),$$

where we used the notations $\Psi^{(e)} = K' \ast \xi^{(e)}$ and $\Phi^{(e)}_\ell = (K' \ast (\Psi^{(e)})^{\odot \ell})$ as in (6.22) and (6.23). Using graphical notations similar to before and the properties of the Wick product, the expectation appearing in this expression is given by all possible ways of performing pairwise contractions of all nodes of the type $\odot$ without ever contracting two nodes belonging to the same ‘group’ in the following graph:

![Graphical representation of the contraction process]

It is clear that such a pairing can exist only when no such group is larger than the two others combined, that is, when $m \leq \ell + n$, $n \leq \ell + m$, and $\ell \leq m + n + 2$. If one of these conditions fails, one has $C^{(e)}_\tau = 0$ and the statement is trivial. If they are satisfied on the other hand, one obtains with the same graphical notations as in (6.18) the identity

$$C^{(e)}_\tau = \varepsilon^{\ell + m + n} C_{\ell,m,n},$$

where the integer values $a$, $b$ and $c$ are related to $\ell$, $m$ and $n$ by $a + b = 2\ell$, $a + c = 2m + 2$, $b + c = 2n + 2$, and the combinatorial factor $C_{\ell,m,n}$ is given by

$$C_{\ell,m,n} = \frac{(2m + 2)!(2n + 2)!(2\ell)!}{a!b!c!}.$$

The above conditions on $\ell$, $m$, $n$ precisely guarantee that $a$, $b$ and $c$ are positive. In order to show that $C^{(e)}_\tau$ converges to a limit as $\varepsilon \to 0$, we note first that as
before we can perform a change of variables such that one actually has

\[ C^{(\varepsilon)} = C_{\ell,m,n}, \quad (6.35) \]

provided that we now interpret \( \xrightarrow{(k)} \) as \( P^{k} \) and \( \xrightarrow{\beta} \) as \( S^{(2)}_{\varepsilon} K' \). As a consequence of Lemma 6.12, combined with the properties of the scaling operator and the definition of \( K \), the kernel \( P^{c}_{\varepsilon} \) converges to a limit \( P_{0} \) in \( \mathcal{B}_{0,1-\kappa} \) for every \( \kappa > 0 \). Similarly, the kernel \( S^{(2)}_{\varepsilon} K' \) converges to \( P' \) (the spatial derivative of the heat kernel \( P \)) in \( \mathcal{B}_{2,2-\kappa} \) for every \( \kappa > 0 \). In all cases, these limits are independent of the choice of kernel \( K \).

Write \( \tilde{P}^{(a)}_{\varepsilon} = P^{a}_{\varepsilon} S^{(2)}_{\varepsilon} K' \) as a shorthand. As a consequence of the above, the kernels \( \tilde{P}^{(a)}_{\varepsilon}, \tilde{P}^{(b)}_{\varepsilon} \), and \( P^{c}_{\varepsilon} \) converge in \( \mathcal{B}_{2,2+a-\kappa}, \mathcal{B}_{2,2+b-\kappa} \) and \( \mathcal{B}_{0,c-\kappa} \), respectively. We now distinguish between two different cases. First, we consider the case \( c = 0 \). In this case we see from (6.35) that

\[ C^{(\varepsilon)} = C_{\ell,m,n} \int \tilde{P}^{(a)}_{\varepsilon}(z) \, dz \int \tilde{P}^{(b)}_{\varepsilon}(z) \, dz. \]

Since the kernels \( \tilde{P}^{(a)}_{\varepsilon} \) and \( \tilde{P}^{(a)}_{\varepsilon} \) are odd under the substitution \( x \mapsto -x \), we have \( C^{(\varepsilon)} = 0 \) in this case so the claim is trivial. In the case \( c > 0 \), we obtain from (6.35) the identity

\[ C^{(\varepsilon)} = C_{\ell,m,n}(\tilde{P}^{(a)}_{\varepsilon} \ast \tilde{P}^{(a)}_{\varepsilon}(\cdot) \ast P^{c}_{\varepsilon})(0). \]

To show that this converges, note first that as a consequence of Lemma 6.9, \( \tilde{P}^{(a)}_{\varepsilon} \ast \tilde{P}^{(a)}_{\varepsilon}(\cdot) \) converges in \( \mathcal{B}_{1,\beta} \) to some limit \( \tilde{P}^{(a,b)}_{\varepsilon} \) for every \( \beta < (1 + a + b) \wedge (2 + a) \wedge (2 + b) \). There are now three cases. If \( a = b = 0 \), then \( \tilde{P}^{(a,b)}_{\varepsilon} \in \mathcal{B}_{1,1-\kappa} \).

In this case one has \( \ell = 0 \) and \( c = m + n + 2 \geq 3 \), so that \( P^{c}_{\varepsilon} \) converges in \( \mathcal{B}_{0,3-\kappa} \). Lemma 6.9 then implies that the convolution converges in \( \mathcal{B}_{0,0} \), so that \( C^{(\varepsilon)} \) converges. If \( a > b = 0 \), then \( \tilde{P}^{(a,b)}_{\varepsilon} \in \mathcal{B}_{1,2-\kappa} \). In this case, since \( b = 0 \) and \( b + c = 2n + 2 \), one has \( c \geq 2 \) so that \( P^{c}_{\varepsilon} \) converges in \( \mathcal{B}_{0,2-\kappa} \). This does again allow us to apply Lemma 6.9 to show that \( C^{(\varepsilon)} \) converges in this case. The case \( b > a = 0 \) is of course identical. In the last case when both \( a \) and \( b \) are strictly positive, one has \( \tilde{P}^{(a,b)}_{\varepsilon} \in \mathcal{B}_{1,3-\kappa} \). Since we assumed \( c > 0 \), this again allows us to apply Lemma 6.9 to cover this last case as well.

We now turn to

\[ \tau = \mathcal{E}^{\ell} (\Psi^{2\ell+1} T' (\mathcal{E}^{m} (\Psi^{2m+1} T' (\mathcal{E}^{n} (\Psi^{2n+2})))))). \]
the ‘decorated’ version of $\mathcal{N}$. In this case, an argument virtually identical to above shows that one has

$$C^{(\varepsilon)}_{\tau} = C_{\ell,m,n},$$

(6.36)

but this time the constants $a$, $b$, $c$ satisfy

$$a + c = 2\ell + 1, \quad a + b = 2m + 1, \quad b + c = 2n + 2.$$  

(6.37)

As before one has $C^{(\varepsilon)}_{\tau} = 0$ when $c = 0$ so that we can assume $c > 0$. As before, we then have

$$C^{(\varepsilon)}_{\tau} = C_{\ell,m,n}(\tilde{P}_{\varepsilon}^{(a,b)} \ast P_{\varepsilon}^c)(0),$$

this time with $\tilde{P}_{\varepsilon}^{(a,b)} = \tilde{P}_{\varepsilon}^{(a)} \ast \tilde{P}_{\varepsilon}^{(b)}$ which, as before, converges to a limit $\tilde{P}_{\varepsilon}^{(a,b)}$ in $B_{1,\beta}$ for every $\beta < (1 + a + b) \wedge (2 + a) \wedge (2 + b)$. The case $a = b = 0$ is impossible since one has $a + b \geq 1$, so assume first $a > b = 0$. As before, this implies that $c \geq 2$, so that this case is covered by Lemma 6.9 as above. The case where $a, b, c > 0$ is also covered in exactly the same way as above. This time however, the case $b > a = 0$ is not the same as the case $a > b = 0$ since the conditions (6.37) are no longer symmetric under $a \leftrightarrow b$. If $c \geq 2$, then this case is covered in the same way as before.

However, it can happen this time that $a = 0$ and $c = 1$, which is not covered by Lemma 6.9 anymore. Our assumptions then imply that $b \geq 3$, so that $\tilde{P}_{\varepsilon}^{(b)}$ is integrable. We furthermore exploit the fact that $\tilde{P}_{\varepsilon}^{(b)}$ is odd, so that it actually integrates to 0 and we are in the setting of Lemma 6.10 with $\alpha_1 = \alpha_2 = 2$, $\beta_1 = 5 - \kappa$, and $\beta_2 = 2 - \kappa$. This shows that in this case $\tilde{P}_{\varepsilon}^{(a,b)}$ converges to $\tilde{P}^{(a)}$ not only in $B_{1,\beta}$ for $\beta < 2$, but also for all $\beta < 3$. Lemma 6.9 now applies to show that the convolution with $P_{\varepsilon}$ converges in $B_{0,0}$, thus yielding the required convergence and concluding the proof.

7. Main convergence results

We are now ready to collect the various results from the previous sections in order to prove the main convergence results of this article.

7.1. Weak asymmetry regime. We have the following result, which allows us to identify solutions driven by the model $\mathcal{M}$ with the Hopf–Cole solutions to the KPZ equation.
PROPOSITION 7.1. Let $\gamma, \eta$ be as in Theorem 4.16 and let $H \in D^{\gamma, \eta}$ be the solution to (4.20) given by Theorem 4.16 for the model $M$ given by Theorem 6.1, and with initial condition $h_0 \in C^\eta$. Then, there exists a constant $c$ depending only on the choice of cutoff kernel $K$ such that the function $h(t, x) = (RH)(t, x) - \lambda^3 ct$ is almost surely equal to $h_{HC}^{(\lambda)}$ with $\lambda = \hat{a}_1$.

In order to prove this result, we give an alternative construction of the model $M$. This will allow us to obtain Proposition 7.1 as an essentially immediate consequence of [HP15, Theorem 4.7]. To formulate this preliminary result, we define $\tilde{M}(\varepsilon)$ exactly as $M(\varepsilon)$, but this time with $C_\tau = 0$ for every $\tau$ of the form (5.2) with $\ell + m + n > 0$. Using the same notations as above, we then have the following result:

PROPOSITION 7.2. Let $\xi^{(\varepsilon)}$ be given by (1.11) and consider the sequence of models on $\mathcal{T}$ given by

$$\tilde{M}_\varepsilon = \tilde{M}^{(\varepsilon)} \mathcal{L}_0(\xi^{(\varepsilon)}),$$

with $\mathcal{L}_0$ defined in Section 3.6. Then, one has $\tilde{M}_\varepsilon \to M$ in $M_0$ in probability, where $M$ is the same (random) model as in Theorem 6.1.

REMARK 7.3. Note that in the statement of Proposition 7.2, we consider the lift $\mathcal{L}_0$ instead of the lift $\mathcal{L}_\varepsilon$. Since we furthermore set $C_\tau = 0$ for every formal expression $\tau$ containing the symbol $E$, the model $\tilde{M}_\varepsilon$ yields 0 when applied to any formal expression that includes a power of $E$.

Proof. By the combined definitions of $\mathcal{L}_0$ and $\tilde{M}^{(\varepsilon)}$ (in particular the fact that $C_\tau = 0$ for every $\tau$ of the form (5.2) with $\ell + m + n > 0$), the model $\tilde{M}_\varepsilon = (\tilde{\Pi}^{(\varepsilon)}, \tilde{f}^{(\varepsilon)})$ satisfies $\tilde{\Pi}_\varepsilon^{(\varepsilon)} \tau = 0$ for every symbol $\tau$ that contains at least one occurrence of $E$. Therefore, any limiting model $\tilde{\Pi}$ must satisfy $\tilde{\Pi}_\varepsilon \tau = 0$ for such symbols, which is indeed the case for $\tilde{\Pi}$.

Regarding the symbols $\tau$ not containing $E$, we see from the definition of $\mathcal{L}_\varepsilon$ in Section 3.6 that both $\mathcal{L}_\varepsilon(\xi^{(\varepsilon)})$ and $\mathcal{L}_0(\xi^{(\varepsilon)})$ act in exactly the same way on these symbols. Furthermore, the map $\Delta^{\text{Wick}}$ appearing in (5.1) is the same for the constructions of $M^{(\varepsilon)}$ and $\tilde{M}^{(\varepsilon)}$, and the maps $M_0$ (also appearing in (5.1)) coincide on all elements not containing the symbol $E$. Therefore, we have $\tilde{\Pi}_\varepsilon^{(\varepsilon)} \tau = \tilde{\Pi}_\varepsilon^{(\varepsilon)} \tau$ for every $\tau$ not containing $E$. The claim (including that the models $\tilde{M}_\varepsilon$ converge in $M_0$) immediately follows from the fact that, $\tilde{f}^{(\varepsilon)}$ is uniquely determined from $\tilde{\Pi}^{(\varepsilon)}$ by the condition that our models are admissible and satisfy $\tilde{f}_z^{(\varepsilon)}(e^{\phi^{k, k}}(\tau)) = 0$ for every $\tau$. □
Proof of Proposition 7.1. By Proposition 7.2, \( h \) is the limit in probability of \( h_\varepsilon \), where \( h_\varepsilon = R(\varepsilon)H_\varepsilon \), with \( H_\varepsilon \) the solution to the fixed point problem associated to the model \( \mathcal{M}_\varepsilon \) and \( R(\varepsilon) \) the corresponding reconstruction operator. (Note that \( \mathcal{M}_\varepsilon \) is a model in \( \mathcal{M}_0 \) and the convergence takes place there. As a consequence, we can take an initial condition in \( C^\eta \) even for \( \varepsilon \neq 0 \).)

However, we know from Proposition 5.9 that \( h_\varepsilon \) is the classical strong solution to the semilinear PDE
\[
\partial_t h_\varepsilon = \partial^2_x h_\varepsilon + \hat{a}_1 (\partial_x h_\varepsilon)^3 + \xi_\varepsilon - \hat{a}_1 C^{(\varepsilon)}_0 - c_\varepsilon, \tag{7.1}
\]
where the constant \( c_\varepsilon \) is given by
\[
c_\varepsilon = 2\hat{a}_1^3 \left( 4 C^{(\varepsilon)}_2 + C^{(\varepsilon)}_3 \right).
\]
(Recall that the constants \( C_i^{(\varepsilon)} \) were defined in (6.1).) This constant converges to a finite limit of the form \( \hat{a}_1^3 c_0 \) with \( c_0 \in \mathbb{R} \) depending in general both on the mollifier \( \varrho \) and the (arbitrary) choice of kernel \( K \) by Theorem 6.5. In particular, a simple application of the chain rule shows that \( Z_\varepsilon = \exp(\hat{a}_1 h_\varepsilon) \) is the mild solution to
\[
\partial_t Z_\varepsilon = \partial^2_x Z_\varepsilon + \hat{a}_1 Z_\varepsilon \xi_\varepsilon - \hat{a}_1 (\hat{a}_1 C^{(\varepsilon)}_0 + c_\varepsilon) Z_\varepsilon. \tag{7.2}
\]
It was recently shown in [HP15, Theorem 4.7] (but see also [Hai13]) that, for every \( T > 0 \), the family \( Z_\varepsilon \) converges in probability in \( C^n([0, T] \times S^1) \) to a limit \( Z \) and that, provided that the renormalization constant \( c_\varepsilon \) is suitably chosen (of the form \( \hat{a}_1^3 \hat{c}_0 \) for some \( \hat{c}_0 \) depending only on the choice of mollifier), this limit is almost surely equal to the solution to the stochastic heat equation (1.3) with \( \lambda = \hat{a}_1 \). This shows that the limit of (7.2) is given by
\[
Z = \exp(\hat{a}_1^3 (\hat{c}_0 - c_0) t) Z^{(\hat{a}_1)}.
\]
Since we know that \( Z^{(\hat{a}_1)} \) remains strictly positive [BG97], this implies in particular that \( h_\varepsilon - \hat{a}_1^3 (\hat{c}_0 - c_0) t \) converges in probability to \( h^{(\lambda)}_{HC} \), thus proving the claim with \( c = \hat{c}_0 - c_0 \). The fact that \( c \) depends only on \( K \) and not on the choice of mollifier \( \varrho \) is a simple consequence of the fact that neither the limiting model \( \mathcal{M} \) nor the Hopf–Cole solution depend on \( \varrho \). (But the limiting model \( \mathcal{M} \) does depend on the choice of \( K \), this is why there is no ‘canonical’ value for \( c \).) \( \square \)

We are now ready to collect all of these results to prove the main convergence result of this article.

Proof of Theorem 1.2. Writing \( \hat{h}_\varepsilon = h_\varepsilon - (\varepsilon^{-1} \hat{\lambda} + c) t \), we first note that \( \hat{h}_\varepsilon \) solves the equation
\[
\partial_t \hat{h}_\varepsilon = \partial^2_x \hat{h}_\varepsilon + \frac{1}{\varepsilon} F \left( \sqrt{\varepsilon} \partial_x h_\varepsilon \right) - \varepsilon^{-1} \hat{\lambda} - c + \xi^{(\varepsilon)}.
\]
Define now coefficients \( \hat{a}_k \) implicitly by imposing the identity between polynomials

\[
F(x) = \sum_{k=0}^{m} \hat{a}_k H_{2k}(x, C_0),
\]

where \( H_k(x, c) \) denotes the \( k \)th generalized Hermite polynomial as in (5.6). One can check that the coefficients \( \hat{a}_k \) are then given by

\[
\hat{a}_k = \frac{1}{k!} \int F^{(k)}(x) \mu_0(dx).
\]

As a consequence of Proposition 5.9, it then follows that, provided that the constant \( c \) is suitably chosen and that we set \( \hat{\lambda} = \hat{a}_0 \), one has \( \hat{h}_\varepsilon = \mathcal{R} H \), where \( H \) solves the fixed point problem (4.20) for the renormalized model \( \mathcal{M}_\varepsilon \) considered in Theorem 6.1. The (local in time) convergence of \( \hat{h}_\varepsilon \) to a limit \( h \) now follows by combining the convergence of \( \mathcal{M}_\varepsilon \) given in Theorem 6.1 with Theorem 4.16. The identification of the limit as the Hopf–Cole solution (provided that the constant \( c \) is suitably chosen) is given by Proposition 7.1. Since we know that the Hopf–Cole solutions are global, we immediately obtain convergence over any fixed time interval from the last statement of Theorem 4.16.

7.2. Intermediate disorder regime. We now prove Theorem 1.1. Let us first consider the special case where \( F \) is a polynomial, so that \( \tilde{F} = 0 \). In this case, we can rewrite the nonlinearity of (1.16) as

\[
\sum_{k=0}^{2p-1} a_{p+k} \varepsilon^{k/(2p-1)} x^{p+k-1} (\partial_x h_\varepsilon)^{2(p+k)},
\]

which suggests that we should set \( F_\varepsilon(x) = \sum_{k=0}^{2p-1} a_{p+k} \varepsilon^{k/(2p-1)} x^{2(p+k)} \) and define coefficients \( \hat{a}_k^{(\varepsilon)} \) as before by

\[
\hat{a}_k^{(\varepsilon)} = \frac{1}{k!} \int F_\varepsilon^{(k)}(x) \mu_0(dx).
\]

In this case, one has in particular \( \hat{a}_2^{(\varepsilon)} \to \lambda \), with \( \lambda \) as in (1.17), as well as \( \hat{a}_0^{(\varepsilon)} = \varepsilon C_\varepsilon \), with \( C_\varepsilon \) as in (1.17). One also has \( \hat{a}_k^{(\varepsilon)} \to \hat{a}_k \) for some \( \hat{a}_k \) proportional to \( a_p \) for \( k \leq p \), and \( \hat{a}_k^{(\varepsilon)} \to 0 \) for \( k \in \{p, \ldots, 3p-1\} \). With these notations at hand,
we consider the fixed point problem

\[
H_\varepsilon = \mathcal{P}1_+ \left( \Xi + \sum_{j=1}^{3p-1} \hat{a}_j(\varepsilon) Q_{\leq 0} \hat{E}^{-j-1} \left( Q_{\leq 0} (\mathcal{D} H_\varepsilon)^2 j \right) \right)
+ \varepsilon^{-(3p-1)/(2p-1)} \tilde{F} \left( \varepsilon^{p/(2p-1)} \mathcal{R} \mathcal{D} H_\varepsilon \right) 1
+ P h_0^{(\varepsilon)},
\]

(7.3)

where \( \mathcal{R} \) denotes the reconstruction operator. Note now that if \( H_\varepsilon \) solves this fixed point equation and belongs to \( \mathcal{D}^{\gamma, \eta}_{\varepsilon} \), then \( \mathcal{D} H_\varepsilon \) is necessarily of the form

\[
\mathcal{D} H_\varepsilon = \mathcal{I}'(\Xi) + U',
\]

with \( U' \in \mathcal{D}^{\gamma, \eta}_{\varepsilon} \) and \( U' \) taking values in the subspace of \( \mathcal{T} \) spanned by 1 and elements with strictly positive homogeneity. In particular, by (4.10) and [Hai14, Definition 6.2], \( \mathcal{R} U' \) is a continuous function such that

\[
\left| (\mathcal{R} U')(t, x) \right| \lesssim (\varepsilon^2 + |t|)^{(\eta - 1)/2} \| H_\varepsilon \|_{\gamma, \eta; \varepsilon}.
\]

(7.4)

It is also straightforward to show that

\[
\left| \left( \Pi^{(\varepsilon)}_x \mathcal{I}'(\Xi) \right)(z) \right| = |(K' \ast \xi^{(\varepsilon)})(z)| \lesssim \varepsilon^{-(1/2) - \kappa},
\]

(7.5)

for any \( \kappa > 0 \), uniformly over compact domains. This shows that, for \( \eta > \frac{1}{2} - \kappa \), the map

\[
H_\varepsilon \mapsto \varepsilon^{(1/2) + \kappa} \mathcal{R} \mathcal{D} H_\varepsilon,
\]

is locally Lipschitz continuous from \( \mathcal{D}^{\gamma, \eta}_{\varepsilon} \) into \( \mathcal{C} \) (the space of continuous functions on the compact domain \( D \) endowed with the supremum norm), uniformly over models \( (\Pi, \Gamma) \in \mathcal{M}_\varepsilon \) with \( |\Pi|_\varepsilon \) bounded and furthermore satisfying (7.5). Combining this with the fact that \( |\tilde{F}(u) - \tilde{F}(v)| \lesssim |u - v|(|u|^{6p-1} + |v|^{6p-1}) \) for \( u \) and \( v \) bounded, we conclude that, provided that \( \kappa < 1/(12p^2) \), the map

\[
H_\varepsilon \mapsto \tilde{F}^{(\varepsilon)}(H_\varepsilon) \overset{\text{def}}{=} \varepsilon^{-(3p-1)/(2p-1)} \tilde{F} \left( \varepsilon^{p/(2p-1)} \mathcal{R} \mathcal{D} H_\varepsilon \right),
\]

is locally Lipschitz continuous from \( \mathcal{D}^{\gamma, \eta}_{\varepsilon} \) into \( \mathcal{C} \) (the space of continuous functions on the compact domain \( D \) endowed with the supremum norm), with both norm and Lipschitz constant bounded uniformly over \( \varepsilon \in (0, 1] \), \( H_\varepsilon \) in bounded balls of \( \mathcal{D}^{\gamma, \eta}_{\varepsilon} \), and models in \( \mathcal{M}_\varepsilon \) with bounded norm satisfying (7.5).
for a fixed proportionality constant. As a matter of fact, both the norm and the Lipschitz constant of $\tilde{F}^{(\varepsilon)}$ are bounded by $\varepsilon^\theta$ for some $\theta > 0$. Since the map $u \mapsto P \ast 1_+ u$, where $P$ denotes the heat kernel, maps $C$ into $D^{\gamma,\eta}$ with norm bounded uniformly in $\varepsilon$ and behaving like $T^\theta$ for some $\theta > 0$, where $T$ is the local existence time under consideration, we can proceed as in the proof of Theorem 4.16 to conclude that (7.3) admits local solutions with a local existence time uniform over initial conditions and models as just discussed.

As in the proof of Theorem 4.16, one shows that as $\varepsilon \to 0$, assuming that $\|\Pi^{(\varepsilon)}; \Pi_\varepsilon \to 0$ for some model $\Pi$ and that the bound (7.5) holds uniformly over $\varepsilon \in (0, 1]$, one has $\|H_\varepsilon; H\|_{\gamma,\eta;\varepsilon} \to 0$, where $H$ solves the fixed point problem

$$H_\varepsilon = \mathcal{P}1_+ \left( \mathcal{E} + \sum_{j=1}^p \hat{a}_j Q_{\leq 0} \hat{\mathcal{E}}_{j-1} \left( Q_{\leq 0} (\partial H_\varepsilon)^{2j} \right) \right) + \mathcal{P}h_0. \quad (7.6)$$

We now conclude exactly as before, noting that if we take for $\Pi^{(\varepsilon)}$ the model $\mathfrak{M}_\varepsilon$ considered in Theorem 6.1 then, as a consequence of Proposition 5.9, $\mathcal{R}H_\varepsilon$ is precisely equal to $h_\varepsilon - (C_\varepsilon + c_\varepsilon)t$, for the same constant $C_\varepsilon$ as in the statement and some constant $c_\varepsilon$ converging to a limit $c \in \mathbb{R}$.
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**Appendix A. A bound on generalized convolutions**

In this section we obtain an estimate which allows us to bound the kind of generalized convolutions of kernels appearing in the construction of quite general models built from Gaussian (and other) processes.

The basic ingredients are the following: a finite directed multigraph $\mathfrak{G} = (\mathbb{V}, \mathcal{E})$ with edges $e \in \mathcal{E}$ labelled by pairs $(a_e, r_e) \in \mathbb{R}_+ \times \mathbb{Z}$, and kernels $K_e : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$ which are compactly supported in the ball of radius 1 around the origin. By multigraph we mean that we allow (a finite number of) multiple edges between vertices. However, we will not allow edges from a vertex to itself (loops). We will always assume that every vertex has either an outgoing or incoming edge. The exponent $a_e$ describes the singularity of the kernel $K_e$ at
the origin in the sense that we assume that, for every \( p > 0 \) and every edge \( e \in \mathbb{E} \), the quantity \( \| K_e \|_{a; p} \) is finite, where

\[
\| K \|_{a; p} = \sup_{\| x \|_{a} \leq 1, |k|_{a} < p} \| x \|_{a}^{\alpha + |k|_{a}} |D^{k} K(x)| < \infty. \tag{A.1}
\]

The constant \( r_e \) will be used to allow for a renormalization of the singularity. The kernels are otherwise assumed to be smooth. If \( r_e < 0 \), then we will in addition be given a collection of real numbers \( \{ I_{e, k} \}_{|k|_{a} < |r_e|} \) used to identify a Schwartz distribution associated to the singularity (see (A.5)).

We will always consider the situation where \( G \) contains a finite number \( M \geq 1 \) (typically \( M = 2 \)) of distinguished edges \( e_{*, 1}, \ldots, e_{*, M} \) connecting a distinguished vertex \( 0 \in \mathbb{V} \) to \( M \) distinct vertices \( v_{*, 1}, \ldots, v_{*, M} \), and all with label \( (a_e, r_e) = (0, 0) \). In other words, the graphs we consider will always be of the following type:

![Graph Diagram](https://www.cambridge.org/core/core/terms. https://doi.org/10.1017/fmp.2018.2)

(In particular, some of the nondistinguished vertices may connect to 0.) Here, the integer \( M \) will denote the moment we are currently controlling and the distinguished edges will represent test functions. We will use the notation \( \mathbb{V}_{*} \subset \mathbb{V} \) for the set consisting of the special vertex \( 0 \), plus the vertices \( v_{*, i} \), and we write \( \mathbb{V}_{0} = \mathbb{V} \setminus \{0\} \).

Given a directed edge \( e \in \mathbb{E} \), we write \( e_{\pm} \) for the two vertices so that \( e = (e_{-}, e_{+}) \) is directed from \( e_{-} \) to \( e_{+} \). In cases where there is more than one edge connecting \( e_{-} \) to \( e_{+} \) we will always assume that at most one can have nonzero renormalization \( r_e \), and in that case \( r_e \) must be positive. Then we may identify the multigraph with a graph \( (\mathbb{V}, \hat{E}) \) where the multiedges from \( e_{-} \) to \( e_{+} \) are merged into one single edge whose label \( (\hat{a}_e, r_e) \) is simply the sum of the labels on the original multiedges. The rest of the assumptions are most easily stated in terms of these new labels on the resulting directed graph \( (\mathbb{V}, \hat{E}) \), although the application will be to the generalized convolution on the original graph. We will also sometimes make the abuse of notation that identifies \( e \) with the set
{e_-, e_+} even though our edges are directed. A subset \( \mathcal{V} \subset V \) has **outgoing edges** \( \mathbb{E}^+(\mathcal{V}) = \{ e \in \mathbb{E} : e \cap \mathcal{V} = e_- \} \), **incoming edges** \( \mathbb{E}^-(\mathcal{V}) = \{ e \in \mathbb{E} : e \cap \mathcal{V} = e_+ \} \), **internal edges** \( \mathbb{E}_0(\mathcal{V}) = \{ e \in \mathbb{E} : e \cap \mathcal{V} = e \} \), and **incident edges** \( \mathbb{E}(\mathcal{V}) = \{ e \in \mathbb{E} : e \cap \mathcal{V} \neq \emptyset \} \). We will also use \( \mathbb{E}_+(\mathcal{V}) = \{ e \in \mathbb{E}(\mathcal{V}) : r_e > 0 \} \) to denote the edges with positive renormalization, \( \mathbb{E}^+_+= \mathbb{E}_+ \cap \mathbb{E}^+ \) and \( \mathbb{E}^+_-= \mathbb{E}^- \cap \mathbb{E}^- \).

**Assumption A.1.** The resulting directed graph \((\mathcal{V}, \hat{\mathbb{E}})\) with labels \((\hat{\alpha}_e, r_e)\) satisfies: no edge with \( r_e \neq 0 \) connects two elements in \( \mathcal{V}_* \) and \( 0 \in e \Rightarrow r_e = 0 \); no more than one edge with negative renormalization \( r_e < 0 \) may be incident to the same vertex; and

(1) For all \( e \in \hat{\mathbb{E}}, \) one has \( \hat{\alpha}_e + (r_e \land 0) < |s| \) where \( |s| = \sum_i s_i; \)

(2) for every subset \( \mathcal{V} \subset V_0 \) of cardinality at least 3,

\[
\sum_{e \in \hat{\mathbb{E}}_0(\mathcal{V})} \hat{\alpha}_e < (|\mathcal{V}| - 1)|s|; \tag{A.2}
\]

(3) for every subset \( \mathcal{V} \subset V \) containing 0 of cardinality at least 2,

\[
\sum_{e \in \hat{\mathbb{E}}_0(\mathcal{V})} \hat{\alpha}_e + \sum_{e \in \hat{\mathbb{E}}^+_+(\mathcal{V})} (\hat{\alpha}_e + r_e - 1) - \sum_{e \in \hat{\mathbb{E}}^+_-(\mathcal{V})} r_e < (|\mathcal{V}| - 1)|s|; \tag{A.3}
\]

(4) for every nonempty subset \( \mathcal{V} \subset V \setminus V_* \),

\[
\sum_{e \in \hat{\mathbb{E}}(\mathcal{V}) \setminus \hat{\mathbb{E}}^+_+(\mathcal{V})} \hat{\alpha}_e + \sum_{e \in \hat{\mathbb{E}}^+_+(\mathcal{V})} r_e - \sum_{e \in \hat{\mathbb{E}}^+_-(\mathcal{V})} (r_e - 1) > |\mathcal{V}||s|. \tag{A.4}
\]

Next we describe the renormalization procedure. If \( r_e < 0 \), then, in a way reminiscent of [BP57, Hep69, Zim69], we associate to \( K_e \) the distribution,

\[
(\mathcal{R}K_e)(\varphi) = \int K_e(x) \left( \varphi(x) - \sum_{|k|_a \ll |r_e|} \frac{x^k}{k!} D^k \varphi(0) \right) dx + \sum_{|k|_a \ll |r_e|} \frac{I_{e,k}}{k!} D^k \varphi(0). \tag{A.5}
\]

Note that Assumption A.1(1) and (A.1) imply that the integral in the definition of \( \mathcal{R}K_e \) converges, so that this definition actually makes sense. In some situations, it is natural to choose the constants \( I_{e,k} \) to vanish, but this is not always the case. For example, this allows us to deal with ‘kernels’ for which \( K = 0 \), representing Dirac’s delta-function. It also allows to deal with the fact that the choice of \( K_e \)
sometimes contains some arbitrariness (in our case this might be an arbitrary cutoff of the heat kernel), so that setting \( I_{e,k} = 0 \) is itself the consequence of an arbitrary choice.

Of course, if \( \int |K_e(x)||x|^k \, dx < \infty \) for \( |k|_s < |r_e| \) and \( I_{e,k} = \int K_e(x)x^k \, dx \), then one just has \( (\mathcal{R}K_e)(\varphi) = \int K_e(x)\varphi(x) \, dx \). For \( r_e \geq 0 \), we just define \( (\mathcal{R}K_e)(\varphi) = \int K_e(x)\varphi(x) \, dx \).

Equation (A.5) defines a distributional ‘kernel’ \( \hat{K}_e \) for \( r_e < 0 \) acting on smooth \( \varphi \) on \( \mathbb{R}^d \times \mathbb{R}^d \) by

\[
\hat{K}_e(\varphi) \overset{\text{def}}{=} \frac{1}{2} \int \mathcal{R}K_e(\varphi_z) \, dz,
\]

where \( \varphi_z(z) \overset{\text{def}}{=} \varphi((z + \bar{z})/2, (z - \bar{z})/2) \). This may appear to be a slightly strange definition at first sight, but if \( \mathcal{R}K_e \) happens to be represented by a measurable function \( \mathcal{R}K_e \), then this definition is equivalent to

\[
\hat{K}_e(\varphi) = \int \int \mathcal{R}K_e(x_{e+} - x_{e-})\varphi(x_{e+}, x_{e-}) \, dx_{e-} \, dx_{e+}.
\]

For \( r_e \geq 0 \), we similarly define

\[
\hat{K}_e(x_{e-}, x_{e+}) = K_e(x_{e+} - x_{e-}) - \sum_{|j|_s < r_e} \frac{x_{e+}^j}{j!} D^j K_e(-x_{e-}). \tag{A.6}
\]

Then it is natural to say that a sequence of such collections of kernels \( K_m \to K \) if they satisfy (A.1) uniformly in \( m \), and, for each \( e \) with \( r_e \geq 0 \), \( D^j K_{e,m} \to D^j K_e \) for \( |j|_s < r_e \) pointwise on \( x \in \mathbb{R}^d \setminus \{0\} \) as \( m \to \infty \), and for each \( e \) with \( r_e < 0 \), \( K_{e,m} \to K_e \) pointwise and \( I_{e,k,m} \to I_{e,k} \), \( |k|_s < |r_e| \).

**Remark A.2.** In principle, one may encounter situations where more sophisticated renormalization procedures are required. For the purpose of the present article however, the procedure described here is sufficient.

For a smooth test function \( \varphi \), let \( \varphi_\lambda(x) = \lambda^{-|s|} \varphi(x/\lambda) \). The key quantity of interest is the generalized convolution

\[
\mathcal{I}^\varphi(\varphi_\lambda, K) \overset{\text{def}}{=} \int_{(\mathbb{R}^d)^0} \prod_{e \in E} \hat{K}_e(x_{e-}, x_{e+}) \prod_{i=1}^M \varphi_\lambda(x_{v,i}) \, dx.
\]  \tag{A.7}

It is not obvious in general whether the right hand side of (A.7) even makes sense, but actually it is not so hard to see that our conditions imply that in the
situation where the kernels $K$ are given by smooth functions, the distributions $\mathcal{R}K_e, r_e < 0$ also act only on smooth functions. The fact that it does still make sense in general is part of the following statement, which is the main result of this section.

**THEOREM A.3.** Let $G = (V, E)$ be a finite directed multigraph with labels $\{a_e, r_e\}_{e \in E}$ and kernels $\{K_e\}_{e \in E}$ with the resulting graph satisfying Assumption A.1 and its preamble. Then, there exist $C, p < \infty$ depending only on the structure of the graph $(V, E)$ and the labels $r_e$ such that

$$\mathcal{I}_G^G(\psi_\lambda, K) \leq C \lambda^{\tilde{\alpha}} \prod_{e \in E} \|K_e\|_{a_e; p}, \quad (A.8)$$

for $0 < \lambda \leq 1$, where

$$\tilde{\alpha} = |s| |V \setminus V_*| - \sum_{e \in E} a_e.$$

In particular, the generalized convolution in (A.7) is well defined in the sense that if $K_m \to K$, then $\mathcal{I}_G^G(\psi_\lambda, K_m)$ converges to a limit $\mathcal{I}_G^G(\psi_\lambda, K)$ that is independent of the approximating sequences $K_m$.

Note in particular, that the bound (A.8) for genuine distributions, that is, kernels $K_e$ with nonintegrable singularities at 0 and $r_e < 0$, follows immediately once we prove the bound for regularizations of the kernels, but with the norms on the right hand side independent of the regularization. This has the consequence that within the proof, we can assume without loss of generality that all the kernels are smooth on all of $\mathbb{R}^d$. The theorem will be proved in subsections A.1–A.6.

**A.1. Decomposition.** To simplify notations in what follows, we will start by enhancing the set of edges in our graph to include any $(v, w) \in \mathbb{V}^2$ for which there is not already one, or several, edges in $E$. To all such new directed edges we simply assign the kernel $\hat{K}_{(v, w)} \equiv 1$, so that, since every vertex of the original graph had either an incoming or outgoing edge, (A.7) is unaffected, and the fact that these new kernels do not have compact support is irrelevant. These new edges necessarily come with $a_e = r_e = 0$. We will abuse notation somewhat by henceforth referring to this enhanced graph as $G = (\mathbb{V}, E)$.

Now define a sequence of kernels $\{K_e^{(n)}\}_{n \geq 0}$ through the following.

**LEMMA A.4.** If $K_e$ are as above, then there exist $\{K_e^{(n)}\}_{n \geq 0}$ satisfying:

1. $K_e(x) = \sum_{n \geq 0} K_e^{(n)}(x)$ for all $x \neq 0$;
2. $(\mathcal{R}K_e)(\varphi) = \sum_{n \geq 0} \int K_e^{(n)}(x) \varphi(x) \, dx$ for smooth test functions $\varphi$. 

\[\]
(3) \( K_e^{(n)} \) is supported in the annulus \( 2^{-(n+2)} \leq \|x\|_s \leq 2^{-n} \);

(4) for some \( C < \infty \)

\[
\sup_{|k|_s \leq p, n \geq 0} 2^{-(a_e+|k|_s)n} |D^k K_e^{(n)}(x)| \leq C \|K_e\|_{a_e; p};
\]

(A.9)

(5) if \( r_e < 0 \), then \( \int P(x) K_e^{(n)}(x) \, dx = 0 \) for all \( n > 0 \) and all polynomials \( P \) with scaled degree strictly less than \( |r_e| \).

Note that we do not impose 5. for \( n = 0 \) which is why it can be consistent with 2.

Proof. We first treat the case \( r_e \geq 0 \). Let \( \psi : \mathbb{R} \to [0, 1] \) be a smooth function supported on \([3/8, 1]\) and such that \( \sum_{n \in \mathbb{Z}} \psi(2^n x) = 1 \) for every \( x \neq 0 \), and let

\[
\Psi^{(n)}(x) = \psi(2^n \|x\|_s),
\]

(A.10)

so that \( \Psi^{(n)} \) is supported in \( 2^{-(n+2)} \leq \|x\|_s \leq 2^{-n} \), satisfies (A.9) with \( a_e \) replaced by 0, and sums up to 1. We also use the shorthand \( \Psi^{(-)}(x) = \sum_{n \leq 0} \Psi^{(n)}(x) \).

Let \( K_e^{(0)}(x) = \Psi^{(-)}(x) K_e(x) \) and \( K_e^{(n)}(x) = \Psi^{(n)}(x) K_e(x) \) for \( n > 0 \). As a consequence of (A.1), and the fact that \( |D^k \Psi^{(n)}(x)| \lesssim \|x\|^{-|k|_s} \), it is then straightforward to verify that \( K_e^{(n)} \) does indeed satisfy the claimed properties.

In the case \( r_e < 0 \), the situation is a little less straightforward since then 2. does not follow from 1. and we also want to impose 5. In order to achieve this, we first note that it is possible to find smooth functions \( \eta_k : \mathbb{R}^d \to \mathbb{R} \) which are supported in the annulus \( \{ x : \|x\|_s \in [1/4, 1/2] \} \) and are such that \( \int x^\ell \eta_k(x) \, dx = \delta_{k, \ell} \) for every \( \ell \) with \( |\ell|_s < |r_e| \). We also set

\[
\eta_k^{(n)}(x_1, \ldots, x_d) = 2^{n(|s|+|\ell|_s)} \eta_k(2^n x_1, \ldots, 2^n x_d).
\]

We then set

\[
I_{e,k}^{(0)} \equiv I_{e,k} - \int x^k \Psi^{(-)}(x) K_e(x) \, dx,
\]

\[
K_e^{(0)}(x) \equiv \Psi^{(-)}(x) K_e(x) + \sum_{|k|_s < |r_e|} \eta_k^{(0)}(x) I_{e,k}^{(0)},
\]

and recursively for \( n > 0 \),

\[
I_{e,k}^{(n)} \equiv I_{e,k}^{(n-1)} - \int x^k \Psi^{(n)}(x) K_e(x) \, dx,
\]

\[
K_e^{(n)}(x) \equiv \Psi^{(n)}(x) K_e(x) + \sum_{|k|_s < |r_e|} \left( \eta_k^{(n)}(x) I_{e,k}^{(n)} - \eta_k^{(n-1)}(x) I_{e,k}^{(n-1)} \right).
\]

With this definition, it is then straightforward to verify that 1. is satisfied due to the fact that the additional terms form a telescopic sum (with only finitely
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many nonzero terms), 4. is satisfied since $\Psi^{(n)}$ satisfies (A.9) with $a_\epsilon$ replaced by 0, and, as a consequence of the definition of the coefficients $I_{e,k}^{(n)}$ one has $\int K_{e}^{(n)}(x) x^k \, dx = I_{e,k} \delta_{n,0}$ for $|k|_e < |r_e|$, which proves 5. Finally, to prove 2. we have, for each $n > 0$, $\sum_{j=0}^{n} \int K_{e}^{(n)}(x) \varphi(x) \, dx$ is given by

$$\int \sum_{j \leq n} \Psi^{(j)}(x) K_{e}(x) \left( \varphi(x) - \sum_{|k|_e < |r_e|} x^k \int \eta_k^{(n)}(y) \varphi(y) \, dy \right) \, dx$$

$$+ \sum_{|k|_e < |r_e|} I_{e,k} \int \eta_k^{(n)}(y) \varphi(y) \, dy,$$

which for smooth test functions converges to (A.5) as $n \to \infty$. □

Definition A.5. For $n \in \mathbb{N}^3$ define $\hat{K}_{e}^{(n)}(x, y)$ as follows: if $r_e \leq 0$, then $\hat{K}_{e}^{(n)} = 0$ unless $n = (k, 0, 0)$ in which case $\hat{K}_{e}^{(n)}(x, y) = K_{e}^{(k)}(y - x)$ with $K_{e}^{(k)}$ given by Lemma A.4; if $r_e > 0$, then

$$\hat{K}_{e}^{(k,p,m)}(x, y) = \Psi^{(k)}(y - x) \Psi^{(p)}(x) \Psi^{(m)}(y)$$

$$\times \left( K_{e}(y - x) - \sum_{|j|_e < r_e} \frac{y_j}{j!} D^j K_{e}(-x) \right),$$

where the functions $\Psi^{(k)}$ are defined in (A.10).

For $n : \mathbb{E} \to \mathbb{N}^3$, let

$$\hat{K}^{(n)}(x) = \prod_{e \in \mathbb{E}} \hat{K}_{e}^{(n_e)}(x_{e-}, x_{e+})$$

(A.12)

so that if $K_{e}$ are smooth on all of $\mathbb{R}^d$,

$$\mathcal{I}^G(\varphi_{\lambda}, K) = \sum_n \int_{(\mathbb{R}^d)^{\mathbb{N}_0}} \hat{K}^{(n)}(x) \prod_{i=1}^{M} \varphi_{\lambda}(x_{v_i}) \, dx.$$

For $\lambda \in (0, 1]$, let

$$\mathcal{N}_\lambda \overset{\text{def}}{=} \{ n : \mathbb{E} \to \mathbb{N}^3 : 2^{-|n_{e,i}|} \leq \lambda, i = 1, \ldots, M \}$$

where $e_{*,i} = (0, v_{*,i})$. Let

$$\mathcal{I}^G_\lambda(K) \overset{\text{def}}{=} \sum_{n \in \mathcal{N}_\lambda} \int_{(\mathbb{R}^d)^{\mathbb{N}_0}} \hat{K}^{(n)}(x) \, dx.$$
REM. A.6. The main reason to add all the extra edges with $K_e = 1$ is that $n$ now completely determines the distance (up to a factor 4) between any two coordinates $x_v$ and $x_w$ of $x \in (\mathbb{R}^d)^V_0$.

Theorem A.3 follows from

**Lemma A.7.** Under the same assumptions as Theorem A.3, there exist $C, p < \infty$ depending only on the structure of the graph $(V, E)$ and the labels $r_e$ such that

$$|T^G_\lambda(K)| \leq C \lambda^\alpha \prod_{e \in E} \|K_e\|_{a; p}, \quad \lambda \in (0, 1],$$

where $\alpha = |s||V_0| - \sum_{e \in E} a_e$.

To see that Lemma A.7 implies Theorem A.3 for smooth kernels, we use the fact that the rescaled test function can be viewed as just another kernel $K_{e,v}(v_{e,i}) := \varphi_\lambda(v_{e,i})$ with $a_e = 0$ and $\|K_{e,v}\|_{a; p} = \lambda^{-|s|}$.

To see that it suffices to prove Theorem A.3 for smooth kernels, we argue as follows. Given a labelled graph $G$, let $p$ be given by the theorem. Given singular kernels $K_e$ with $\|K_e\|_{a; p} < \infty$, let $K_e,m$ be smooth kernels with $\|K_e,m - K_e\|_{a; p} \to 0$ as $m \to \infty$ for each $e$. By the multilinearity it is not hard to see that the real numbers $T^G_\lambda(\varphi_\lambda, K_m), m = 1, 2, \ldots$ form a Cauchy sequence, and therefore have a unique limit, which, in addition, satisfies the bound (A.8).

The lemma will be proved in Subsections A.2–A.6. Throughout this section, the symbol $\sim$ denotes a bound from above and below, with proportionality constants that only depend on $|V|$. Note that all constructions are finite so, for example, the constants appearing in inductive proofs are allowed to get worse at each stage, and no effort has been made to optimize the dependence on the size of the graph $G$. Note that we can reduce ourselves to the case where all $\|K_e\|_{a; p} = 1$ by multilinearity, so we will not follow these norms in the sequel.

**A.2. Multiscale clustering.** It turns out to be convenient to think of the integral in (A.13) as over $x \in (\mathbb{R}^d)^V$, with $x_0 = 0$ and we will use this convention throughout the proof. Since our kernels are smooth, the set of $x \in (\mathbb{R}^d)^V$ where any two different $\|x_v - x_w\|_s$ coincide can be ignored in the integral in (A.13). To other points $x \in (\mathbb{R}^d)^V$ we will associate a labelled rooted binary tree $T$ whose leaves are the $v \in V$.

We will use the terminology node instead of vertex to distinguish the nodes of this tree from the vertices $V$ of the original graph, and denote them by $v, \omega$, and so on. A leaf is a node of degree 1. An inner node is one of degree at least 2.
A rooted tree comes with a partial order, \( v \geq \omega \) means that \( \omega \) belongs to the shortest path connecting \( v \) to the root. In genealogical terms, \( \omega \) is an ancestor of \( v \). For any two nodes \( v \) and \( \omega \), we write \( v \wedge \omega \) for the unique node such that for any node \( \upsilon \) satisfying \( \upsilon \leq v \) and \( \upsilon \leq \omega \), one necessarily has \( \upsilon \leq (v \wedge \omega) \), that is, \( v \wedge \omega \) is the most recent common ancestor of \( v \) and \( \omega \). We will furthermore impose that every inner node has exactly two descendants, that only the inner nodes are labelled, by natural numbers, and that the labelling \( \ell \) of the inner nodes respects the partial order in the sense that \( \ell_v \geq \ell_\omega \) whenever \( v \geq \omega \). Note that the leaves of the tree will sometimes be denoted \( v, w \) since they are also elements of \( V \).

The way the tree is constructed is as follows: first consider the complete undirected weighted graph with vertices \( v \in V \), and edge weight \( \| x_v - x_w \|_s \) assigned to the edge \( (v, w) \), \( v, w \in V \). A minimal spanning tree can be constructed, for example, by Kruskal’s algorithm \[Kru56\]: choose first the edge of minimal weight, then successively add the edge with the smallest weight which is not in the tree already, as long as adding it does not create a loop, in which case, it is skipped and we attempt to add the next smallest weight. Since the edge weights can be strictly ordered, there is no ambiguity in this definition. The binary tree \( T \) with leaves \( v \in V \) simply records the order in which edges were added to the minimal spanning tree: at the stage when the edge \( (v, w) \) is added to the minimal spanning tree, the branch containing \( v \) is joined to the branch containing \( w \).

Now for each node \( v \) we let

\[
\ell_v = \max_{v \wedge \omega = v} \left( -\log_2 \| x_v - x_w \|_s \right).
\]

From the construction, if \( v \geq \omega \), then \( \ell_v \geq \ell_\omega \).

Given a set of vertices \( V \), denote by \( \mathbb{T}(V) \) the set of rooted labelled binary trees \((T, \ell)\) as above, with an order preserving labelling \( \ell \), which have \( V \) as their set of leaves. From the construction, a generic \( x \in (\mathbb{R}^d)^V \) corresponds to an element \((T, \ell)\) of \( \mathbb{T}(V) \). The downside of course is that we can only partially read off the edge lengths \( \| x_v - x_w \|_s \) from \((T, \ell)\). More precisely, for any two leaves \( v, w \in V \), one has \( \| x_v - x_w \|_s \sim 2^{-\ell_{v \wedge w}} \), however the constants of proportionality can be quite poor. In particular, it is not hard to see that

\[
2^{-\ell_{v \wedge w}} \leq \| x_v - x_w \|_s \leq |V|2^{-\ell_{v \wedge w}}, \tag{A.15}
\]

and that the upper bound cannot really be improved (for example, place the points colinearly, with the largest gap at one end). In applications such as cladograms, this renders such constructions essentially worthless, however, in our application, it only means that the resulting constant \( C \) on the right hand side of (A.14) will depend badly on the size of the vertex set \( V \). Since in
any subcritical stochastic PDE there are only finitely many universal objects to control, the resulting bound suffices for our purposes.

**Definition A.8.** For $c = \log |\mathbb{V}| + 2$, let $\mathcal{N}(T, \ell)$ consist of all functions $n: \mathbb{E} \to \mathbb{N}^3$ such that for every edge $e = (v, w)$ with $r_e \leq 0$, one has $n_e = (k, 0, 0)$ with $|k - \ell_{v \wedge w}| \leq c$, and for every edge $e = (v, w)$ with $r_e > 0$, one has $n_e = (k, p, m)$ with $|k - \ell_{v \wedge w}| \leq c, |p - \ell_{v \wedge 0}| \leq c$, and $|m - \ell_{w \wedge 0}| \leq c$.

If $n: \mathbb{E} \to \mathbb{N}^3$ is such that $\int_{(\mathbb{R}^d)^{\mathbb{V}}} \hat{K}^{(n)}(x) \, dx$ is nonvanishing, then the support of $\hat{K}^{(n)}$ is nonempty. From (A.13), $x \in \mathbb{R}^V$ is in that support only if it belongs to the support of $\hat{K}^{(n)}(x_{e_-}, x_{e_+})$ for every $e \in \mathbb{E}$. Let $(T, \ell) \in \mathbb{T}(\mathbb{V}_0)$ be the tree associated to $x \in \mathbb{R}^V$. If $r_e \leq 0$, then from Definition A.5, we have that $n_e = (k, 0, 0)$ and $\hat{K}^{(n)}(x_{e_-}, x_{e_+}) = K^{(k)}(x_{e_+} - x_{e_-}) \neq 0$. From 3 of Lemma A.4 we have $\|x_{e_+} - x_{e_-}\|_g \in [2^{-k-2}, 2^{-k}]$, and then from (A.15), we have $|k - \ell_{e_- \wedge e_+}| \leq c$. If $r_e > 0$, the kernel $\hat{K}^{(n)}$ with $n_e = (k, p, m)$ is given by (A.11), so that for $x$ to belong to its support we must have $\|x_{e_+} - x_{e_-}\|_g \in [2^{-k-2}, 2^{-k}], \|x_{e_+}\|_g \in [2^{-m-2}, 2^{-m}]$, as well as $\|x_{e_-}\|_g \in [2^{-p-2}, 2^{-p}]$, which in the same way implies $|k - \ell_{e_- \wedge e_+}| \leq c, |p - \ell_{e_- \wedge 0}| \leq c$, and $|m - \ell_{e_+ \wedge 0}| \leq c$. Hence we have

**Lemma A.9.** For every $n: \mathbb{E} \to \mathbb{N}^3$ such that $\int_{(\mathbb{R}^d)^{\mathbb{V}_0}} \hat{K}^{(n)}(x) \, dx$ from (A.13) is nonvanishing, there exists an element $(T, \ell) \in \mathbb{T}(\mathbb{V})$ with $n \in \mathcal{N}(T, \ell)$. \hfill \Box

Denote by $\mathbb{T}_\lambda(\mathbb{V})$, the subset of those labelled trees in $\mathbb{T}(\mathbb{V})$ with the property that $2^{-\ell_{v \wedge w}} \leq \lambda$ for any two leaves $v, w \in \mathbb{V}_*$ (as defined on page 87). As a consequence of Lemma A.9, we can turn the sum over $\mathcal{N}_\lambda$ appearing in the definition of $\mathcal{I}_\lambda^G(K)$ into a sum over $\mathbb{T}_\lambda(\mathbb{V})$:

$$\left| \mathcal{I}_\lambda^G(K) \right| \lesssim \sum_{(T, \ell) \in \mathbb{T}_\lambda(\mathbb{V})} \sum_{n \in \mathcal{N}(T, \ell)} \left| \int_{(\mathbb{R}^d)^{\mathbb{V}}} \hat{K}^{(n)}(x) \, dx \right|. \quad (A.16)$$

In order to bound the right hand side we will use the following construction. Consider a rooted binary tree $T$ with a fixed distinguished inner node $v_*$ (in particular it has at least one inner node). We will denote by $T^\circ$ the set of inner nodes of $T$. Since the tree is binary, every node of the subtree $T^\circ \subset T$ has exactly two children (in $T$), so that $T^\circ$, together with its partial order, actually determines the full tree $T$. We then consider the set $\mathcal{N}_{\lambda}(T^\circ)$ of all integer labelings $\ell: T^\circ \to \mathbb{N}$ which preserve the partial order of the tree $T^\circ$ as above and are such that $2^{-\ell_{v_*}} \leq \lambda$. Finally, given a function $\eta: T^\circ \to \mathbb{R}$, we write

$$\mathcal{I}_\lambda(\eta) = \sum_{\ell \in \mathcal{N}_{\lambda}(T^\circ)} \prod_{v \in T^\circ} 2^{-\ell_v} \eta_v.$$
Setting $|\eta| = \sum_{v \in T^{\circ}} \eta_{v}$, we then have the following bound

**Lemma A.10.** Assume that $\eta$ satisfies the following two properties:

1. For every $v \in T^{\circ}$, one has $\sum_{v \geq \nu} \eta_{v} > 0$.
2. For every $v \in T^{\circ}$ such that $v \leq v_{\ast}$, one has $\sum_{v \geq \nu} \eta_{v} < 0$, provided that this sum contains at least one term.

Then, one has $I_{\lambda}(\eta) \lesssim \lambda^{\|\eta\|}$, uniformly over $\lambda \in (0, 1]$.

**Remark A.11.** Since the order on $T^{\circ}$ is only partial, $v \ngeq v$ is different from $v < v$. The latter would only consider the nodes between $v$ and the root, while the former also includes the subtrees dangling from these nodes. Note also that the second condition above is empty (and therefore automatically satisfied) in the special case when $v_{\ast}$ also happens to be the root.

**Remark A.12.** As will be evident from the proof, the first condition is necessary for $I_{\lambda}(\eta)$ to even be finite. Regarding the second condition, if it fails, then for every $v$ with $v_{\ast} \geq v$ such that $\sum_{v \geq \nu} \eta_{v} = \alpha > 0$, the upper bound for $I_{\lambda}(\eta)$ is larger by a factor $\lambda^{-\alpha}$. If $\sum_{v \geq \nu} \eta_{v} = 0$, one loses a factor $|\log \lambda|$.

**Proof of Lemma A.10.** The proof goes by induction on the size of $T^{\circ}$. If $|T^{\circ}| = 1$, it consists of only the node $v_{\ast}$. Condition 1 implies that $\eta_{v_{\ast}} > 0$ and one has $I_{\lambda}(\eta) = \sum_{2^{-\ell} \leq \lambda} 2^{-\ell} \eta_{v_{\ast}} \sim \lambda^{\eta_{v_{\ast}}} = \lambda^{\|\eta\|}$ as required.

If $|T^{\circ}| > 1$, we distinguish between two different cases. In the first case, $T^{\circ}$ contains at least one extremal node $v$ which is different from the distinguished node $v_{\ast}$. (We call leaves of $T^{\circ}$ ‘extremal nodes’ in order not to confuse them with the leaves of $T$.) In this case, one has $\eta_{v} > 0$ by the first assumption (since $v$ is extremal, the only $v$ with $v \geq v$ is $v$ itself). Denote now by $\tilde{T^{\circ}}$ the tree obtained by erasing the leaf $v$ and by $\tilde{\eta} : \tilde{T^{\circ}} \to \mathbb{R}$ the function obtained by setting $\tilde{\eta}_{v} = \eta_{v}$ for every node $v$ which is not the parent $v_{\uparrow}$ of $v$. We also set $\tilde{\eta}_{v_{\uparrow}} = \eta_{v_{\uparrow}} + \eta_{v}$, which ensures that $\tilde{\eta}$ still satisfies conditions 1 and 2. One then has

$$I_{\lambda}(\eta) = \sum_{\ell \in N_{\lambda}(T^{\circ})} \prod_{\omega \in T^{\circ}} 2^{-\ell_{\omega} \eta_{\omega}} = \sum_{\ell \in N_{\lambda}(\tilde{T^{\circ}})} \sum_{m \geq \ell_{v_{\uparrow}}} 2^{-m \eta_{v_{\uparrow}}} \prod_{\omega \in \tilde{T^{\circ}}} 2^{-\ell_{\omega} \eta_{\omega}}$$

$$\sim \sum_{\ell \in N_{\lambda}(\tilde{T^{\circ}})} 2^{-\ell_{v_{\uparrow}} \eta_{v_{\uparrow}}} \prod_{\omega \in \tilde{T^{\circ}}} 2^{-\ell_{\omega} \eta_{\omega}} = \sum_{\ell \in N_{\lambda}(\tilde{T^{\circ}})} \prod_{\omega \in \tilde{T^{\circ}}} 2^{-\ell_{\omega} \tilde{\eta}_{\omega}} = I_{\lambda}(\tilde{\eta}).$$

By the induction hypothesis the required upper and lower bounds hold.

On the other hand, it may happen that the only extremal node of $T^{\circ}$ is $v_{\ast}$ itself. In this case, the tree $T^{\circ}$ has a total order and, if $|T^{\circ}| = k \geq 2$, one can label its
nodes \( v_1 \leq \cdots \leq v_k = v_\star \). Denoting the corresponding values of \( \eta \) by \( \eta_1, \ldots, \eta_k \), we see that in this case our assumptions are equivalent to the fact that, for each \( j \in \{1, \ldots, k\} \), one has \( \sum_{i \geq j} \eta_i > 0 \) and, if \( j > 1 \), \( \sum_{i < j} \eta_i < 0 \). In this case, we define \( \tilde{T} \) to be the tree where we remove the root \( v_1 \) and take \( v_2 \) as our new root. Similarly, to above, we define \( \tilde{\eta} \) on \( \tilde{T}^\circ \) by setting it equal to \( \eta \) except on \( v_2 \) where we set \( \tilde{\eta}_{v_2} = \eta_{v_2} + \eta_{v_1} \). We then have the bound

\[
\mathcal{I}_\lambda(\eta) = \sum_{T \in \mathcal{T}_\lambda(V)} \prod_{\omega \in T^\circ} 2^{-\ell_\omega \eta_\omega} = \sum_{T \in \mathcal{T}_\lambda(V)} \prod_{\omega \in T^\circ} 2^{-\ell_\omega \eta_\omega} \approx \sum_{T \in \mathcal{T}_\lambda(V)} \prod_{\omega \in T^\circ} 2^{-\ell_\omega \tilde{\eta}_\omega} = \mathcal{I}_\lambda(\tilde{\eta}), \]

as above. Again, we note that \( \tilde{\eta} \) does again satisfy our assumptions, so the claim follows from the inductive hypothesis. Since we have exhausted all possibilities, this concludes the proof.

\[ \square \]

A.3. General form of the bound. Given a labelled tree \((T, \ell) \in \mathcal{T}(V)\), denote by \( \mathcal{D}(T, \ell) \) the subset of \((\mathbb{R}^d)^V\) such that \( \|x_v - x_w\|_s \leq |V|2^{-\ell_{v\wedge w}} \) for all \( v, w \in V \). As usual, we use the convention that \( x_0 = 0 \).

**Lemma A.13.** Suppose \( (\tilde{K}^{(n)}(x))_n \) is a family of functions such that for each \( n \in \mathcal{N}(T, \ell) \),

\[ \text{supp} \tilde{K}^{(n)} \subset \mathcal{D}(T, \ell) \]  \hspace{1cm} (A.17)

and

\[ \int_{(\mathbb{R}^d)^V} \tilde{K}^{(n)}(x) \, dx = \int_{(\mathbb{R}^d)^V} \tilde{\tilde{K}}^{(n)}(x) \, dx, \]  \hspace{1cm} (A.18)

then

\[ |\mathcal{I}_\lambda(K)| \lesssim \sum_{(T, \ell) \in \mathcal{T}_\lambda(V)} \left( \prod_{v \in T^\circ} 2^{-\ell_v |s|} \right) \sup_{n \in \mathcal{N}(T, \ell)} \sup_x |\tilde{K}^{(n)}(x)|, \]  \hspace{1cm} (A.19)

where \( T^\circ \) denotes the set of interior nodes of \( T \).

**Proof.** From (A.16), using (A.18) and (A.17),

\[ |\mathcal{I}_\lambda(K)| \lesssim \sum_{T \in \mathcal{T}_\lambda(V)} \sum_{n \in \mathcal{N}(T, \ell)} \left| \int_{\mathcal{D}(T, \ell)} \tilde{K}^{(n)}(x) \, dx \right|. \]
We claim that the Lebesgue measure of $D(T, \ell)$ is bounded from above by some fixed constant multiple of $\prod_{v \in T^\circ} 2^{-\ell_v |s|}$, which then immediately yields the required bound. To prove this, for each interior vertex $v \in T^\circ$, we choose two elements $v_-, v_+ \in \mathbb{V}$ so that $v_- \wedge v_+ = v$. The collection of edges $\{(v_-, v_+) : v \in T^\circ\}$ forms a spanning tree of $\mathbb{V}$ and
\[ D(T, \ell) \subset \left\{ x : \|x_{v_-} - x_{v_+}\|_s \leq \|\mathbb{V}\| 2^{-\ell_v} \quad \forall v \in T^\circ \right\}. \]
The claim follows by integrating over these coordinates one by one, from the leaves of the tree inwards.

**Remark A.14.** One could in principle simply choose $\tilde{K}^{(n)} = \hat{K}^{(n)}$ in the lemma. It turns out that the resulting bound fails to take into account some cancellations and is not good enough for our purposes. The strategy of proof will then be to build, for each $n \in \mathcal{N}(T, \ell)$, a function $\tilde{K}^{(n)}$ such that $\sup_x |\tilde{K}^{(n)}(x)|$ can be bounded in a sharp way yielding a bound of the desired homogeneity in $\lambda$.

**A.4. Naive bound.** Define $\eta : T^\circ \to \mathbb{R}$ by $\eta(v) = |s| + \sum_{e \in \hat{E}} \eta_e(v)$, where
\[ \eta_e(v) = -\hat{a}_e 1_{e_\uparrow}(v) + r_e (1_{e_\uparrow \wedge 0}(v) - 1_{e_\uparrow}(v)) 1_{r_e > 0, e_\uparrow \wedge 0 > e_\uparrow} + (1 - r_e - \hat{a}_e) (1_{e_\wedge 0}(v) - 1_{e_\wedge}(v)) 1_{r_e > 0, e_\wedge \wedge 0 > e_\wedge}, \tag{A.20} \]
with $1_v(v) = 1$ and $1_v(w) = 0$ for $w \neq v$, where we wrote $e_\uparrow$ as a shorthand for $e_\wedge \wedge e_\uparrow$. We then have the following bound for the functions $\hat{K}^{(n)}$:

**Lemma A.15.** Assume that the $\hat{K}^{(n)}$ are given by Definition A.5 with $K_e$ satisfying (A.1) and $\Psi^{(n)}$ given by (A.10). Then $\eta$ defined by (A.20) is such that
\[ \left( \prod_{v \in T^\circ} 2^{-\ell_v |s|} \right) \sup_x |\hat{K}^{(n)}(x)| \lesssim \prod_{v \in T^\circ} 2^{-\ell_v \eta(v)}, \tag{A.21} \]
uniformly over all $n \in \mathcal{N}(T, \ell)$.

**Proof.** Due to the multiplicative structure of both sides of this inequality, it holds as soon as, for any fixed edge $e$, we are able to prove the bound
\[ \sup_x |\hat{K}^{(n_e)}_{e_\wedge}(x_{e_-}, x_{e_+})| \lesssim \prod_{v \in T^\circ} 2^{-\ell_v \eta_e(v)}. \tag{A.22} \]

Note here that the product on the right hand side actually only involves at most two terms as a consequence of (A.20). This bound in turn follows trivially from (A.9) for those edges $e$ for which all $r_e \leq 0$. 

For the edges with \( r_e > 0 \), and \( n_e = (k, p, m) \) we will estimate in two different ways: if \( m > k \), then we use [Hai14, Proposition A.1] to bound the next term in the Taylor expansion (A.11) (note if there were other multiedges \( \tilde{e} = (e_-, e_+) \) all have \( r_{\tilde{e}} = 0 \) and so produce multiplicative factors \( K_{\tilde{e}}^{(k_\tilde{e})}(x_{e_+} - x_{e_-}) \)). This gives

\[
\sup_x |\tilde{K}_e^{(n_e)}(x)| \lesssim 2^{-r_e m + (\hat{a}_e + r_e p)} \lesssim 2^{-r_e \ell_{e_+ \wedge 0} + (\hat{a}_e + r_e) \ell_{e_- \wedge 0}},
\]

(A.23)
since \( n \in \mathcal{N}(T, \ell) \) and therefore the index \( n_e = (k, p, m) \) satisfies \( |k - \ell_e| \leq c \), \( |p - \ell_{e_- \wedge 0}| \leq c \), and \( |m - \ell_{e_+ \wedge 0}| \leq c \). One checks that (A.22) holds for (A.20) using that in this case \( e_- \wedge 0 = e_\uparrow \). On the other hand, if \( m \leq k \), then we simply bound the terms appearing in (A.11) separately, which yields

\[
\sup_x |\tilde{K}_e^{(n_e)}(x)| \lesssim 2^{\hat{a}_e k} + \sum_{|j|_s < r_e} 2^{-m|j|_s + (\hat{a}_e + |j|_s) p}.
\]

(A.24)

Then it is straightforward to check that (A.22) holds for (A.20). If \( e_- \wedge 0 = e_+ \wedge 0 < e_\uparrow \), (A.24) gives a bound \( 2^{\hat{a}_e k} \) as desired. If \( e_- \wedge 0 > e_\uparrow = e_+ \wedge 0 \), we have \( 2^{\hat{a}_e k} \leq 2^{\hat{a}_e p} \) and \( p \geq m \) so \( 2^{\hat{a}_e k} \sum_{|j|_s < r_e} 2^{-m|j|_s + (\hat{a}_e + |j|_s) p} \leq 2^{(r_e - 1)(p - m) + \hat{a}_e p} \lesssim 2^{2(r_e - 1)(p - m) + \hat{a}_e p} \), as desired.

The problem with this bound is that it is not the case in general that the function \( \eta \) satisfies the assumptions of Lemma A.10. This is because of the possible presence of edges \( e \) with \( \hat{a}_e > |s| \), which can cause the first assumption of Lemma A.10 to fail. The purpose of the next subsection is to obtain an improved bound which deals with such a situation.

### A.5. Improved bound

Let \( A^- \subset E \) be the subset of those edges \( e \) such that the following two properties hold.

- One has \( r_e < 0 \).
- The element \( e_\uparrow \defeq e_- \wedge e_+ \in T \) is such that if \( \{u, v\} \) are such that \( u \wedge v = e_\uparrow \), then \( \{u, v\} = \{e_-, e_+\} \).

In graphical terms, edges \( e \in A^- \) are those giving rise to the situation where the subtree of \( T \) below \( e_\uparrow \) consists only of the node \( e_\uparrow \) and the leaves \( e_- \) and \( e_+ \):

\[
\begin{align*}
& e_\uparrow \\
\quad & \ldots \\
& e_- \\
& e \\
& e_+
\end{align*}
\]
We now build a function $\tilde{K}^{(n)}$ as follows. First, given any edge $e = (e_-, e_+)$ and any $r > 0$, we define an operator $\mathcal{Y}_e^r$ acting on sufficiently smooth functions $V: \mathbb{R}^V \to \mathbb{R}$ by

$$(\mathcal{Y}_e^r V)(x) = V(x) - \sum_{|k|_s < r} \frac{(x_{e_+} - x_{e_-})^k}{k!} (D_{e_+}^k V)(P_e(x)),$$

where $D_{e_+}$ denotes differentiation with respect to the coordinate $x_{e_+}$ and the function $P_e: \mathbb{R}^V \to \mathbb{R}^V$ is given by

$$(P_e(x))_v = \begin{cases} x_v & \text{if } v \neq e_+, \\ x_{e_-} & \text{otherwise}. \end{cases}$$

We then further note that, as an immediate consequence of (A.12), the kernel $\hat{K}^{(n)}$ factors naturally as

$$\hat{K}^{(n)}(x) = \hat{G}^{(n)}(x) \prod_{e \in A^-} \hat{K}^{(n_e)}(x_{e_-}, x_{e_+}), \quad \hat{G}^{(n)}(x) = \prod_{e \notin A^-} \hat{K}^{(n_e)}(x_{e_-}, x_{e_+}).$$

With these notations at hand, and writing $A^- = \{e^{(1)}, \ldots, e^{(k)}\}$ for some $k \geq 0$, we then define the kernel $\tilde{K}^{(n)}$ by

$$\tilde{K}^{(n)}(x) = (\mathcal{Y}_{e^{(k)}}^r \cdots \mathcal{Y}_{e^{(1)}}^r \hat{G}^{(n)})(x) \prod_{e \in A^-} \hat{K}^{(n_e)}(x_{e_-}, x_{e_+}). \quad (A.25)$$

We can easily verify that one does indeed have the identity (A.18) because $\hat{K}^{(n)}(x)$ and $\tilde{K}^{(n)}(x)$ differ by a number of terms that are all of the form $J(x) (x_{e_{e_+}} - x_{e_-})^k \hat{K}^{(n_e)}(x_{e_-} - x_{e_+})$ where $e \in A^-$, $|k|_s < r_e$, and where $J$ is some smooth function depending on $e$ and $k$ that does not depend on the variable $x_{e_+}$. Integrating over $x_{e_+}$ and using the fact that $\hat{K}^{(n_e)}$ annihilates polynomials of degree less than $r_e$ by assumption, we conclude that (A.18) holds as claimed.

Now define $\tilde{\eta}(v) = |s| + \sum_{e \in \hat{E}} \tilde{\eta}_e(v)$ where

$$\tilde{\eta}_e(v) = \eta_e(v) + |r_e| \mathbf{1}_{e \in A^-} (1 \mathbf{1}_e(v) - \mathbf{1}_{e_\uparrow}(v)). \quad (A.26)$$

Where $\eta_e(v)$ is given in (A.20). Here $e_\uparrow \in T^\circ$ denotes the ancestor of $e_- \wedge e_+$, that is, the element of the form $w \wedge e_-$ with $w \notin e$ which is furthest from the root. Note that there is at least one such $w$ as long as $e \in A^-$, since either 0 or $v_{*1}$ is a candidate. (If $e \in A^-$ contains 0, it must be $e_-$, since $e_+ \neq 0$ by the assumption that $e_+ = 0$ implies $r_e \geq 0$. But then $e_+ \neq v_{*1}$ since $r_{(0,v_{*1})} = 0$ by assumption.)

**Lemma A.16.** The kernels $\tilde{K}^{(n)}$ defined in (A.25) satisfy the bound

$$\left( \prod_{v \in T^\circ} 2^{-\ell_v|s|} \right) \sup_x |\tilde{K}^{(n)}(x)| \lesssim \prod_{v \in T^\circ} 2^{-\ell_v \tilde{\eta}_v}, \quad (A.27)$$

uniformly over all $n \in \mathcal{N}(T, \ell)$. 
**Remark A.17.** Recalling Lemma A.10, and keeping in mind that the summation over labelled trees with vertex set $V$ can be absorbed into a $(V, E)$ dependent constant, we see that the proof of Theorem A.7 is complete as soon as we show that $\tilde{\eta}$ does indeed satisfy the conditions of Lemma A.10, applied to the binary tree $T^\circ$, and is such that

$$|\tilde{\eta}| = |s||V_0| - \sum_{e \in E} \hat{a}_e. \quad (A.28)$$

**Proof.** Write $\partial A^-$ for the set of all functions $k: A^- \to \mathbb{N}^d$ such that, for all $e \in A^-$, one has $|k_e|_s \geq |r_e|$ but $|k_e - f|_s < |r_e|$ for some $f \in \mathbb{N}^d$ with $|f| = 1$. For such a $k$, we write $D^k$ for the differential operator on $(\mathbb{R}^d)^{A^-}$ given by $D^k = \prod_{e \in A^-} D^k_{x_e}$. With these notations at hand, it then follows from the construction of $\tilde{K}^{(n)}$ and the generalized Taylor’s formula [Hai14, Proposition A.1] that there are explicitly described positive measures $Q^{k,e}_x$ on $\mathbb{R}^d$ with

$$Q^{k,e}_x(\mathbb{R}^d) \lesssim \|x_{e^+} - x_{e^-}\|_s|k_e|_s, \quad (A.29)$$

such that one has the identity

$$\tilde{K}^{(n)}(x) = \left(\prod_{e \in A^-} \hat{K}^{(n)}_{e^+}(x_{e^-}, x_{e^+})\right) \sum_{k \in \partial A^-} \int_{(\mathbb{R}^d)^{A^-}} D^k \hat{G}^{(n)}(x | y) \prod_{e \in A^-} Q^{k,e}_x(dy_e), \quad (A.30)$$

where we introduced the notation $x | y$ for the element in $(\mathbb{R}^d)^{V_0}$ which is obtained by setting

$$(x | y)_v = \begin{cases} y_e & \text{if there is } e \in A^- \text{ such that } v = e_-, \\ x_v & \text{otherwise.} \end{cases}$$

This definition makes sense thanks to our assumption that there are not multiple edges $e \in A^-$ emerging from the same vertex, and because we are using smooth approximations to the distributional kernels.

Furthermore, it follows similarly to before that if $r_e \leq 0$ then, for every such multiindex $k$, one has the bound

$$\sup_x |D^k_{e_{\pm}} \hat{K}^{(n)}_{e^+}(x)| \lesssim 2^{|k_e|_s} \prod_{v \in T^\circ} 2^{-\ell_v \eta_e(v)},$$

uniformly over $n \in \mathcal{N}_c(T, \ell)$. If $r_e > 0$ on the other hand, one obtains the bound

$$\sup_x |D^k_{e_{\pm}} \hat{K}^{(n)}_{e^+}(x)| \lesssim \left(2^{\ell_v |k_e|_s} + 2^{\ell_{e_{\pm}} \cdot 0 |k_e|_s}\right) \prod_{v \in T^\circ} 2^{-\ell_v \eta_e(v)}.$$
Combining this with the bound (A.29), the definition of $\eta$, and the fact that one has $|k_e|_s \geq |r_e|$ for every edge $e \in A^-$, we conclude that the function $\tilde{K}^{(n)}$ satisfies
\[
\sup_x |\tilde{K}^{(n)}(x)| \lesssim \left( \prod_{v \in T^\circ} 2^{-\ell_v \eta(v)} \right) \left( \prod_{e \in A^-} 2^{(\ell_{e_t} - \ell_{e_u}) |r_e|} \right),
\] (A.31)
which is precisely the required bound. \qed

**Remark A.18.** By the definition of the set of edges $A^-$, for every $e \in A^-$ and every $w \notin e$, one always has the property that $e_\pm \wedge w < e_\uparrow$, so that the exponent appearing in the second factor above is always negative. In other words, our choice of the set $A^-$ guarantees that the bound (A.31) is always an improvement over (A.21).

**A.6. Putting everything together.** By Remark A.17 the following lemma, which is the final statement of this section, completes the proof of Theorem A.7.

**Lemma A.19.** The function $\tilde{\eta}$ given in (A.26) satisfies the identity (A.28) and the assumptions of Lemma A.10 (applied to the tree $T$).

**Proof.** To verify that assumption 1 of Lemma A.10 holds, we choose an arbitrary element $v \in T^\circ$ and we consider the set $L_v \subset V$ of all the leaves $u \in T$ with $u \geq v$. Note that one always has $|L_v| \geq 2$, and we will treat the case $|L_v| = 2$ separately.

If $|L_v| = 2$, then there exists an edge $e$ such that $L_v = e$ and $v = e_\uparrow$. In this case, assumption 1 of Lemma A.10 requires that $\tilde{\eta}(v) > 0$. We have $\tilde{\eta}(v) = |s| - \hat{a}_e + |r_e|I_{r_e < 0}$ which is indeed positive by Assumption A.1(1).

We now turn to the case $|L_v| > 2$. Since $e_\uparrow > e_\dowarrow$, one always has $\sum_{u \geq v} (1_{e_\dowarrow}(u) - 1_{e_\uparrow}(u)) \geq 0$. From the definitions (A.20) of $\eta$ and (A.26) of $\tilde{\eta}$ we have $\sum_{u \geq v} \tilde{\eta}(u) \geq \sum_{u \geq v} \eta(u)$. By checking all cases $e_\dowarrow \in L_v$, $e_\dowarrow \notin L_v$, $e_\uparrow \in L_v$, $e_\uparrow \notin L_v$, $0 \in L_v$, $0 \notin L_v$ separately, we find that $\sum_{e \in \hat{E}} \sum_{u \geq v} \eta_e(u)$ is given by
\[
\sum_{e \in \hat{E}_0} -\hat{a}_e + 1_{0 \in L_v} \left( \sum_{e \in \hat{E}_1} r_e + \sum_{e \in \hat{E}_1^+} (-\hat{a}_e - r_e + 1) \right),
\]
with $\hat{E} = \hat{E}(L_v)$, $\hat{E}_0 = \hat{E}_0(L_v)$, and so on. Note the cancellation which appears in the special case when all three $e_\dowarrow, e_\uparrow, 0 \in L_v$. Now points 2 and 3 of Assumption A.1 with the choice $\hat{V} = L_v$ imply that $\sum_{u \geq v} \eta(u) > 0$, which concludes the proof that assumption 1 holds.
We now turn to the second condition appearing in Lemma A.10. In our case, we choose for the distinguished node $v_*$ the most recent common ancestor between the elements of $\mathbb{V}_*$. The reason for this choice is that this node encodes the largest scale appearing in the multiscale clustering which is still guaranteed to be smaller than the scale $\lambda$ fixed by the test function. We then fix an arbitrary node $v \in T^o$ such that $v_* \geq v$. Denoting by $U_v = \{u \in T^o : u \not\geq v\}$, the situation is the following, where $U_v$ contains all the nodes lying in the shaded region:

Note again that similarly to before, one has $\sum_{u \in U_v} \tilde{\eta}(u) \leq \sum_{u \in U_v} \eta(u)$, so that we can restrict ourselves to the verification of the second condition for the function $\eta$. Denoting by $\bar{\mathbb{V}}$ the set of leaves attached to $U_v$, one has $\bar{\mathbb{V}} \subset \mathbb{V} \setminus \mathbb{V}_*$. By checking the three cases directly we have

$$
\sum_{e} \sum_{u \in U_v} \eta_e(u) = -\sum_{e \in \hat{E} \setminus \hat{E}_+} \hat{a}_e - \sum_{e \in \hat{E}_+} r_e + \sum_{e \in \hat{E}_+} (r_e - 1)
$$

with the obvious notation that $\hat{E} = \hat{E}(V), \hat{E}_+ = \hat{E}_+(V)$, and so on. Furthermore, the cardinality of $U_v$ is exactly equal to $\bar{V}$ so we have

$$
\sum_{u \in U_v} \eta(u) = |s||\bar{V}| - \sum_{e \in \hat{E} \setminus \hat{E}_+} \hat{a}_e - \sum_{e \in \hat{E}_+} r_e + \sum_{e \in \hat{E}_+} (r_e - 1),
$$

so that the condition $\sum_{u \in U_v} \eta(u) < 0$ is satisfied as a consequence of Assumption A.1(4).

Finally to see that it satisfies the identity (A.28), note that similar to before, termwise cancellation gives us $\sum_{v \in T^o} \tilde{\eta}_e(v) = -\hat{a}_e$. Hence $|\eta| = \sum_{v \in T^o} (|s| + \sum_{e \in \hat{E}} \tilde{\eta}_e(v)) = |s||T^o| - \sum_{e \in \hat{E}} \hat{a}_e$. Since $T^o$ is a binary tree, $|T^o| = \#$ of leaves $-1 = |\mathbb{V}_0|$.

**Appendix B. Notes on renormalization**

Recall that given a map $M : T_{ex} \to T_{ex}$ as in Section 5.2 and the associated maps $\hat{M}$ and $\Delta^M$ defined by (5.7), the map $\Delta^M : T_+ \to T_+ \otimes T_+$ appearing in
[Hai14, Equation 8.38] is uniquely determined by the relation
\[
(\hat{A}\hat{M}A \otimes \hat{M})\Delta^+ = (1 \otimes M)(\Delta^+ \otimes 1)\hat{A}^M, \tag{B.1}
\]
where \(A: T_+ \to T_+\) is the antipode of the Hopf algebra \(T_+\) defined as in [Hai14, Theorem 8.16] and \(\Delta^+\) is its coproduct given in [Hai14, Equation 8.9]. The motivation for the definition (B.1) is that if \((\Pi, \Gamma)\) is an admissible model and one defines \((\Pi^M, \Gamma^M)\) by
\[
\Pi^M_x = (\Pi_x \otimes f_x)\Delta^M, \quad \gamma^M_{xy} = (\gamma_{xy} \otimes f_y)\hat{A}^M, \tag{B.2}
\]
(with \(\Gamma_{xy} = (1 \otimes \gamma_{xy})\Delta^\tau\) and similarly for \(\Gamma^M_{xy}\)) then \((\Pi^M, \Gamma^M)\) does satisfy all the algebraic identities required for an admissible model.

In [Hai14], the renormalization group associated to a regularity structure generated by noises, products and abstract integration maps was defined as the set of maps \(M\) preserving the noises and \(1\), commuting with the abstract integration maps and multiplication by \(X^k\), such that furthermore both \(\Delta^M\) and \(\hat{A}^M\) are ‘upper triangular’ in the sense that, if we write
\[
\Delta^M\tau = \tau^{(1)} \otimes \tau^{(2)}, \quad \hat{A}^M\tau = \hat{\tau}^{(1)} \otimes \hat{\tau}^{(2)},
\]
with an implicit summation suppressed in the notation, then one has \(|\tau^{(1)}| \geq |\tau|\) and \(|\hat{\tau}^{(1)}| \geq |\hat{\tau}|\). This property was absolutely crucial since this is what guarantees that if we use \(\Delta^M\) and \(\hat{A}^M\) to renormalize a model as in (B.2), then \((\Pi^M, \Gamma^M)\) also satisfies the analytical properties required to be a model. In this section, we show that one only ever needs to verify that \(\Delta^M\) is upper triangular, as this then automatically implies the same for \(\hat{A}^M\).

Throughout this section, we consider a general regularity structure generated by a number of ‘noise symbols’ \(E\), a multiplication operation, as well as a number of abstract integration operators. In other words, every basis vector of \(T\) is assumed to be generated from the vectors \(E_i, X_i\) or \(1\) by multiplication and/or abstract integration. The structure considered in this article is of this type since \(E^k\) can be considered as an integration operator of order \(|k|\). Our main result can be summarized as follows.

**Theorem B.1.** Let \((T, G)\) be a regularity structure as above and let \(M: T \to T\) be a linear map preserving \(E_i, X^k\), and commuting with the abstract integration maps and with multiplication by \(X^k\). Let \(\Delta^M\) and \(\hat{A}^M\) be given by (B.1). If \(\Delta^M\) is upper triangular, then so is \(\hat{A}^M\).

In order to prove Theorem B.1, we first derive a number of identities involving the operators \(\Delta^M\) and \(\hat{A}^M\). We first note that a simple calculation using the
coassociativity of $\Delta^+$ and the properties of the antipode $\hat{A}$ yields
\[( (1 \otimes \mathcal{M})(\Delta^+ \otimes 1))^{-1} = (1 \otimes \mathcal{M})(1 \otimes \hat{A} \otimes 1)(\Delta^+ \otimes 1),\]
so that the first identity can be rewritten somewhat more explicitly as
\[
\hat{\Delta}^M = (1 \otimes \mathcal{M})((1 \otimes \hat{A})\Delta^+ \hat{A} \otimes \hat{M})\Delta^+.
\] (B.3)

Similarly, the second identity is equivalent to
\[
\Delta^M = (1 \otimes \mathcal{M})((1 \otimes \hat{A})\Delta \otimes \hat{M})\Delta.
\] (B.4)

Throughout this section, we will make use of the following notation. Given a map $\sigma : \{1, \ldots, n\} \to \{1, \ldots, k\}$, we write $\mathcal{M}^\sigma$ for the map
\[
\mathcal{M}^\sigma : \bigotimes_{j=1}^n \tau_j \mapsto \bigotimes_{i=1}^k \left( \prod_{j \in \sigma^{-1}(i)} \tau_j \right).
\]

For a surjection $\sigma$, we also use the notation $\sigma = (\sigma^{-1}(1)) \cdots (\sigma^{-1}(k))$, so that for example
\[
\mathcal{M}^{(2)(1,4)(2,5)}(\tau_1 \otimes \cdots \otimes \tau_5) = \tau_2 \otimes (\tau_1 \tau_4) \otimes (\tau_2 \tau_5).
\]

It will also sometimes be convenient to use for the above example the alternative notation
\[
\mathcal{M}^{(2)(1,4)(2,5)} = \mathcal{M}^{(2)} \otimes \mathcal{M}^{(1,4)} \otimes \mathcal{M}^{(2,5)}.
\]

Recall also that the antipode $\hat{A}$ is automatically an antihomomorphism of coalgebras [Swe69], so that
\[
\Delta^+ \hat{A} = \mathcal{M}^{(2)(1)}(\hat{A} \otimes \hat{A})\Delta^+.
\]

With all of these notations at hand, we first claim that on has the following.

**Lemma B.2.** The identity
\[
\mathcal{M}^{(1,3)(2)}(\hat{M} \otimes \hat{\Delta}^M \mathcal{A})\Delta^+ = (1 \otimes \mathcal{A})\Delta^+ \hat{M},
\] (B.5)
holds true.

**Proof.** In view of (B.2), it is natural to test both sides of (B.5) against $f_y \otimes \gamma_{xy}$. Since $\gamma_{xy} = f_x^{-1} \circ f_y$, the right hand side is then equal to $(f_y \circ \gamma_{xy}^{-1})\hat{M} = f_x \hat{M} = f_x^M$. The left hand side on the other hand is equal to
\[
(f_y \otimes \gamma_{xy} \otimes f_y)(\hat{M} \otimes \hat{\Delta}^M \mathcal{A})\Delta^+ = (f_y^M \otimes (\gamma_{xy}^M)^{-1})\Delta^+ = f_y^M \circ (\gamma_{xy}^M)^{-1} = f_x^M,\]
as required since \(f_x\) and \(f_y\) are arbitrary multiplicative functionals. More directly, it follows from (B.3) that

\[
\mathcal{M}^{(1,3)(2)}(\hat{M} \otimes \hat{M}^M A) \Delta^+
= \mathcal{M}^{(1,3,4)(2)}(\hat{M} \otimes ((1 \otimes A) \Delta^+ A \hat{M} \otimes \hat{M}) \Delta^+ A) \Delta^+
= \mathcal{M}^{(1,2,4)(3)}(\hat{M} \otimes (\hat{M} A \otimes (1 \otimes A) \Delta^+ A \hat{M}) \Delta^+) \Delta^+
= \mathcal{M}^{(1,2,4)(3)}((\hat{M} \otimes \hat{M} A) \Delta^+ \otimes (1 \otimes A) \Delta^+ A \hat{M}) \Delta^+
= \mathcal{M}^{(2)(1)}(1 \otimes A) \Delta^+ A \hat{M} = (1 \otimes A) \Delta^+ \hat{M},
\]

as required. \(\square\)

**Lemma B.3.** One has the identity

\[
((1 \otimes A) \Delta \otimes 1) \Delta^M = \mathcal{M}^{(1,3,4)(2,5)}((1 \otimes A) \Delta^M \otimes (A \otimes 1) \hat{M}^M A) \Delta.
\]

**Proof.** It follows from the definitions of \(\Delta^M\) and \(\hat{M}^M\) that the right hand side is given by

\[
\mathcal{M}^{(1,3,4)(2,5)}((1 \otimes A) \Delta^M \otimes (A \otimes 1) \hat{M}^M) \Delta
= \mathcal{M}^{(1,3,4)(2,5,6)}((1 \otimes A)(A \otimes 1) \Delta^M \otimes \hat{M}) \Delta
\otimes ((A \otimes A) \Delta^+ A \hat{M} \otimes \hat{M} \Delta^+) \Delta
= \mathcal{M}^{(1,3,5)(2,4,6)}((1 \otimes A \Delta^+ A) \Delta M \otimes \Delta^+ \hat{M} \otimes \Delta^+ \hat{M} \Delta) \Delta
= \mathcal{M}^{(1,3,5,7)(2,4,6,8)}((1 \otimes A)(A \otimes 1) \Delta^M \otimes \Delta^+ \hat{M} \otimes \Delta^+ \hat{M} \Delta) \Delta
= \mathcal{M}^{(1,3,5,7)(2,4,6,8)}((1 \otimes A \Delta^+ A \Delta M \otimes \Delta^+ \hat{M} \otimes \Delta^+ \hat{M} \Delta) \Delta
= \mathcal{M}^{(1,3,5,7)(2,4,6,8)}((1 \otimes A \Delta^+ A \Delta M \otimes \Delta^+ \hat{M} \Delta) \Delta
= \mathcal{M}^{(1,3,5)(2,4)}((1 \otimes A \Delta^+ A \Delta M \otimes \hat{M}) \Delta
= (1 \otimes 1 \otimes A)(1 \otimes 1 \otimes A \Delta^+ A \Delta M \otimes \hat{M}) \Delta
= (1 \otimes 1 \otimes A)(1 \otimes 1 \otimes A \Delta^+ A \Delta M \otimes \hat{M}) \Delta
= ((1 \otimes A \Delta \otimes 1)(1 \otimes A \Delta^+ A \Delta M \otimes \hat{M}) \Delta = ((1 \otimes A) \Delta \otimes 1) \Delta^M
\]

as required. \(\square\)

**Lemma B.4.** One has the identity

\[
\mathcal{I}_k(\tau) \otimes 1 \otimes \mathcal{I}_k(\tau) = \sum_{\ell} \left(1 \otimes \frac{(-X)^\ell}{\ell!} \mathcal{M} \right) \left((1 \otimes A) \Delta^+ \mathcal{I}_{k+\ell} \otimes 1 \Delta \tau.\right)
\]  

(B.6)
Proof. It follows from the recursive definition of $\Delta^+$ that
\[
\sum_{\ell} \left( 1 \otimes \frac{(-X)^\ell}{\ell!} \mathcal{M} \right) \left( (1 \otimes \mathcal{A}) \Delta^+ \mathcal{I}_{k+\ell} \otimes 1 \right) \Delta \tau
\]
\[
= \sum_{\ell, m} \left( 1 \otimes \frac{(-X)^\ell}{\ell!} \mathcal{M} \right) \left( \left( \mathcal{I}_{k+m} \otimes \frac{X^m}{m!} \mathcal{A} \right) \otimes 1 \right) \Delta \tau
\]
\[
+ \sum_{\ell} 1 \otimes \frac{(-X)^\ell}{\ell!} \mathcal{M} (\mathcal{A} \mathcal{I}_{k+\ell} \otimes 1) \Delta \tau.
\]

It now follows from the defining property of $\mathcal{A}$, followed by the binomial identity and the comodule property of $\Delta$ and $\Delta^+$ (see the statement and proof of [Hai14, Theorem 8.16]) that
\[
\sum_{\ell} \frac{(-X)^\ell}{\ell!} \mathcal{M} (\mathcal{A} \mathcal{I}_{k+\ell} \otimes 1) \Delta \tau
\]
\[
= - \sum_{\ell, m} \frac{(-X)^\ell}{\ell!} \mathcal{M} \left( \mathcal{M} \left( \mathcal{I}_{k+m} \otimes \frac{X^m}{m!} \mathcal{A} \right) \Delta \otimes 1 \right) \Delta \tau
\]
\[
= - \mathcal{M} \left( \mathcal{M} (\mathcal{I}_{k} \otimes \mathcal{A}) \Delta \otimes 1 \right) \Delta \tau
\]
\[
= - \mathcal{M} \left( \mathcal{M} (\mathcal{I}_{k} \otimes \mathcal{A}) \otimes 1 \right) (1 \otimes \Delta^+) \Delta \tau
\]
\[
= - \mathcal{M} \left( \mathcal{I}_{k} \otimes \mathcal{M} (\mathcal{A} \otimes 1) \Delta^+ \right) \Delta \tau = - I_k (\tau).
\]

Here, we used the fact that $\mathcal{M} (\mathcal{A} \otimes 1) \Delta^+ = 1$ and $(1 \otimes 1^*) \Delta \tau = \tau$. Similarly, it follows from the binomial identity followed by the comodule property that
\[
\sum_{\ell, m} \left( 1 \otimes \frac{(-X)^\ell}{\ell!} \mathcal{M} \right) \left( \left( \mathcal{I}_{k+m} \otimes \frac{X^m}{m!} \mathcal{A} \right) \Delta \otimes 1 \right) \Delta \tau
\]
\[
= (1 \otimes \mathcal{M}) \left( (\mathcal{I}_{k} \otimes \mathcal{A}) \Delta \otimes 1 \right) \Delta \tau
\]
\[
= (\mathcal{I}_{k} \otimes \mathcal{M} (\mathcal{A} \otimes 1) \Delta^+) \Delta \tau = \mathcal{I}_k (\tau) \otimes 1,
\]
which concludes the proof of (B.6). \qed

In the sequel, we will write $Q_{>\alpha}$ for the projection onto elements of homogeneity greater than $\alpha - 2$ (the number 2 being the gain of homogeneity given by the integration operator $\mathcal{I}$). We will also denote by $Q_{\geq \alpha}$ the projection onto elements of homogeneity at least $\alpha - 2$, so that $Q_{>\alpha} + Q_{\leq \alpha} = I$. We now have all the ingredients required to obtain a recursive characterization of $\hat{\Delta}^M$ from which Theorem B.1 can then easily be derived.
PROPOSITION B.5. The map \( \hat{\Delta}^M \) satisfies the identity
\[
\hat{\Delta}^M \mathcal{K}_k(\tau) = (\mathcal{K}_k \otimes 1) \Delta^M \tau - \sum_{\ell} \left( \frac{X^\ell}{\ell!} \mathcal{M}^{(2,3)} \otimes \mathcal{M}^{(1,4)} \right) \times \left( \left( (1 \otimes \mathcal{A}) \Delta^+ \mathcal{M}(\mathcal{K}_{k+\ell} \otimes 1) \Delta^M \mathcal{Q}_{|k+\ell|} \otimes \hat{\Delta}^M \right) \Delta \tau. \right. 
\]
\( \text{(B.7)} \)

Proof. We apply the ‘swapping’ operator \( \mathcal{M}^{(2)} : \tau \otimes \bar{\tau} \mapsto \bar{\tau} \otimes \tau \) to (B.6) and then apply the map \( (1 \otimes \mathcal{M})(\hat{\Delta}^M \otimes \hat{M}) \) to both sides. This yields the identity
\[
\hat{\Delta}^M \mathcal{K}_k \tau = 1 \otimes \hat{M} \mathcal{K}_k \tau \\
+ \sum_{\ell} \left( \left( \frac{X^\ell}{\ell!} \mathcal{M}^{(2,3)} \otimes \mathcal{M}^{(1)} \right) (\hat{M} \otimes \hat{A}) \Delta^+ \mathcal{K}_{k+\ell} \otimes 1 \Delta \tau 
\right.
\]
\[
= 1 \otimes \hat{M} \mathcal{K}_k \tau \\
+ \sum_{\ell} \left( \left( \frac{X^\ell}{\ell!} \mathcal{M}^{(2,4)} \otimes \mathcal{M}^{(1,3,5)} \right) ((\hat{M} \otimes \hat{M}) \mathcal{A}) \Delta^+ \mathcal{K}_{k+\ell} \otimes \hat{M} \Delta \tau 
\right.
\]
\[
= 1 \otimes \hat{M} \mathcal{K}_k \tau \\
+ \sum_{\ell} \left( \left( \frac{X^\ell}{\ell!} \mathcal{M}^{(2,3)} \otimes \mathcal{M}^{(1,4)} \right) ((1 \otimes \mathcal{A}) \Delta^+ \hat{M} \mathcal{K}_{k+\ell} \otimes \hat{M} \Delta \tau 
\right.
\]
\( \text{(B.8)} \)

where we made use of Lemma B.2 to obtain the last identity. We furthermore use the fact that
\[
\hat{M} \mathcal{K}_k = \mathcal{M}(\mathcal{K}_k \otimes 1) \Delta^M \mathcal{Q}_{|k|}, 
\]
by (5.7) (we can insert the operator \( \mathcal{Q}_{|k|} \) since \( \mathcal{K}_k = \mathcal{K}_k \mathcal{Q}_{|k|} \)), which leads to the identity
\[
\left( (1 \otimes \mathcal{A}) \Delta^+ \hat{M} \mathcal{K}_{k+\ell} \otimes \hat{M} \right) \Delta \tau \\
= \left( (1 \otimes \mathcal{A}) \Delta^+ \mathcal{M}(\mathcal{K}_{k+\ell} \otimes 1) \Delta^M \mathcal{Q}_{|k+\ell|} \otimes \hat{M} \right) \Delta \tau. \right. 
\]
\( \text{(B.9)} \)

Noting that
\[
1 \otimes \hat{M} \mathcal{K}_k(\tau) = 1 \otimes \mathcal{M}(\mathcal{K}_k \otimes 1) \Delta^M \tau, 
\]
\( \text{(B.10)} \)
we then make use of Lemma B.4 which yields
\[
1 \otimes \mathcal{M}(\mathcal{K}_k \otimes 1) \Delta^M \tau = (\mathcal{K}_k \otimes 1) \Delta^M \tau - \sum_{\ell} \left( \left( \frac{X^\ell}{\ell!} \mathcal{M}^{(2,3)} \otimes \mathcal{M}^{(1,4)} \right) \times \left( ((1 \otimes \mathcal{A}) \Delta^+ \mathcal{K}_{k+\ell} \otimes 1) \Delta \otimes 1 \Delta^M \tau. \right. \right. 
\]
\( \text{(B.11)} \)
(Here we used the fact that the left hand side, and therefore also the right hand side, of (B.6) is symmetric under the map $\tau \otimes \bar{\tau} \mapsto \bar{\tau} \otimes \tau$.) At this stage we use the fact that, thanks to Lemma B.3, one has

$$M(1(3,4)(2,5)((1 \otimes (1 \otimes A)\Delta^+)\Delta M \otimes \hat{\Delta} M)\Delta = (\Delta \otimes 1)\Delta M.$$  

(just compose both sides with $1 \otimes A \otimes 1$), which then yields the identity

$$M(2,3(1,4)\Delta^+ M(\mathcal{J}_k \otimes 1)\Delta M \otimes \hat{\Delta} M)\Delta
\quad = \quad M(2,3(1,4)\Delta^+ \Delta^+ \mathcal{J}_k \otimes (1 \otimes A)\Delta^+)\Delta M \otimes \hat{\Delta} M)\Delta
\quad \times \quad M(1(3,4,5)((1 \otimes (1 \otimes A)\Delta^+)\Delta M \otimes \hat{\Delta} M)\Delta
\quad = \quad M(2,3(1,4)((1 \otimes A)\Delta^+)\Delta M \otimes \hat{\Delta} M)\Delta
\quad \times \quad M(1(3,4,5)((1 \otimes (1 \otimes A)\Delta^+)\Delta M \otimes \hat{\Delta} M)\Delta
\quad = \quad M(2,3(1,4)((1 \otimes A)\Delta^+ \mathcal{J}_k \otimes 1)\Delta M \otimes 1)\Delta M.$$

Combining this with (B.11), (B.10), (B.9) and (B.8) finally leads to the required identity.

We can now finally turn to the proof of Theorem B.1.

**Proof of Theorem B.1.** We proceed by induction. Assume that the statement holds for all the elements in $\mathcal{T}_+$ appearing in the description of $\Delta \tau$, then we claim that the statement also holds for $\mathcal{J}_k(\tau)$ as well as for $\mathcal{E}_k^\ell(\tau)$. Since the algebraic properties of $\mathcal{E}_k^\ell$ are the same as those of $\mathcal{J}_k$, we only consider the latter. For the first term in (B.7), this follows from the upper triangular structure of $\Delta M$. Regarding the second term, it follows from the induction hypothesis that the quantity

$$\left(\mathcal{Q}_{<|k+\ell|} \otimes \hat{\Delta} M\right)\Delta \tau,$$

is necessarily a linear combination of expressions of the form $\tau^{(1)} \otimes \tau^{(2)} \otimes \tau^{(3)}$ with $|\tau^{(1)}| + |\tau^{(2)}| \geq |\tau|$ and $|\tau^{(1)}| < |k + \ell| - 2$. In particular, one has $|\tau^{(2)}| \geq |\tau| + 2 - |k + \ell|$. It now suffices to note that, with $\tau^{(i)}$ as just defined for any fixed $\ell$, the second term in (B.7) always consists of linear combinations of terms of the form

$$X^\ell \tau^{(2)} \sigma^{(1)} \otimes \sigma^{(2)} \tau^{(3)},$$

with the $\tau^{(i)}$ as above and some $\sigma^{(i)}$ in $\mathcal{T}_+$. Since the $\sigma^{(i)}$ belong to $\mathcal{T}_+$, they have positive homogeneity, so that the homogeneity of the first factor is at least $|\tau^{(2)}| + |\ell| = |\tau| + 2 - |k + \ell| + |\ell| = |\mathcal{J}_k(\tau)|$, thus concluding the proof.
Appendix C. Symbolic index

In this appendix, we collect some of the most used symbols of the article, together with their meaning and the page where they were first introduced.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>z</td>
<td>= |z|_s$</td>
</tr>
<tr>
<td>$</td>
<td>k</td>
<td>=</td>
</tr>
<tr>
<td>$</td>
<td>\tau</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>\tau</td>
<td>_\alpha$</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>Smooth compactly supported functions $\varphi: \mathbb{R}^2 \to \mathbb{R}$</td>
<td>23</td>
</tr>
<tr>
<td>$C^W$</td>
<td>Wick renormalization constant</td>
<td>48</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Linear map $\mathcal{T} \to \mathcal{T} \otimes \mathcal{T}_+^{\ast}$ used to build structure group</td>
<td>19</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>Abstract spatial derivative</td>
<td>20</td>
</tr>
<tr>
<td>$\mathcal{D}^\gamma, \eta, | \cdot |_{\gamma, \eta}$</td>
<td>Modelled distributions with blow-up at $t = 0$</td>
<td>27</td>
</tr>
<tr>
<td>$\mathcal{D}^\gamma, \eta, | \cdot |_{\gamma, \eta, \varepsilon}$</td>
<td>Modelled distributions with short range $\varepsilon$</td>
<td>36</td>
</tr>
<tr>
<td>$\mathcal{E}^k$</td>
<td>Abstract symbol of multiplication by $\varepsilon^k$ on $\mathcal{T}$</td>
<td>18</td>
</tr>
<tr>
<td>$\mathcal{E}^k \delta_\tau (\tau)$</td>
<td>Formal symbol representing $\varepsilon^k D^{(\ell)} \Pi (\tau)(z)$</td>
<td>19</td>
</tr>
<tr>
<td>$\hat{\mathcal{E}}^k$</td>
<td>Abstract symbol on $\mathcal{D}^\gamma$</td>
<td>29</td>
</tr>
<tr>
<td>$F$</td>
<td>Nonlinearity</td>
<td>4</td>
</tr>
<tr>
<td>$\mathcal{G}$</td>
<td>Structure group</td>
<td>19</td>
</tr>
<tr>
<td>$\mathcal{G}_+$</td>
<td>Multiplicative linear functionals on $\mathcal{T}_+$</td>
<td>20</td>
</tr>
<tr>
<td>$\gamma_z$</td>
<td>Character defining $\Gamma_z$</td>
<td>28</td>
</tr>
<tr>
<td>$| H |<em>\gamma, | H; \bar{H} |</em>\gamma$</td>
<td>(Hölder) norm on $\mathcal{D}_\gamma$</td>
<td>26</td>
</tr>
<tr>
<td>$H_k$</td>
<td>$k$th Hermite polynomial</td>
<td>49</td>
</tr>
<tr>
<td>$\mathcal{I}, \mathcal{I}'$</td>
<td>Abstract integration maps</td>
<td>17</td>
</tr>
<tr>
<td>$\mathcal{I}_\gamma (\tau)$</td>
<td>Formal symbol representing $D^{(\ell)} K \star \Pi (\tau)(z)$</td>
<td>19</td>
</tr>
<tr>
<td>$K$</td>
<td>Operator on $\mathcal{D}^\gamma$ defined from kernel $K$</td>
<td>32</td>
</tr>
<tr>
<td>$\mathcal{L}_\varepsilon (\zeta)$</td>
<td>Lift of smooth $\zeta$ to $\mathcal{T}_\varepsilon$</td>
<td>27</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>Admissible models</td>
<td>23</td>
</tr>
<tr>
<td>$\mathcal{M}_\varepsilon$</td>
<td>$\varepsilon$-models</td>
<td>35</td>
</tr>
<tr>
<td>$\mathcal{M}_\varepsilon$</td>
<td>Admissible models on $\mathcal{T}_\varepsilon$</td>
<td>26</td>
</tr>
<tr>
<td>$\mathcal{M}^{\text{Wick}}$</td>
<td>Wick renormalization</td>
<td>49</td>
</tr>
<tr>
<td>$\mathcal{N}_\varepsilon$</td>
<td>Kernel appearing in the model bounds</td>
<td>67</td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>Operator defined from the heat kernel</td>
<td>32</td>
</tr>
<tr>
<td>$</td>
<td>\Pi</td>
<td>,</td>
</tr>
<tr>
<td>Symbol</td>
<td>Meaning</td>
<td>Page</td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>$Q^{(m)}_e$</td>
<td>Kernel appearing in the model bounds</td>
<td>67</td>
</tr>
<tr>
<td>$Q_{\leq 0}$</td>
<td>Projection onto $\bigoplus_{\alpha \leq 0} {\mathcal T}<em>\alpha$ in ${{\mathcal T}}</em>{ex}$</td>
<td>31</td>
</tr>
<tr>
<td>$\mathcal R$</td>
<td>Reconstruction operator</td>
<td>26</td>
</tr>
<tr>
<td>$\mathcal{R}^{Wick}$</td>
<td>Reconstruction operator for Wick renormalized model</td>
<td>54</td>
</tr>
<tr>
<td>$\bar{\mathcal R}$</td>
<td>Kernel renormalization</td>
<td>87</td>
</tr>
<tr>
<td>$S'$</td>
<td>Dual of Schwartz space</td>
<td>24</td>
</tr>
<tr>
<td>$\mathcal T$</td>
<td>Linear span of $\mathcal W$</td>
<td>17</td>
</tr>
<tr>
<td>$\mathcal T_{&lt;\gamma}$</td>
<td>Elements of $\mathcal T$ of homogeneity strictly less than $\gamma$</td>
<td>27</td>
</tr>
<tr>
<td>$\bar{\mathcal T}$</td>
<td>Subspace of $\mathcal T$ generated by powers of $X$</td>
<td>19</td>
</tr>
<tr>
<td>$\mathcal T_+$</td>
<td>Free commutative algebra generated by $X$, $\mathcal I(\tau)$, $\mathcal F^k(\tau)$</td>
<td>19</td>
</tr>
<tr>
<td>$\mathcal T_{ex}$</td>
<td>Extended regularity structure</td>
<td>21</td>
</tr>
<tr>
<td>$\mathcal U$</td>
<td>Symbols used to describe solution $h$</td>
<td>17</td>
</tr>
<tr>
<td>$\mathcal U'$</td>
<td>Symbols used to describe derivative $\partial_x h$</td>
<td>17</td>
</tr>
<tr>
<td>$\mathcal U'_{ex}$</td>
<td>Symbols used to describe powers of $\partial_x h$</td>
<td>21</td>
</tr>
<tr>
<td>$\mathcal V$</td>
<td>Symbols used to describe right hand side</td>
<td>17</td>
</tr>
<tr>
<td>$\mathcal V_{\ell,k}$</td>
<td>Symbols that can appear as argument to $\mathcal F^k_{\ell}$</td>
<td>19</td>
</tr>
<tr>
<td>$\mathcal W$</td>
<td>Symbols used to describe equation</td>
<td>17</td>
</tr>
<tr>
<td>$\mathcal W_{ex}$</td>
<td>Symbols used for the extended regularity structure</td>
<td>22</td>
</tr>
<tr>
<td>$\mathcal W_+$</td>
<td>Symbols used to describe structure group</td>
<td>19</td>
</tr>
<tr>
<td>$\mathcal W_+$</td>
<td>Symbols used to describe structure group</td>
<td>22</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>Abstract symbol for noise</td>
<td>17</td>
</tr>
<tr>
<td>$X = (X_0, X_1)$</td>
<td>Abstract symbol for $z = (t, x)$</td>
<td>17</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Space–time white noise</td>
<td>2</td>
</tr>
</tbody>
</table>
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