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Abstract— In this paper the problem of controlling
differential-algebraic systems with index-1 is addressed. The
proposed technique is based on the interpretation of differential-
algebraic systems as the feedback interconnection of a differ-
ential system and an algebraic system. In this framework, the
algebraic variable can be treated as an external disturbance
acting on the differential system. A direct consequence of this
approach is that the control problem reduces to a classical
disturbance attenuation problem with internal stability. We also
show that the application of the proposed theory to the linear
case yields classical results. Finally, an example inspired by an
air suspension system in a truck illustrates the technique.

I. INTRODUCTION

Differential-algebraic (DA) systems (also known as de-
scriptor systems or singular systems) are composite systems
of ordinary differential equations and algebraic equations.
Such systems are used to model a multitude of engineering
processes, such as mechanical systems [1], chemical processes
[2] and electrical networks [3], in which algebraic equations
arise from environmental constraints, mass conservation
equations or thermodynamic relations.

Although the modelling process is simpler when using
differential-algebraic equations (DAEs), numerous compli-
cations arise in their numerical simulation and control.
An important concept which provides a measure of these
difficulties is the concept of index. Loosely speaking, the
index indicates the number of differentiations required to
reduce a DA system to a system of ordinary differential
equations (ODEs), see [4] for a precise definition. In many
cases, coordinates reduction techniques reduce the DA system
to a minimum set of ordinary differential equations, which can
then be used as the basis for simulation and control design.
For high index systems, several studies in numerical analysis
of DAEs have showed that a special numerical treatment
is required to eliminate the constraint “drift” phenomenon,
see [5], [6] and [7], and the finite escape time phenomenon,
see the recent works [8] and [9]. Futhermore, many existing
control results for DA systems rely on the derivation of
appropriate state-space realizations of the constrained system.
For example in [10] a state space realization has been derived
for nonlinear constrained mechanical systems via multiple
differentiation of the algebraic equations, while in [11] an
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output feedback control methodology has been developed
for a general class of DA systems which arise in chemical
processes. However, there is a broad class of processes in
which a reduction to ODEs may be prevented by model
uncertainties or by nonlinearities, hence a direct approach in
the DA formulation is needed for the controller design.

Recently, a novel approach has been presented in [12],
in which index-1 DA systems have been interpreted as the
feedback interconnection of a differential system and an
algebraic system. The notion of L2-gain for the algebraic
system allows the direct application of the small gain theorem
for stability analysis. Based on this idea, in this paper the
algebraic variable is treated as an external disturbance. As
a consequence the control problem of DA systems reduces
to a classical disturbance attenuation problem with internal
stability for differential systems, the solution of which is
given by means of an Hamilton-Jacobi-Isaacs inequality in
the most general case. The disturbance attenuation problem
has been studied by many authors for differential systems,
see [13], [14] and [15] for input affine nonlinear systems,
while H∞ control for a general class of nonlinear systems
has been treated in [16], [17] and [18]. All these results may
be applied to the framework considered in this paper.

For completeness, note that numerous authors have studied
the H∞ control problem for DA systems. In [19], sufficient
conditions for the existence of the solution of the H∞ control
problem have been derived for linear DA systems, while
[20] obtained similar results using linear matrix inequalities.
In [21] the authors have derived necessary and sufficient
conditions for the existence of a controller solving the
standard nonlinear H∞ control problem for a general class
of nonlinear DA system, considering both state and output
feedback, in terms of Hamilton-Jacobi inequalities. More
recently, H∞ control and robust adaptive control for a class
of nonlinear DA systems with external disturbances and
parametric uncertainties have been studied in [22]. However,
we stress that the novelty of this work is the reduction of
the control problem of index-1 DA systems to a classical
disturbance attenuation problem with internal stability for a
differential system. Moreover, in the special case of linear DA
systems, classical results can be interpreted as a particular
case of the presented framework.

As an example of application we study the control
problem for an air suspension system for trucks. Some
of the challenges in control of air suspensions are due to
nonlinearities and uncertainties in the model equations, which
restricts their use to basic operations such as vehicle lifting
for passenger entry and exit or to optimize the comfort,



while other advanced control tasks such as isolating road
harshening are provided by different suspension systems.
However, according to many authors (see [23], [24], [25]
and references therein for more insight on this topic), robust
control which solve the aforementioned problems has not
been solved in an analytical way.

The outline of the paper is as follows. In Section II we
recall some definitions and preliminary results adapted from
[12]. In Section III we give the main result in terms of solution
of a Hamilton-Jacobi Isaacs inequality. The application of
the theory to the linear case leads to classical results. In
Section IV the control design for an air suspension system
is presented and simulation results are shown. Finally, in
Section V we report our conclusions.

Notation. We use standard notation. The superscript >
represents the transposition operator. The symbols R>0 and
R≥0 indicate, respectively, the set of strictly positive real
numbers and the set of non-negative real numbers. Given a
function f : Rn → R and a manifold M, the symbol f |M
indicates the restriction of f to M. Given a matrix A the
symbols σ(A) and σ(A) represent the smallest and largest
singular value, respectively, of the matrix A.

II. PRELIMINARIES

In this section we introduce some preliminaries which
are instrumental for the remaining of the paper. We first
recall some useful definitions regarding the concept of L2-
gain of a nonlinear differential system. We formulate the
control problem for a general class of index-1 DA systems
and we then recall some results on the stability analysis of
DA systems based on [12].

A. Some definitions

We recall here the definition of L2-norm.

Definition 1. (Definition 1.1.1 in [18]) The set L2[0,∞)
consists of all functions f : R≥0 → R which are measurable
and satisfy ∫ ∞

0

|f(t)|2dt <∞. (1)

We now give the definition of L2-gain in the spirit of Lemma
3.2.4 of [18].

Definition 2. Let V be a smooth storage function that is
nonnegative and with a strict minimizer at x = 0. The
nonlinear system

ẋ = f(x, u),

y = h(x),
(2)

with state x(t) ∈ Rn, input u(t) ∈ Rp and output y(t) ∈ Rm

has L2-gain less than γ if it is locally dissipative with respect
to the supply rate s(u, h(x)) = γ2‖u‖2 − ‖h(x)‖2, i.e. the
inequality

Vxf(x, u) ≤ s(u, h(x))

holds for all (x, u) in a neighborhood of the origin.

B. Problem formulation

Consider an index-1 differential-algebraic system in semi-
explicit form described by the equations

ẋ = f(x,w, u),

0 = h(x,w, u),
(3)

where x(t) ∈ Rn is the differential variable, w(t) ∈ Rm is
the algebraic variable and u(t) ∈ Rp is the vector of control
inputs. Here the mappings h : Rn × Rm × Rp → Rm and
f : Rn × Rm × Rp → Rn are assumed to be smooth. In
addition, we also assume that the origin is the only equilibrium
point and that

rank
(
∂h(x,w, 0)

∂w

)
= m, (4)

for all x(t) ∈ Rn and w(t) ∈ Rm, which means that the
system h(x,w, 0) = 0 does not contain redundant equations.
Note that, under these assumptions, the DA system (3) can
be rewritten as

ẋ = f(x,w, u),

0 = h0(x, u) + ĥ(x,w, u)w,
(5)

where h0(x, u) = h(x, 0, u) and ĥ : Rn×Rm×Rp → Rm×m

is a smooth mapping such that ĥ(x,w, 0) is full rank. The
control action in (5) is to be provided by a static feedback
controller

u = Φ(x,w), (6)

such that the closed-loop system (5)-(6) is locally asymptoti-
cally stable at the equilibrium. This problem is referred to as
the feedback control problem.

C. Stability analysis

ΣD

ΣA

w z

y v

Fig. 1: Feedback interconnection representation of the DA
system (5) [12].

We recall here some results of [12] with some minor
differences due to the presence of the control action. The DA
system (5) can be schematically represented as in Figure 1,
where

ΣD :


ẋ = F (x,w, u) =

= f(x,w, u) + ψ(x,w)(h0(x, u) + ĥ(x,w, u)w),

z = h0(x, u),
(7)

has control input u(t) ∈ Rp, disturbance input w(t) ∈ Rm



and output z(t) ∈ Rm, and

ΣA :

{
0 = v + ĥ(x,w, u)w,

y = w,
(8)

has input v = z and output y = w and it is “parametrized”
by u and x. Note that, according to [12], the mapping ψ :
Rn ×Rm → Rn×m affects the L2-gain of subsystem (7) but
it has no effect on the DA interconnection. We recall here a
preliminary result.

Lemma 1. (Adapted from Lemma 1 in [12]) Consider the
system (6)-(8). Suppose the control input u in equation (6)
is such that

min
(x,w)∈Rn+m

σ(ĥ(x,w, u)) ≥ ε, (9)

for some ε > 0. Let γA be the L2-gain of system ΣA from
the input v to the output w. Then γA is such that

γA ≤
1

ε
< +∞. (10)

In what follows we assume that system (7) has the
following detectability property.

Assumption 1. Any bounded trajectory x(t) of the system

ẋ = F (x(t), 0, u(t))

satisfying
h0(x(t), u(t)) = 0

for all t ≥ 0, is such that

lim
t→∞

x(t) = 0.

A useful result on the stability analysis of DA systems is
the following.

Theorem 1. (Adapted from Theorem 3 in [12]) Consider the
system (5) and assume that condition (9) holds for some ε > 0.
Suppose that Assumption 1 holds in a closed and bounded
set Ω and that the L2-gain γD of the system described by
equation (7) satisfies the inequality

γD < ε, (11)

for some function ψ(x,w). Then the origin is a locally
asymptotically stable equilibrium point.

III. MAIN RESULT

In this section we address the problem of finding a
controller which renders the closed-loop system (3)-(6) locally
asymptotically stable at the origin.

According to the feedback interpretation given in Section II,
the algebraic variable can be seen as a disturbance for system
(7). The following theorem shows that the control problem
of the DA system (5) is reduced to a classical disturbance
attenuation problem with internal stability of the ordinary
differential system (7).

Theorem 2. Consider the closed-loop DA system (5)-(6).
Assume that Assumption 1 holds. Let V : Rn → R be a

smooth positive definite function, defined in a neighborhood
of the origin and such that V (0) = 0 and Vx(0) = 0. Let
now H : Rn × Rn × Rm × Rp → R be the Hamiltonian
function associated with system ΣD and defined as

H(x, V >x , w, u) = VxF (x,w, u) + ||h0(x, u)||2 − γ2D||w||2.
(12)

If the control action (6) is such that
1) inequality (9) holds for some ε > 0,
2) H(x, V >x , w,Φ(x,w)) ≤ 0 for γD < ε and for some

ψ(x,w),
then the trajectory of the closed-loop DA system (5)-(6) is
locally asymptotically stable at the equilibrium.

Theorem 2 shows that to solve the control problem of
an index-1 DA system in form (5), under some appropriate
detectability properties, the control action may be provided
in such a way that the effect of the exogenous signal w on
the L2-gain of the differential subsystem is sufficiently small.
This problem is known as the disturbance attenuation problem
with internal stability. Numerous results have been provided
in the literature for such a problem, see for example [13],
[16] and references therein.

A. Linear case
In the case of linear DA systems, the application of

Theorem 2 yields classical results which can be reinterpreted
in this framework. Consider an index-1 linear DA system of
the form

ẋ = Ax+Bu+ Lw,

0 = Cx+Du+Rw,
(13)

with A ∈ Rn×n, B ∈ Rn×p, L ∈ Rn×m, C ∈ Rm×n,
D ∈ Rm×p and R ∈ Rm×m, and R full rank by (4). We aim
to find a linear feedback control law

u = Kx, (14)

such that the closed loop system (13)-(14) is asymptotically
stable. For such a system the following result holds.

Corollary 1. If the pair

(A− LR−1C,B − LR−1D), (15)

is stabilizable then there exists some matrix K such that the
closed loop system (13)-(14) is asymptotically stable .

Remark 1. Condition (15) is also necessary. In fact, by
manipulating the algebraic equation in (13) yields

w = −R−1(Cx+Du),

which replaced in the differential equation of (13) yields

ẋ = (A− LR−1C)x+ (B − LR−1D)u, (16)

which is asymptotically stabilizzable if and only if the pair
(A− LR−1C,B − LR−1D) is stabilizzable.

IV. EXAMPLE
Consider the air suspension with interconnected compo-

nents shown in Figure 2. Its basic operation is such that



the pressure inside the air spring is adjusted to balance the
load weight by actuating valves which let the air flow from
an external accumulator into the air bellow and from the air
bellow to the external environment. The nonlinear equations of
motion governing the dynamic behaviour of the air suspension
system in Figure 2 are taken from [26] and are given by the
equations

Mξ̈ = −Mgv − µξ̇ + Fe(p, ξ),

ṁair =
Ps√
RaT

Ψ

(
p

Ps

)
u1 −

p√
RaT

Ψ

(
Patm

p

)
u2,

pV (p, ξ) = mairRaT,
(17)

where ξ(t) ∈ R is the height of the suspension, M the mass
load, µ a viscous friction coefficient, p(t) ∈ R the air spring
pressure, Ps and Patm the supply and atmospheric pressures
respectively, mair(t) ∈ R the mass of air inside the spring,
Ra the air specific gas constant, T the temperature and gv
the gravitational acceleration. The air is modelled as a perfect
gas which flows in and out the air suspension through a
Venturi, at constant temperature. The signals u1(t) ∈ R and
u2(t) ∈ R control the amount of air flowing through the
valves. The mapping Ψ(·), which models the nonlinearity of
the solenoid valves, is

ξ

V, p

Mg

PsPatm

Fig. 2: Sketch of the air suspension system.

Ψ

(
pu
pd

)
=

√√√√ 2γ

γ − 1

((
pu
pd

) 2
γ

−
(
pu
pd

) γ+1
γ

)
,

where γ is the specific heat ratio of the air, and pu and pd
are the upstream and downstream pressures, respectively. The
mapping

Fe(p, ξ) = pAe(p, ξ)

represents the force developed by the air spring, where
Ae(p, ξ) is the effective area which, in general, is a nonlinear
function of the pressure p and the height ξ and its value can be
calculated from the load charts provided by the manufacturer.
Observe that there is no dynamic equation of the pressure p
and it is not trivial to reduce the DA equations (17) to ordinary
differential equations as the volume V (p, ξ) depends itself
on the pressure and on the height. In addition, the mapping
V (p, ξ) is usually not explicitly available but is provided in
charts by the manufacturer. However, due to the accumulator,
pipes and cushioning chambers, a minimum volume V0 is

supposed to exist.

Consider system (17) and assume the variables ξ, ξ̇, mair

and p are measurable. We aim to find a feedback control law

u =

[
u1
u2

]
= Φ(ξ, ξ̇,mair, p), (18)

such that

lim
t→∞

mair(t)−m∗air(t) = 0,

lim
t→∞

ξ̇(t) = 0,

lim
t→∞

p(t)− p∗(t) = 0,

(19)

where m∗air(t) is a given reference signal and p∗(t) is the
pressure equilibrium setpoint. To this end, let

[ξ, ξ̇,mair, p,m
∗
air]> = [x1, x2, x3, w, x

∗
3]>,

and

g(w) =

[
Ps√
RaT

Ψ
(

w
Ps

)
− w√

RaT
Ψ
(
Patm
w

)] .
Then system (17) can be rewritten in state space form as the
nonlinear DA system

ẋ1 = x2,

ẋ2 = −gv −
µ

M
x2 +

Ae(w, x1)

M
w,

ẋ3 = g(w)u,

0 = RaTx3 − V (w, x1)w.

(20)

On the basis of Theorem 2, the feedback controller

Φ(x∗3, x3, w) = g(w)
(
g(w)>g(w)

)−1
(ẋ∗3 − k(x3 − x∗3)) ,

(21)

with k > 0 is such that conditions (19) hold for all x1(0) ∈ R,
x2(0) ∈ R, x3(0) ∈ R and p(0) ∈ R.

Simulations have been conducted to verify the effectiveness
of the proposed control algorithm. The following set of
parameters have been used:

Ps

Patm

µ
γ
T
Ra

V0
k


=



5 · 105 Pa
105 Pa

100
1.41

298.15 K
287.058 J

kgK

0.001 m3

100


,

with initial conditions
ξ(0)

ξ̇(0)
mair(0)
p(0)

 =


0.3 m
0 m

s
3.675 · 10−3 kg

105 Pa

 .
The control objective is to track a step reference signal m∗air(t)
in the presence of a constant payload M = 150 kg. Simulation
results are shown in Figures 3, 4, 5, 6, 7 and 8. The reference
m∗air and the mass of air mair are given in Figure 3 with



dashed line and solid line, respectively. In Figures 4 and 5 the
zooming views of the first and second steps are also given.
These reveal a fast rate of convergence due to the high gain
k = 100. The time histories of p and ξ̇, shown in Figures 6
and 7, illustrate the convergence to the equilibrium. Note that
the rate of convergence is slower than that of mair. Finally,
Figure 8 shows the time history of the height ξ.

0 5 10 15 20 25 30

0

1

2

3

4

5

6

7
10

-3

m
air

m
air

*

Fig. 3: Time history of mair(t) and its reference m∗air(t).
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Fig. 4: Time history of mair(t) and its reference m∗air(t):
first zoom.

V. CONCLUSIONS

By interpreting a DA system as the feedback interconnec-
tion of a differential system and an algebraic system, the
problem of control of nonlinear DA systems with index-1 has
been reduced to the classical disturbance attenuation problem
with internal stability, for which conditions have been derived
using the Hamilton-Jacobi-Isaacs inequality. We have also
shown that classical results for linear DA systems can be
reinterpreted in this framework. Finally, we have provided an
example of application inspired by an air suspension system
for a truck and simulation results have been discussed.
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Fig. 5: Time history of mair(t) and its reference m∗air(t):
second zoom.
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Fig. 6: Time history of p(t).
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Fig. 7: Time history of ξ̇(t).
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