
380 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 34, NO. 1, JANUARY 2019

A Test Model of a Power Grid With Battery Energy
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and Bikash C. Pal , Fellow, IEEE

Abstract—This paper presents a test model for investigating how
to coordinate a power grid and energy storage systems (ESSs) by
wide-area monitoring (WAM). It consists of three parts: first, a
model of a power grid containing different types of generators,
loads, and transmission network; second, a model of lithium-ion
battery ESSs; and third, a model of multivariate statistical analysis
based WAM built to capture the grid information for guiding the
operation of ESSs. Simulation studies using a reduced equivalent
model specifically built for a UK power grid enhanced with lithium-
ion battery ESSs and WAM illustrate the way in which WAM can
coordinate a power grid and ESSs, and also demonstrate the benefit
of ESSs on a power grid.

Index Terms—Power grid, wide-area monitoring, lithium-ion
battery, energy storage, multivariate statistical analysis, model.

I. INTRODUCTION

L IKE many other countries around the world, the United
Kingdom (UK) is committed to reduce the utilization of

fossil fuels and the emissions of CO2 . In the Climate Change
Act 2008 [1], a goal to ensure that the net UK emissions of
green-house gases for the year 2050 are at least 80% lower than
the 1990 baseline was set up. Subsequently, in the Directive
2009/28/EC of the European Parliament and of the Council of
the European Union [2], a target was defined for the UK that 15%
of its total energy consumption from renewable sources should
be achieved by 2020. In the Electricity Ten Year Statement 2016
published by National Grid recently [3], this target was stated
again. In line with the above legislations, the generation patterns
in the UK are evolving rapidly, characterized by a decreasing
volume of conventional thermal generation from coal and gas
but an increasing volume of renewable generation largely in the
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form of offshore wind generation and asynchronously connect-
ing to the transmission network [4].

Many renewable energy resources are intermittent in na-
ture. Such intermittency presents a great challenge in main-
taining the balance between generation and demand, and thus
it has detrimental effects on power grid security and stability
[5]–[8]. In this situation, Energy Storage Systems (ESSs) can
play an important role in managing the fluctuations of electricity
generated from renewable energy resources [9]–[11]. With the
introduction of ESSs, more renewable energy resources can be
incorporated to aid the transition to the low-carbon and clean
power generation.

Although ESSs can facilitate renewable generation well, the
integration of ESSs into a power grid is a complex task, in-
volving investigation of two major issues: the ESSs planning
and the ESSs control. The ESSs planning includes the stor-
age type selection, sizing and siting. Usually, the storage type
selection depends on the technical features of ESSs and the ap-
plication services ESSs are supposed to provide. For instance,
for energy management, a storage type with large-scale energy
capacity such as battery storage or pumped hydro storage is
often more appropriate, while for power quality improvement,
a storage type with fast response and small energy capacity
such as superconducting magnetic storage or super-capacitor
storage is often more suitable. The storage sizing usually refers
to the determination of the power rating and the energy rating
and it can be obtained by balancing the benefits and cost [6].
Recently, methods for optimizing the storage sizing and siting
have been proposed. Wogrin and Gayme [12] presented a DC
optimal power flow (OPF) framework for storage portfolio op-
timization, where the optimal storage siting and operation given
a fixed portfolio of different storage types were decided and the
optimal storage portfolio in terms of the storage type, sizing
and siting was subsequently determined. Pandžić et al. [13] pre-
sented a near-optimal method for the storage siting and sizing
problem by considering both the economic and technical aspects
of the problem and conducting a three-stage decomposition of
the problem. Dvorkin et al. [14] presented a bilevel program for
determining the optimal storage sizing and siting, which can re-
duce the system-wide operating cost and the cost of investments
in storage while ensuring that ESSs collect sufficient profits to
fully recover their investment cost.

The ESSs control is demanded for providing application ser-
vices to a power grid. There are many application services ESSs
can provide to a power grid, such as transmission congestion
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relief, grid stabilization, emergency power supply, frequency
regulation, and so on [6]. Different application services usually
have different requirements for the ESSs operation and con-
trol, and therefore, the ESSs operation and control vary with
application services. Almassalkhi et al. [15] considered incor-
porating ESSs as a flexible transmission asset and presented a
three-level framework to coordinate day-ahead, near real-time
and minute-by-minute control actions of conventional genera-
tion and ESSs. Martin and Hiskens [16] proposed a corrective
model-predictive control algorithm to coordinate the response of
controllable resources including ESSs that can limit detrimental
effects of contingencies and identify beneficial control actions
across a wide range of devices. Khani et al. [17] proposed a
real-time optimal dispatch algorithm for ESSs that can generate
revenue by exploiting electricity price arbitrage opportunities
in the day-ahead electricity market while optimally preparing
ESSs to maximize their contribution to congestion relief. Farraj
et al. [18] investigated the role of ESSs in stabilizing the dynam-
ics of power systems during periods of disruption, considered
an information-rich multiagent framework and focused on ESS
output control via linear feedback optimal control to achieve
transient stability. Choi et al. [19] built a hybrid operation strat-
egy for a wind energy conversion system with a battery ESS that
can improve the frequency regulation capability of the studied
power system.

Besides the above analyzed works, there exists a large body
of research investigating the ESSs planning, operation and con-
trol, e.g., [20]–[25]. These activities exploit the merits of ESSs
for specific application purposes and provide significant refer-
ence for incorporating ESSs to a power grid. Although ESSs
can provide attractive services to the power grid operation as
demonstrated by the existing research, an important premise is
that the grid information can be effectively captured to guide
the operation of ESSs. For instance, the output power of wind
turbines in a certain area may be excessive during high wind
periods or low when there is little wind. If there is no available
information about when and where the event of excessive or
scant wind generation occurs, ESSs in different areas will react
to an excess of wind power by charging, or react by discharging
if there is insufficient wind power. This will cause a significant
power flow change across a power grid, compromising the grid
operational stability margin. This will also cause a waste of
limited storage resource since ESSs are usually an expensive
investment and it is not economically viable for all ESSs to
work for a single application service [6]. On the contrary, if this
event can be detected and located, the obtained information can
enable a response in which only ESSs near the target area charge
or discharge and ESSs in other locations can await orders for
other application services, resulting in a reduced impact on the
grid stability and an economical utilization of ESSs.

However, to the best of authors’ knowledge, the existing re-
search on the integration of ESSs into a power grid rarely inves-
tigates how to coordinate a power grid and ESSs by capturing
the grid information. The motivation of this work is thus to fill
this gap by developing a Wide-Area Monitoring (WAM) method
based on multivariate statistical analysis. The developed WAM
method can detect and locate events in a power grid to guide the

Fig. 1. The overall framework of the built test model.

operation of ESSs centrally, which also responds to the proposi-
tion in [26] combining dispersed ESSs as a virtual storage unit
and controlling centrally. A further motivation is to build a test
model of a power grid enhanced with both ESSs and WAM. The
overall framework of this test model is shown in Fig. 1, illustrat-
ing a system configuration of a power grid, battery ESSs, and
WAM. Such a test model is of importance to academic research,
since it can simulate practical scenarios to provide insights into
the way in which WAM can coordinate a power grid and ESSs
as well as how a power grid can benefit from ESSs with the
support of WAM.

The paper is organized as follows. Section II gives a de-
scription of a power grid model. Section III describes a model
of lithium-ion battery ESSs. Section IV presents a model of
multivariate statistical analysis based WAM. The simulation re-
sults and analysis using a test model specifically built for a UK
power grid enhanced with lithium-ion battery ESSs and WAM
are provided in Section V, while the conclusions are drawn in
Section VI.

II. A POWER GRID MODEL

This section describes a model of a power grid including
different types of generators, loads and transmission lines.

A. Generation Mix

Here, the generation based on coal, nuclear, Combined Cycle
Gas Turbine (CCGT), hydro, onshore wind and offshore wind
is taken into account. The combined heat and power capacity
and biomass capacity are added to the coal capacity, while the
tidal and wave capacities are added to the offshore wind ca-
pacity. The reason is that these added capacities are usually not
significant enough to be represented separately. The oil based
generation and the gas based generation are grouped together
because they have similar dynamic characteristics. Besides, an
important assumption is the aggregation of wind farms where
several wind farms located in one site are viewed as one wind
turbine generator. The synchronous machines are represented
by a transient model and the recommended ranges of values
for different generator parameters are obtained from [27]. Each
synchronous machine is accompanied by a governor that is also
modelled according to [27]. The wind turbine generators are
represented by the generic Type-4 WTG model [28].
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B. Load Demand

The active power and the reactive power of demand at the ith
load bus for i = 1, 2, . . . are respectively represented as [27]:

pL i
= pL i ,0

(
vL i

vL i ,0

)a

(1)

qL i
= qL i ,0

(
vL i

vL i ,0

)b

(2)

where vL i
denotes the voltage magnitude of the ith load bus Li ,

while pL i ,0 , qL i ,0 and vL i ,0 denote the initial values of pL i
, qL i

and vL i
, respectively. The parameter a in (1) is set to 1 assuming

that the active component of load has constant current charac-
teristic, while the parameter b in (2) is set to 2 assuming that the
reactive component of load has constant impedance characteris-
tic [27]. Moreover, Gaussian noise is added into pL i

and qL i
so

that the continuous random load perturbations observed in the
actual power grid can be represented.

C. Transmission Network

The transmission network with its overhead lines and cables
is represented by the impedance matrix [27].

III. MODEL OF LITHIUM-ION BATTERY ESSS

This section describes a model of lithium-ion battery ESSs,
referred to as LIBESS. The elementary unit of LIBESS is a
Lithium-Ion Battery Cell (LIBC) model presented in [29]. This
cell model was validated based on a current profile derived from
the Artemis drive cycle [30] by differentiating the speed vector
and scaling the profile to the desired maximum current.

In the following, LIBC is described firstly to lay the founda-
tion for the subsequent presentation of LIBESS. More details
about LIBC can be found in [29].

LIBC was designed to simulate the terminal voltage response
of a lithium-ion battery cell to any arbitrary current input over
a range of temperatures, states of charge (SOCs) and C-rates,
where C-rates refer to the rates at which a battery cell is charged
or discharged. The model order of LIBC was determined by
minimizing the loss function of the state space equation when
fitted to the voltage measurements of the current pulse experi-
ments. In [29], the minimization was carried out for a model
order from one to five and for data recorded between 0°C
and 50°C at every SOC. For the majority of the recorded data
(10% <= SOCs <= 90%), the optimal model order was two.
It was thus chosen for LIBC. The equivalent circuit of LIBC is
shown in Fig. 2 and the corresponding state space model is:

[
V̇1

V̇2

]
=

[− 1
R1 C1

0

0 − 1
R2 C2

] [
V1

V2

]
+

[ 1
C1

1
C2

]
Icell (3)

Vcell = VOC + V1 + V2 + R0Icell (4)

where two resistor-capacitor parallel branches (R1//C1 ,
R2//C2) connected in series account for diffusion, the resistor
R0 consists of ohmic and charge transfer resistance, V1 and V2
are the potential voltage differences across the elements R1//C1

Fig. 2. The model structure of LIBC [29].

Fig. 3. The control scheme for an ESS.

and R2//C2 respectively, Icell is the cell current serving as the
model input, and Vcell is the cell terminal voltage serving as the
model output, while VOC is the open circuit voltage.

Next, LIBESS is directly built based on LIBC by assuming
that the cells in a lithium-ion battery ESS are identical and
there is no significant intrinsic difference (imbalance) among
the cells. The active power of LIBESS is then calculated based
on the active power of LIBC as the following equation:

PESS = N · Pcell = N · (Vcell · Icell) (5)

where N is the number of cells in an ESS, which is supposed
to be in an appropriate range so that the requirements of energy
storage and regeneration can be effectively met.

Although the full battery pack model is a major undertaking,
the simplified model (5) can be used conveniently because of
its good scalability and can already illustrate that battery ESSs
have considerable benefit on the stability of a power grid. Before
the utilization of this model, a point worth noting is the determi-
nation of ESSs locations in a power grid. Here, an assumption is
taken that ESSs are placed close to renewable energy resources
(for the test model built in this paper, it is wind energy), so that
the intermittency effect of wind energy can be easily relieved.

It is assumed that ESSs connected to wind generator buses
satisfy two conditions:

1) ESSs take the frequencies of synchronous generator buses
as control objective variables (i.e., the variables to be controlled
at their set point values) since frequency control is important
for the stability of a power grid [31] and the controller output
signals for adjustment of charge or discharge of ESSs are all cal-
culated using a proportional control strategy. The synchronous
generator buses whose frequencies are taken as control objec-
tive variables are chosen as those close to wind generator buses
to which ESSs are connected. The control scheme for an ESS
is shown in Fig. 3, where the power electronic interfacing an
ESS and a wind generator bus is simply viewed as a switch due
to its fast response time that can often be negligible. Denoting
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vw i
= vw i ,real + jvw i ,imag as the voltage at the ith wind gener-

ator bus Wi , the current provided by the ith ESS (ESSi) that is
connected to Wi can then be calculated as follows:

currESS i
=

vw i ,realPESS i

v2
w i ,real + v2

w i ,imag
+ j

vw i ,imagPESS i

v2
w i ,real + v2

w i ,imag
(6)

where PESS i
denotes the active power of ESSi , and j denotes

the complex operator, that is, j2 = −1.
2) The controller output signal can be calculated within the

measuring period of measurement units and it is kept constant
until the next measuring period comes.

The above control strategy ensures that ESSs supply power
if the controlled frequencies drop, store power if the controlled
frequencies rise, and thus reduce the frequency nadir or peak.

IV. MODEL OF MULTIVARIATE STATISTICAL ANALYSIS BASED

WIDE-AREA MONITORING

To maximize the role of ESSs in mitigating the intermittency
problem of renewable generation in a power grid, the coordina-
tion between the power grid and ESSs is of importance. That
is, a central monitoring unit of the power grid should be able to
tell ESSs when and where electrical energy needs to be stored
or returned back. Thus, this section develops a WAM method
that includes event detection and event localization based on
multivariate statistical analysis known as Principal Component
Analysis (PCA) to fulfil this task. The approach can capture
the grid information for guiding the operation of ESSs and its
details are presented below.

A. Event Detection

Event detection can provide the time when electrical energy
needs to be stored by ESSs or returned back to a power grid.

Considering the fact that the frequencies of synchronous gen-
erator buses are directly affected by active power and frequency
control is usually performed by the real-time balance between
active power generation and demand, the active power at a bus
is used as a monitored variable here. Denoting pS i

, pW i
and pL i

as the active power at the ith synchronous generator bus Si , the
ith wind generator bus Wi and the ith load bus Li respectively,
the vector of monitored variables is constituted as:

pT =
[
pS1 pS2 · · · pSm S

pW1 pW2 · · · pWm W
pL1 pL2 · · · pLm L

]

= [p1 p2 · · · pm ] (7)

where T denotes the vector or matrix transpose operator, mS ,
mW and mL denote the number of synchronous generator buses,
wind generator buses and load buses respectively, p1 p2 · · · pm

denote the monitored variables sequentially for the convenience
of description, and m = mS + mW + mL .

Historical recordings of N measurements of active power in
the ambient condition are used as the modelling data {pn}N

n=1 ,
where pn

T = [p1,n p2,n · · · pm,n ] and pi,n denotes the value
of the ith monitored variable pi at the nth sampling time point
for i = 1, 2, . . . ,m. In what follows, PCA is used to analyze
the monitored variables together and to obtain feature variables

called Principal Components (PCs) and residual variables (RVs)
through multivariate analysis.

Firstly, the monitored variables in the vector p are nor-
malized with the sample means and sample variances calcu-
lated from the modelling data {pn}N

n=1 to make the obtained
variables independent of their engineering units. The sym-
bol p̃T = [p̃1 p̃2 · · · p̃m ] denotes the vector of the normalized
variables.

The covariance matrix C of p̃ can be estimated based on
the normalized modelling data {p̃n}N

n=1 and the eigenvalue
decomposition of C can be written as:

C =
1

N − 1

N∑
n=1

p̃n p̃T
n = UΛUT =

m∑
i=1

λiuiu
T
i (8)

whereΛ is a diagonal matrix with the diagonal elements as the
eigenvalues λ1 , λ2 , . . . , λm of C in the descending order, and
U = [u1 u2 · · · um ] is the eigenvector matrix with the column
vectors as the eigenvectors of C.

Based on the matrix U , a vector of PCs can be obtained by:

gT = [g1 g2 · · · ga ] =
(
U 1:a

T p̃
)T

(9)

where a is the number of PCs satisfying a < m, and U 1:a
T =

[u1 u2 · · · ua ]T is called loading matrix or model projection
matrix. The sample covariance matrix of the PCs g1 g2 · · · ga is
a diagonal matrix with the diagonal elements as λ1 λ2 · · · λa .

Concurrently, a vector of RVs can be obtained by:

eT = [e1 e2 · · · em ] =
(
p̃ − U 1:aU 1:a

T p̃
)T

(10)

As for the determination of the number a of PCs, the Cumula-
tive Percent Variance (CPV) criterion, widely used in multivari-
ate statistical monitoring [32]–[34], is adopted. For the specific
case here, CPV can be calculated as:

CPV (a) =
∑a

i=1 λi∑m
i=1 λi

× 100% (11)

where a can be determined once CPV(a) exceeds a pre-defined
constant. Typically, CPV(a) >= 90% is sufficient to signify
that most variable variances are captured by PCs and the re-
maining tiny variances are captured by RVs [33].

A measure of the variation within the PCA model can be
given by the Hotelling’s T 2 statistic as:

T 2 = gTΩg =
a∑

i=1

(
gi/

√
λi

)2
(12)

where Ω is a diagonal matrix with the diagonal elements as
λ−1

1 , λ−1
2 , . . . , λ−1

a .
Besides, a measure of the variation in the residual space not

accounted for by the PCA model can be given by the companion
Squared Prediction Error (SPE) statistic as:

SPE = eTe =
m∑

i=1

e2
i (13)

It can be found from (12) and (13) that T 2 and SPE are
complementary to each other. Owing to such complementary
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nature of these two indices, a unified index is obtained here by
incorporating T 2 with SPE as follows:

H = ηT 2 + (1 − η) SPE (14)

where η is a weighted coefficient satisfying 0 ≤ η ≤ 1. The ad-
vantages of the built H statistic are that it can not only reduce
the real-time monitoring burden but also can provide more com-
prehensive information. The parameter η is used to adjust the
proportion of T 2 and SPE in H . If η = 0, H reduces to SPE;
if η = 1, H reduces to T 2 . Here, η is determined so that T 2

and SPE can be considered equivalent in H . The determination
strategy is inspired by [35], where a combinatorial optimiza-
tion problem was considered and the weightings of different
sub-objective functions were unified through the comparison
of matrix spectral radiuses. Thus, matrix spectral radiuses are
introduced to help determine η. More specifically, (14) can be
further written as follows:

H = ηp̃T (
U 1:aΩU 1:a

T)
p̃ + (1 − η) p̃T (

I − U 1:aU 1:a
T)

p̃
(15)

where I denotes the m × m identity matrix.
Then, the following equation is formed to determine η:

ηγ
(
U 1:aΩU 1:a

T)
= (1 − η) γ

(
I − U 1:aU 1:a

T)
(16)

where γ(Θ) denotes the spectral radius of Θ, calculated as the
largest absolute value of the eigenvalues of Θ.

The solution to (16) is given by:

ηbal =
γ

(
I − U 1:aU 1:a

T)
γ

(
U 1:aΩU 1:a

T)
+ γ

(
I − U 1:aU 1:a

T) (17)

where ηbal < η ≤ 1 means T 2 is considered more important
than SPE, while 0 ≤ η < ηbal means T 2 is considered less
important than SPE. Thus, ηbal is used in the expression of H
to balance the weightings of T 2 and SPE.

After the construction of the H statistic, a detection thresh-
old Hα with the confidence level of α is required for judging
whether an active power event occurs or not. Since no prior
knowledge is available with regard to the distributions of the
monitored variables and the H statistic, a data-dependent strat-
egy is given here, which determines Hα as the δth highest value
of {Hn}N

n=1 , where δ is the integer nearest to N(1 − α).
Thus, the PCA model for multivariate analysis of active power

and the comprehensive statistic H for event detection have been
built. Next, event localization will be introduced.

B. Event Localization

After event detection provides the time when energy should
be stored by ESSs or returned back to a power grid, event local-
ization is the subsequent step that identifies the buses where an
active power event occurs and determines appropriate locations
of ESSs which should take action.

According to [36], contribution plots can reveal the variables
that make the highest contribution to the detected anomaly or
event and thus can help identify the event location. In the context

of the stated problem here, a contribution plot strategy is built
based on the sensitivity analysis [37], which calculates the rates
of change in the system output variables resulting from small
perturbations in parameters of interest. More specifically, the
contributions of the normalized variables p̃1 p̃2 · · · p̃m to the H
statistic are defined and calculated by:

conT =
[
con1 con2 · · · conm

]
=

dH

dp̃T ◦ p̃T =

(
2p̃T(

ηbalU 1:aΩU 1:a
T +(1 − ηbal)

(
I − U 1:aU 1:a

T))) ◦ p̃T

(18)

where the ith entry coni denotes the contribution of p̃i to H , “◦”
denotes the element-by-element multiplication of two vectors,
and d denotes the derivative operator.

The signs of the contributions of the variables to the H statis-
tic can be positive or negative. Usually, the signs of the contri-
butions are not important whereas the absolute values indicate
the effect of variables on a monitoring statistic. Moreover, the
contributions of different variables have different means and
variances, which can result in inaccurate identification results.
This problem can be solved using the mean and variance of the
contributions of each variable calculated from the normalized
modelling data to scale the present contribution of the corre-
sponding variable. Based on the above analysis, the procedure
of event localization using the built contribution plot strategy is
summarized as follows:
©1 The contributions {conn}N

n=1 of the normalized variables
p̃1 p̃2 · · · p̃m are calculated by (18) based on the normalized
modelling data {p̃n}N

n=1 .
©2 The sample means and sample standard deviations of the

obtained contributions {conn}N
n=1 are calculated.

©3 Suppose that an active power event is detected by the H
statistic at the kth sampling time point. The contributions conk

are obtained by (18) and scaled with the sample means and
sample variances calculated from ©2 .

©4 The absolute values of the scaled contributions, denoted
by conk

∗, are then used to identify the variables that make the
largest contributions to the detected event.

Thus, the PCA based WAM method has been developed.
With this method, the grid information about when and where
electrical energy needs to be stored or returned back can be
captured to guide the operation of ESSs. The flow chart for
implementation is shown in Fig. 4.

V. SIMULATION RESULTS AND ANALYSIS

This section investigates the potential of WAM in coordinat-
ing a power grid and ESSs as well as the benefit of ESSs on a
power grid using a test model specifically built for a UK power
grid enhanced with lithium-ion battery ESSs and multivariate
statistical analysis based WAM. In the following, a reduced
equivalent model of the UK power grid will be described firstly,
followed by two test scenarios with the detailed analysis which
are a change in the active power of a load bus and a change in
the active power of a wind generator bus.
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Fig. 4. The procedure of the PCA-based WAM method.

Fig. 5. A single-line diagram of RUKG [39].

A. Reduced Equivalent Model of the UK Power Grid

A reduced equivalent model of the UK power grid, referred
to as RUKG, is described here. A single-line diagram of RUKG
with 29 nodes inter-connected through transmission lines is
shown in Fig. 5. The skeleton for RUKG is obtained from a
model of the power flow in the UK power grid developed at the

TABLE I
ESS LOCATIONS AND THE BUSES WHOSE FREQUENCIES ARE

USED AS CONTROL OBJECTIVE VARIABLES

University of Strathclyde [38]. Based on this skeleton, another
reduced equivalent model of the UK power grid was developed
in [39]. However, the model in [39] contains the dynamic repre-
sentation of the generation mix while the transmission network
and loads are represented together by the impedance matrix. In
comparison, RUKG models the generation mix and represents
the loads separately from the impedance matrix of the transmis-
sion network.

Taking [40] as the main source of reference data along with a
variety of generator operators’ web sites, the expected genera-
tion level in 2023 called 2023 scenario was described in [39]. In
this scenario, different types of generation are distributed across
29 nodes, as shown in Fig. 5. Here, the generation mix of RUKG
is the same as that of the 2023 scenario, which has already been
described previously in Section II-A. The detailed generation
locations and capacities, and the formula for calculating these
capacities can be further found in [39].

In total, there are 36 synchronous generator buses (10-coal,
7-nuclear, 5-hydro and 14-CCGT), 15 wind generator buses
and 29 load buses in RUKG. The base transmission network is
shown in Fig. 5.

Table I lists the ESS locations (the nodes where ESSs are
placed and the wind generator buses to which ESSs are con-
nected) and the synchronous generator buses whose frequencies
are used as the control objective variables, where Gi denotes the
ith generator bus.

Table II lists all of the monitored variables and the nodes
where they are located. Firstly, 500 modelling data points are
obtained in the ambient condition with the sample interval of
0.1 seconds. The number a of PCs is determined as 32 by (11)
and the parameter ηbal is determined as 0.443 by (17).

B. Change in the Active Power of a Load Bus

A representative change in the active power of the first load
bus L1 is simulated and shown in Fig. 6, where the power change
occurs at the 70th sampling time point and lasts for 50 sampling
time points.

The WAM chart for this scenario is shown in Fig. 7. The
confidence level is set as α = 99%. It can be seen from the
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TABLE II
MONITORED VARIABLES AND THE NODES WHERE THEY ARE MEASURED

Fig. 6. A change in the active power of the first load bus L1 .

upper subfigure that the H statistic detects the event at the 70th
sampling time point and from the lower subfigure that the con-
tributions plot con70

∗ identifies the 52nd variable as the one
making the largest contribution to the detected event. It can be
understood from (7) together with Table II that the identified
variable is exactly the active power at the first load bus L1 . With
Fig. 7, the event information is captured for ESSs. Accordingly,
the ESS connected to the first wind generator bus G1 (W1) is
switched on to discharge when the event is detected. The reason
is that L1 is directly connected with G1 (W1) by a transmission
line. Moreover, the frequency of the first synchronous generator
bus G2 (S1) which is near G1 (W1) is used as the control objec-
tive variable with the set point of 50 Hz. Thus, the way in which
a power grid and ESSs can be coordinated by the developed
WAM approach, which is the main consideration of this paper,
is illustrated. Due to such coordination, a response in which

Fig. 7. The WAM chart for the first test scenario.

Fig. 8. The time trend of the frequency of the synchronous generator bus
G2 (S1 ) under the condition without ESS and the condition with the ESS des-
ignated by WAM.

Fig. 9. The operation of the ESS connected to the wind generator bus G1 (W1 )
under the condition with the ESS designated by WAM.

only ESSs near the target area charge or discharge is enabled
and a reduced impact on the grid stability can be achieved.

Fig. 8 shows the time trend of the frequency of G2 (S1), where
the frequency under the condition with the ESS designated by
WAM is more stable than that under the condition without ESS.

Fig. 9 illustrates the operation of the ESS connected to
G1 (W1). It shows a spike at about the 70th sampling time
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Fig. 10. The tracked SoC of the ESS connected to the wind generator bus
G1 (W1 ) under the condition with the ESS designated by WAM.

Fig. 11. The calculation results of the index di measuring the deviation of the
frequency fi from nominal frequency for i from 1 to 36 in the first test scenario.

point, indicating rapid discharge to supply the power when the
step-up power change in L1 occurs. It also shows an opposite
spike at about the 120th sampling time point, indicating rapid
charge to absorb the power when the power change in L1 ends.
An interesting point is that the time trend in Fig. 9 is approxi-
mately inverse from that in the lower subfigure of Fig. 8. This
is reasonable because the proportional control scheme is used,
as shown in Fig. 3.

With the energy of the ESS connected to G1 (W1) flowing
in and out for frequency regulation as illustrated in Fig. 9, the
State of Charge (SoC) of the designated ESS varies as shown in
Fig. 10, where the initial SoC is 60%. It can be observed from
Fig. 10 that a small amount of the energy stored in the desig-
nated ESS is consumed over the frequency regulation period
and the stored energy is sufficient for response to the frequency
deviation in this test scenario.

The time trends of the frequencies of the other 35 synchronous
generator buses under the condition with the ESS designated by
WAM are also more stable than those of the corresponding syn-
chronous generator buses under the condition without ESS. For
a succinct description, the time trends of the other 35 frequen-
cies are not shown here. Instead, an index that can measure the
deviation of the time trend of the frequency of a synchronous
generator bus from the nominal frequency (50 Hz in this case
study) is defined below:

di =

√
1

K − 1

∑K

k=1
(fi,k − 50)2 (19)

where K denotes the number of the frequency samples, fi de-
notes the frequency of the ith synchronous generator bus Si , and
fi,k denotes the value of fi at the kth sampling time point.

Fig. 11 shows the index di for i from 1 to 36 under the condi-
tion without ESS and the condition with the ESS designated by
WAM, where di under the condition with the designated ESS

Fig. 12. The change in the active power of the third wind generator bus
G6 (W3 ).

Fig. 13. The WAM chart for the second test scenario.

is smaller than that under the condition without ESS. Thus, the
results in Fig. 11 and Fig. 8 illustrate the benefit of the ESS
designated by WAM for frequency stability.

C. Change in the Active Power of a Wind Generator Bus

A representative change in the active power of the third wind
generator bus G6 (W3) is simulated, as shown in Fig. 12, where
the power loss occurs at the 71st sampling time point and lasts
for 50 sampling time points.

Fig. 13 shows the WAM chart for this scenario. The H statistic
in the upper subfigure gives a definite indication of the event at
the 71st sampling time point and the contributions plot con71

∗ in
the lower subfigure indicates the 39th variable contributes most
to the detected event. Referring to (7) and Table II, the 39th
variable is exactly the active power at the third wind generator
bus G6 (W3). Thus, the ESS connected to G6 (W3) is switched
on to discharge when the event is detected and the frequency of
the synchronous generator bus G7 (S4) which is near G6 (W3) is
taken as the control objective variable. Again, the way in which
the developed WAM method coordinates a power grid and ESSs,
which is the main concern within this paper, is demonstrated.

Fig. 14 shows the time trend of the frequency of G7 (S4),
where the frequency under the condition with the ESS desig-
nated by WAM is also more stable than that under the condition
without ESS, especially for the duration of the wind power loss.

The operation of the ESS connected to G6 (W3) is shown in
Fig. 15, illustrating the ESS discharges rapidly to compensate
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Fig. 14. The time trend of the frequency of the synchronous generator bus
G7 (S4 ) under the condition without ESS and the condition with the ESS des-
ignated by WAM.

Fig. 15. The operation of the ESS connected to the wind generator bus
G6 (W3 ) under the condition with the ESS designated by WAM.

Fig. 16. The tracked SoC of the ESS connected to the wind generator bus
G6 (W3 ) under the condition with the ESS designated by WAM.

for the power loss when the step-down power change in G6 (W3)
occurs and it charges rapidly when the power change in G6 (W3)
ends. Besides, the time trend in Fig. 15 is also approximately
inverse from that in the lower subfigure of Fig. 14.

Fig. 16 illustrates the tracked SoC of the ESS connected to
the wind generator bus G6 (W3), where the initial SoC is also
60%. Similar to the tracked SoC of Fig. 10 in the first test
scenario, the consumed energy from the designated ESS over
the frequency regulation period is also in a small amount and

Fig. 17. The calculation results of the index di measuring the deviation of the
frequency fi from nominal frequency for i from 1 to 36 in the second scenario.

the energy stored in the designated ESS is also adequate for
restraining the frequency deviation in this test scenario.

Fig. 17 shows the index di for i from 1 to 36 under the con-
dition without ESS and the condition with the ESS designated
by WAM. It can be seen from Fig. 17 that di under the condi-
tion with the designated ESS is also smaller than that under the
condition without ESS. This means the deviation of fi from the
nominal frequency under the condition with the designated ESS
is smaller than that under the condition without ESS. Thus, the
results in Fig. 17 and Fig. 14 illustrate that the ESS designated
by WAM improves frequency stability.

VI. DISCUSSIONS

Besides the above simulation results and analysis based on
the test model, there are three interesting additional features re-
garding this model which are worthwhile to be discussed here.
The first one is about the generalizability of the test model.
Because the power grid model, the battery ESSs model and
the WAM model constituting the test model were developed
separately with no mutually exclusive constraints before con-
nection, they can be conveniently substituted with models of
other power grids or energy storage techniques, making the test
model adaptable and generalizable.

Another feature is about the dependence of the WAM method
on the measurement coverage. If a location where a disturbance
occurs were not covered by measuring devices, the WAM model
would not be able to detect and locate the disturbance for guid-
ing the operation of battery ESSs due to the lack of disturbance
information in the measured data, resulting in a larger frequency
deviation. Fortunately, the measurement coverage is being ex-
tended constantly with more and more measuring devices added
across power systems. Besides, a strategy for optimal sensor
placement in [41] is a feasible solution if wide measurement
coverage cannot be achieved in some cases.

The third aspect is about the implicit assumption of the test
model that the energy in the ESS designated by the WAM
method is sufficient for response to the frequency deviation.
Since the energy of the designated ESS keeps flowing in and
out for frequency regulation, usually a small amount of energy
is required over the regulation period and the assumption can
usually be met. Thus, the designated ESS can be observed to
provide fast primary frequency response which is required from
a system with continuous drop in inertial response. If sometimes
a large amount of energy were required, e.g., in the case of a
major outage or loss of a large generator, it would be desirable
to develop a control method explicitly considering the energy
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available in the designated ESS and appropriately modifying the
gains so that energy depletion can be avoided while supporting
the power grid operation. Developing such a control method is
outside the scope of the present work, but will be investigated
in future research following the present work.

VII. CONCLUSIONS

A Wide-Area Monitoring (WAM) method has been devel-
oped based on multivariate statistical analysis and a test model
has been presented for investigating how WAM can coordinate
a power grid and Energy Storage Systems (ESSs). Simulation
studies using the reduced equivalent model specifically built for
a UK power grid enhanced with lithium-ion battery ESSs and
WAM have been conducted. The simulation results have demon-
strated that the developed WAM approach plays an important
role in coordinating a power grid and battery ESSs by captur-
ing the grid information to guide the operation of ESSs, and
ESSs effectively improve frequency stability with the support
of WAM.
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