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Abstract

Parts manufactured by laser powder bed fusion contain signi�cant residual stress. This
stress causes failures during the build process, distorts parts and limits in-service perform-
ance. A pragmatic �nite element model of the build process is introduced here to predict
residual stress in a computationally e�cient manner. The part is divided into coarse
sections which activate at the melting temperature in an order that imitates the build
process. Temperature and stress in the part are calculated using a sequentially coupled
thermomechanical analysis with temperature dependent material properties. The model
is validated against two sets of experimental measurements: the �rst from a bridge com-
ponent made from 316L stainless steel and the second from a cuboidal component made
from Inconel 718. For the bridge component the simulated distortion is within 5% of
the experimental measurement when modelled with a section height of 0.8 mm. This is
16 times larger than the 50µm layer height in the experimental part. For the cuboid
component the simulated distortion is within 10% of experimental measurement with
a section height 10 times larger than the experiment layer height. These results show
that simulation of every layer in the build process is not required to obtain accurate
results, reducing computational e�ort and enabling the prediction of residual stress in
larger components.

Keywords: residual stress prediction; powder bed fusion; distortion; process modelling;
selective laser melting

1. Introduction

In powder bed fusion (PBF) a moving localised heat source melts metal powder to
manufacture three dimensional components. Thermal gradients are created by the heat
source and conduction through previously melted layers. The material expands and
contracts as it is thermally cycled and this leads to residual stress. The residual stress
can cause geometric distortion, resulting in the scrappage of parts if they are outside
dimensional tolerances. In extreme cases cracking and other failures can occur during the
build process itself [1]. In-service performance of a component is also often compromised
by the presence of residual stress.
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Current approaches to minimise residual stress are to carry out a post-process stress
relief heat treatment or hot isostatic pressing (HIP). Several iterations of the part design
and optimisation of the manufacturing processing parameters are often required to achieve
satisfactory results. All of this is costly and time consuming. Tools to predict these
stresses accurately and quickly are needed before the adoption of PBF processes in safety
critical industries [2]. Finite element (FE) modelling of the process provides a tool to
predict these stresses and distortions. This information can then be used to optimise
component design and manufacture both quickly and cost e�ectively.

Existing models of PBF processes can largely be categorised into micro and macro
scale models [3]. Micro scale models focus on the heat source interaction zone and are
useful for understanding stability of the melt pool and defect formation. Capturing all
of the melt pool process physics across an entire build is not feasible with contemporary
computing resources. Macro scale models are of interest when investigating residual stress
as these focus on a part sized length scale. Most existing macro scale models ignore many
of the complex mechanisms related to the melt pool and consolidation. The laser input
energy is simulated as a moving heat source with the same length scale as the focused
laser spot. Temperature and mechanical stresses are then calculated from a coupled
thermomechanical analysis [4, 5, 6, 7, 8, 9, 10, 11]. Even with these simpli�cations it is
not feasible to simulate larger components in a useful time frame.

The thermal energy input has frequently been captured by computing the movement
of a surface or volumetric heat �ux. A 2D Gaussian shaped �ux pro�le has been used
extensively [7, 8, 12]. The Goldak heat source model has also been used by many authors
as it accounts for penetration depth [4, 13]. One issue with modelling the PBF heat
source at its true size, in the order of 50 to 100µm, is the vast disparity in length scale
relative to the total path distance scanned by the laser. Consequently, a large number
of calculations are required even for just a single layer. This has restricted many models
to a few scan tracks or layers.

Studies in the literature have focussed on the more widely used materials: 316L
stainless steel, Ti-6Al-4V and Inconel alloys. Many authors have opted to resolve the
change in physical state and describe temperature dependent mechanical properties of
the material. Several authors have developed models for the material in the bulk solid,
liquid and powdered state. They use a sub-routine to call on the temperature and
determine which of the material models should be applied [4, 6, 14]. Whilst this is the
truest representation of the process physics, the complexity of using multiple material
models has again proven restrictive in terms of computational expense. Simpli�cations
can be made by neglecting changes in state [15] and omitting temperature dependency of
the material properties [11]. Contuzzi et al. reported validation against melt pool depth
and track widths observed via micrograph to a variation of under 10% [11]. This is a
comparable level of accuracy to that in [4], which used a far more sophisticated material
model, demonstrating that simpli�cations can be made whilst still maintaining accuracy.

The additive nature of the process has commonly been modelled by activating sec-
tions of the geometry using the element birth technique widely available in commercial
FE packages. Various schemes of activation have been investigated, with some authors
activating small sections of geometry at a time and others smearing the deposition to a
whole layer or several layers at a time. Many authors activate a whole layer at a time
before scanning the heat source over it and this is the most common approach [8, 11, 12].
There may be opportunities for further coarsening of the deposition method whilst still

2



retaining suitable accuracy for stress and net shape prediction, as demonstrated by [16].
A further limitation of depositing the material layer-wise is the greater number of steps
required in the analysis and complexity of the model mesh. This has again been a reason
for many of the models cited consisting of only a few layers.

Some basic studies correlating experimental track widths to the size of the melt pool
in the thermal model have been used to validate thermal models [4, 8, 17]. Other authors
have relied on validation against third party data [12, 18], but often no validation work
is presented at all. Most of the studies identi�ed have modelled a part domain of only
a few millimetres in size, containing single tracks or layers. Modelling parts of a greater
size makes it easier to measure distorted shapes after sectioning from the build plate,
allowing the mechanical analysis in the model to be validated. This approach was used
by Hodge et al. in [19] and Kruth et al. in [20], however this naturally adds to the
computation time as larger part domains are analysed.

This paper presents a pragmatic approach to the computational modelling of the PBF
process, allowing the prediction of residual stress across a realistic workpiece geometry.
The model is described as pragmatic as it is computationally e�cient, captures only what
is necessary to solve the problem and is easy to apply to real world problems. A 316L
stainless steel bridge component and an Inconel 718 cuboidal component are simulated
and validated against experimental measurements. The paper is structured as follows.
A generalised description of the modelling approach is given �rst. This is then followed
by modelling details speci�c to each geometry. Experimental methods used to measure
the distortions of the 316L component are then detailed along with the methods used by
[21] to measure the distortion of the Inconel 718 component. Results for each simulation
and experiment are then compared and discussed before conclusions are drawn about the
bene�ts of the pragmatic modelling approach.

2. Powder bed fusion modelling strategy

Thermally induced residual stresses are developed due to the generation of steep
temperature gradients in a material. Thermal expansion and contraction of the material
is accommodated by elastic and plastic deformation. Residual stress is the stress that
remains when the thermal gradient is removed and the material reaches an equilibrium
temperature. In PBF, a localised and fast moving heat source provides thermal energy
input to the system and produces a melt pool. The temperature range in the melt pool
region is transient and above the range relevant for residual stress development. It is
therefore possible to simplify the prediction of residual stress by neglecting the melt pool
at its true length scale, allowing coarser meshes and larger time steps to be used without
sacri�cing accuracy.

The model was implemented using the commercially available FE software ABAQUS
[22]. In this section common attributes of the implemented model are described �rst,
followed by two speci�c geometries that have been modelled and experimentally veri�ed.

2.1. Deposition methodology

Additively manufactured components are comprised of many layers. In PBF these
layers are often 50µm in height. The approach of the model is to amalgamate several
of these layers into a thicker section or block. This is built upon the `block dump'
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approach previously used in weld modelling to achieve accurate simulation at reduced
computational expense [23]. The sections are then activated sequentially throughout the
analysis using the element birth and death technique (or the *MODELCHANGE facility
within ABAQUS). Initially they are all present and then they are all removed in an initial
step, before being reactivated again block-by-block. This represents the additive nature
of the process. The number and size of the blocks in the model is varied to establish a
limit in the layer coarsening up to which accuracy of results is maintained.

In the interest of computational e�ciency, a sequentially coupled thermomechanical
analysis is used. The thermal analysis �rst resolves the transient temperature �eld across
the part. The nodal temperatures at the corresponding time step are then read into the
mechanical model to evaluate the stress caused by thermal expansion.

2.2. Thermal analysis

The thermal analysis is governed by the transient heat conduction equation:

ρcp
∂T

∂t
−∇ · (k∇T ) = 0 (1)

where ρ is the density, cp is the speci�c heat capacity, T is the temperature, t is time
and k is thermal conductivity. Eight node linear di�usive heat transfer brick elements
(DC3D8) elements are employed in the thermal analyses. Each block is reactivated in
turn at the melting temperature. This captures the cyclic heating and cooling nature of
the process, albeit the heat input is scaled up across a far larger volume than the true
melt pool size. Signi�cant computational savings are also made using this method as the
model does not have to solve the thermal �eld as the laser heat source moves across the
layer, allowing longer time steps in the computational procedure. The thermal boundary
conditions used for each component modelled are described in sections 3 and 4.

2.3. Mechanical analysis

The nodal temperatures are imported into the mechanical analysis at each time step
and stress and distortion are evaluated according to the material model. The mechanical
analysis is governed by the equilibrium equation 2 and stress, σ, is evaluated by equation
3 where C is the sti�ness tensor and εe, εp and εT are the elastic, plastic and thermal
strain components respectively. The thermal strain component driving the residual stress
is calculated according to equation 4 [24] where α is the coe�cient of thermal expansion
and ∆T is the change in temperature.

∇ · σ = 0 (2)

σ = Cε = C(εe + εp + εT ) (3)

εT = α ·∆T (4)

A detailed description of the continuum mechanics and heat transfer related to the
problem is presented in [25].

The analysis steps in the mechanical model follow those in the thermal model, us-
ing the same *MODELCHANGE interactions to reactivate the geometry block-by-block
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whilst the part has �xed boundary conditions. The mechanical boundary conditions
employed for each component modelled are described below.

A temperature dependent elastic-plastic material model is used. Temperature de-
pendent conductivity, coe�cient of thermal expansion and speci�c heat capacity are also
included. An isotropic hardening model is used for simplicity. In the mechanical analysis
continuum, eight node linear brick elements with reduced integration elements (C3D8R)
are used. These are analogous to the heat transfer elements in the thermal analysis, al-
lowing the meshes to be compatible. Reduced integration elements are used to enhance
computational e�ciency.

3. Bridge component model

The bridge geometry modelled here is similar to that experimentally examined by
Kruth et al. [20]. The model geometry and mesh employed are shown in Figure 1. The
mesh contains 145,908 elements with an average volume of 0.22× 0.37× 0.21 mm in xyz
respectively, as de�ned in Figure 1. A mesh convergence study con�rmed the solution
is mesh independent at this element size. The geometry is divided into blocks in both
the x and z coordinate directions, with each block consisting of a number of elements.
A schematic depicting the block divisions are shown in Figure 2. In this example six
vertical block divisions and two horizontal block divisions are made, corresponding to a
block height 1.67 mm and maximum width of 20 mm (in the top section of the bridge).
The blocks are deposited sequentially in the order corresponding to the number labelled
on the block.

40mm

1
0

m
m

4mm

6mm Fixed in Z

Fixed encastre

1
0

m
m

10mm

Figure 1: Geometry and mesh of the bridge component.

3.1. Thermal parameters

As the melt pool and associated phenomena are not considered in this analysis, con-
duction is the dominant mode of heat transfer in the part. In addition to the thermal
analysis principles described in Section 2.2, conduction into the base plate is modelled
using an arti�cially high heat convection boundary condition. This eliminates the need
to explicitly model the base plate. An equivalent convective heat transfer coe�cient of
1250 W/mK is estimated based upon the known conductivity of bulk 316L. For the under-
side surface of the bridge (where build support structures would be present) the same
boundary condition is applied but the heat transfer coe�cient is reduced to 30% of the
value for the base. This is to re�ect the lower density over which supports cover the part
surface.
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Figure 2: 2D schematic of the bridge component showing an example of a model containing six vertical
block divisions and two horizontal divisions. The numbers indicate the order in which the blocks are
deposited.

As the melt pool and associated phenomena are not considered in this analysis, con-
duction is the dominant mode of heat transfer in the part. Several iterations of the
model revealed that including convection or radiation heat loss or conduction through
the surrounding powder has a negligible impact on results and thus these other modes
of heat transfer are neglected. The procedure of the thermal analysis is shown in Figure
3, demonstrating the sequential deposition of the blocks and the transient temperature
pro�le changing throughout. In this example there are 12 blocks in the vertical (z) direc-
tion and 8 block divisions in the horizontal (x) direction, corresponding to a block height
of 0.83 mm and a maximum block width of 5 mm occurring in the upper section of the
bridge.

This model scenario is used to investigate the e�ects of varying block dimensions in
both the x and z directions, as de�ned in Figure 1. This causes the transient thermal
�eld in the model to be di�erent in each case and also impacts the structural analysis.
The aim is to identify the block size at which results converge and no bene�t is gained
from further re�nement.

3.2. Mechanical boundary conditions

The part is built-in on the bottom surface of each side of the bridge, representing it
being fused directly the baseplate. Additionally, the surfaces where supports are located
are �xed in the z direction. This replicates the e�ect of the supports, anchoring the part
and allowing the overhang to be built. In the �nal analysis step, the �xed condition is
removed from the supports and the displacement boundary condition is removed from
one side of the bridge, leaving it built in only at one end. This is equivalent to the wire
Electrical Discharge Machining (EDM) cut used in the experiment and allows the part
to deform and partly relieve the stress �eld.

In general AM material has been found to have signi�cantly higher yield strength than
wrought material at room temperature [26, 27, 28]. Limited testing has been performed
to describe the tensile behaviour of PBF material at a range of temperatures. A Johnson-
Cook plasticity model [29] is therefore used (neglecting strain rate e�ects) to describe
the plastic �ow stress, σy, in terms of the equivalent plastic strain, εp, and is given as:
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Block deposited at
melting temperature

Cooled due to
baseplate

Temperature °C

(a)

Block deposited at
melting temperature

Thermal gradient to
surrounding cooler material

(b)

Block deposited at
melting temperature

(c)

Figure 3: Sequence showing evolving temperature �eld in the bridge component as blocks are reactivated
in the model for the (a) 1st block, (b) 17th block and (c) �nal (54th) block. In this case there are 12
vertical (z) block divisions and eight horizontal block divisions (x).
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σy =
(
A+Bεnp

)(
1−

(
T − T0
Tm − T0

)m)
(5)

The model is purely empirical and constants are found by �tting to experimental
data. Parameter A is equivalent to the yield strength at the reference temperature T0
and constants B and n describe the material hardening behaviour and were determined
from the tensile test results found in [26, 27, 30]. Parameter m describes the temper-
ature dependency and Tm is the melting temperature. Due to the absence of detailed
temperature dependent tensile data for this AM material, the temperature dependency
parameter m is assumed to be the same as that of the wrought material used in [31].
The values of the Johnson-Cook parameters used in the model are given in Table 1.

Table 1: Johnson-Cook constitutive plasticity model parameters used in the bridge model.

Parameter Value

A 500 MPa
B 600 MPa
n 0.6155
m 1.042

4. Cuboidal component on thin substrate model

The second geometry is based upon work presented by Denlinger et al. [5], which
was validated using an experimental setup devised by Dunbar et al. in [21]. The part
consisted of a small 6.35 × 6.35 mm square cross section which was 1.5 mm thick. This
was built on top of a larger 0.81 mm thick substrate that was supported at it ends. Both
the part and substrate were manufactured from Inconel 718. The model presented in
[5] simulated the laser beam at its true length scale and utilised advanced techniques
such as adaptive mesh re�nement in a bespoke solver optimised for modelling PDF.
The pragmatic model presented here follows the same general modelling approach as
previously described. The part is divided into four vertical blocks which are all initially
deactivated then reintroduced at the melting temperature of Inconel 718 (approximately
1200 ◦C).

4.1. Thermal parameters

In this case block divisions are made in the z direction only, owing to the uniformity
of the geometry. Four blocks were chosen in the �nal version of this model after carrying
out a preliminary convergence investigation. This number gave su�ciently accurate
results whilst maintaining maximum computational e�ciency. The substrate is present
throughout the analysis and the problem is modelled as a single monolithic part, avoiding
the complexity of de�ning contact properties between two parts. A convection boundary
condition is applied to all surfaces of the substrate to account for heat loss via all three
modes of heat transfer and this value is determined to be 25 W/mK by the authors in
[5] and [21]. Although convective heat transfer is deemed negligible for the case of the
bridge part, it has a more signi�cant e�ect in this case as the surface area to volume
ratio is relatively large.
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Substrate 26mm x 
89mm x 0.81mm 

Part 6.35mm x 6.35mm  
x 1.5mm

Element size 
=  0.18mm3

Element size = 
0.0015mm3

Figure 4: FE mesh used in the cuboid component model.

An image of the FE mesh is shown Figure 4. The part section of the mesh con-
tains 40,000 elements with a typical volume of 0.0015 mm3 and the substrate contains
20,310 elements with a volume of 0.18 mm3. As with the bridge model, a mesh density
convergence study found that these element sizes are su�cient.

4.2. Mechanical parameters

The mechanical boundary conditions are set to represent those in the experiment.
The substrate is �xed at the locations of the bolts and pinned in the z direction where
the support screws are located (shown in Figure 6). The temperature and displacement
can then be extracted from the results at the nodes closest to the location of the in-
strumentation apparatus in the experiment. The material model used is based on the
temperature dependent material property data published in [5]. This again neglects
changes of phase and state and describes the temperature dependent thermomechanical
properties of Inconel 718.

5. Experimental methods

5.1. Bridge component

The bridge component was manufactured from 316L stainless steel on a Renishaw
AM250 machine to verify the distortion predicted by the part scale model. The process
parameters used in the build are shown in Table 2. Upon completion, one side of the
bridge was cut from the build plate by wire EDM, causing it to de�ect upwards due to
the stress pro�le present in the part. This is as per the analysis procedure in the FE
model. This warping e�ect is typical when removing parts from the substrate post build
and is also a common cause of build failures and out of tolerance net shape.
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Warping after sectioning 
from build plate

Figure 5: A bridge component made from 316L stainless steel on the build plate after speckling and
sectioning on one side for DIC analysis.

Table 2: Build parameters used during the bridge manufacture.

Parameter Value

Power 180 W
Exposure time 110µs
Point distance 65µm
Hatch distance 125µm
Layer Height 50µm
Scan Strategy Chessboard [32]

3D digital image correlation (DIC) was used to measure the top surface pro�le of the
bridge before and after being cut from the build plate. This enabled de�ection to be
calculated after the part had been cut away. An image of the bridge component after
sectioning and DIC analysis is shown in Figure 5. The distortion can be seen in this
image as the free side of the bridge has lifted upwards. The validation principle is based
on work done in [20] and [33] and is a distortion measurement technique. However, the
paper by Wu et al. [33] remarks that it is suitable for giving qualitative insight into
process induced residual stress. It is well matched to this model, which predicts macro
residual stresses which act across the length scale of the body and give rise to geometric
distortion.

5.2. Cuboid component

The experimental set up from [21] can be seen in Figure 6. The part is shown in grey
and was built upon a thin substrate that is shown in white. The thermal cycling and
distortion of the part during and after processing were monitored by �tting the substrate
with thermocouples and a linear variable di�erential transformer (LVDT). The LVDT
was attached to the bottom surface in the location marked LVDT in Figure 6 to measure
the out-of-plane displacement at the centre of the substrate.
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x LVDT
44.0 mm

11.5 mm

9.0 mm 6.35 mm

Figure 6: Schematic of experimental set up showing the component (in grey) and measurement substrate
(�gure adapted from [21]).

6. Simulation results and validation

6.1. Bridge component

The top surface vertical displacement pro�le measured by DIC is shown in Figure 7.
The experimental bridges show a maximum vertical de�ection of approximately 0.8 mm
at the end from which the part was cut.

Figure 7: Plot showing the top surface displacement of the bridge after cutting as measured by DIC.

The e�ect of varying block height in the vertical direction is shown in Figure 8. The
lines show the top surface vertical de�ection along the y centreline of the part. The plot
shows results of several vertical block heights which all contain two horizontal blocks
per vertical layer. This corresponds to a block width of 20 mm in the top section of the
bridge. The experimentally measured de�ection is also shown.
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Figure 8: Plot showing the de�ection in the z direction along the length in the x direction of the models
with two horizontal blocks and varying block height in the z direction.

As the vertical block height in the simulation decreases the de�ection of the top
surface approaches that measured experimentally. It can also be seen that there is a
small negative de�ection on the left hand side of the bridge as it has rotated about
the �xed end. For a block height of less than 0.83 mm agreement to within 5% of the
experimental measurement can be seen. In this scenario this is the optimum modelled
layer height in terms of speed and accuracy.

The e�ects of varying the number of blocks in the horizontal (x) direction are shown
in Figure 9. Results from two models containing two and eight blocks in the horizontal
direction are shown. This equates to a maximum block width of 20 mm and 5 mm in
the upper section of the bridge respectively. Both models have a vertical block height of
0.83 mm.

The spread of results between the models with 5 mm block width and 20 mm block
width is relatively low. As the �delity of the model is increased the number of horizontal
blocks becomes less important in in�uencing the results.

6.2. Cuboid component

For the cuboid component simulation the de�ection has been extracted at the node
corresponding to the location of the LVDT in the experiment in [21]. This allows compar-
ison between the predicted distortion of the substrate and that measured experimentally
using the LVDT. A plot of the de�ection measured experimentally by Dunbar et al. and
the node de�ection in the pragmatic model is shown in Figure 10.

The underside of the substrate de�ected vertically downwards along with the part, as
measured by the LVDT. Although the pragmatic model does not capture the individual
layer transients of the process, agreement to within 10% can be seen with the longer
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Figure 9: Plot showing the vertical de�ection of the top surface about the centreline for two models of
0.83mm block height and maximum (upper section) block widths of 5mm and 20mm.

Experimental

Figure 10: Plot comparing the vertical of the substrate through time, as predicted by the pragmatic
model and measured experimentally by Dunbar et al. [21].
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term response as the de�ection approaches steady state. The �nal de�ections measured
by the LVDT and predicted by the pragmatic model were −1.172 mm and −1.219 mm
respectively.

The principal stresses in the part are also compared with that of the model in [5].
Contour plots of the horizontal principal stress from both the pragmatic model and that
of Denlinger et al. are shown in Figure 11. Similarities can be seen in terms of both the
magnitude and the shape of the �eld. It can be seen that in both plots there is a region
of high tensile stress near the surface of the part, surrounded by regions of tensile stress
of a lower magnitude. In the centre of the part is a region of compressive stress. The
maximum and minimum stress values predicted by the pragmatic model are within 10-20
% of those predicted by Denlinger et al. [5]. The additional �delity of the more complex
model can also be seen here with the stress �elds corresponding to the individual scan
lines traced out by the laser. This behaviour is not captured in the pragmatic model,
though the magnitude and direction of the stresses are broadly similar.

7. Discussion

In the bridge component study a coarsened, or scaled, deposition strategy is adopted
to reduce simulation time in PBF process modelling. Varying the number of blocks in
the simulation revealed how much the strategy could be coarsened before the solutions
diverged. The experimental bridge made from 316L had a layer height of 50µm and took
a total of 200 layers to build. Results converged with modelling only 12 scaled layers,
or a block height of 0.83 mm, giving a 16 times reduction in the number of analysis
steps required and thus the simulation time. The converged solution is within 5% of the
experimental measurements made via DIC. The thermal analysis took 100 minutes and
the mechanical analysis took 12 hours wall clock time running on 12 CPUs. As a result
of the reduced simulation time a larger component could be modelled and validated than
can commonly be found in the literature.

Figures 7 and 8 also show the block deposition methodology converging in terms of
both the vertical and horizontal sizes of the blocks. When a small number of coarse blocks
are used the solution is less accurate but as �delity is increased the prediction becomes
very close to the experimental value. In reducing the vertical height of the blocks, the
behaviour of the thermal model is tending towards what is happening in the physical
process. The broader thermal process, particularly within the temperature range relevant
to residual stress, is governed largely by the layer-by-layer vertical heating. The results
suggest that for relatively small parts (with short scan times and simple topologies) that
this pragmatic methodology su�ciently captures the thermal �eld present in the part and
can accurately predict stress and distortion. In the case of a larger and more complex
part topology, the block deposition strategy would require divisions in all 3 dimensions
in order to approximate the thermal pro�le accurately. The result would also likely be
more sensitive to the number of horizontal and through thickness block divisions. This
may cause the model to become prohibitive in terms of setup complexity and simulation
time.

The pragmatic model does not account for any e�ects of scan strategy. However at
a coarse level the block divisions and activation sequence could follow the laser scanning
strategy. For example a chessboard scan pattern could be replicated by activating each
chessboard square or a group of squares sequentially. This may improve the accuracy in
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σxx (MPa)
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(b)

Figure 11: Section taken through the centre of the block showing the principal horizontal stress �elds
predicted at the �nal stage of the analysis from (a) the model of Denlinger et al. [5] and (b) the pragmatic
model.
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the net shape predicted as the temperature pro�le drives residual stress. This is also a
more computationally e�cient way of including scan strategy e�ects than by modelling
the laser at its true spot diameter. Figure 9 shows small di�erences in the results when
varying number of horizontal blocks used, indicating that this methodology may be
suitable for investigating di�erent scanning strategies.

The cuboid model of an Inconel 718 block on a thin substrate predicts the de�ec-
tion to within 10% of the experimental measurement. The steady state de�ection of the
substrate converged after modelling 4 scaled blocks, compared to 38 layers in the exper-
imental build. The simulation reached a solution in 30 minutes running on 4 cores. The
principal stress �elds within the part also matched well with those in the model presen-
ted by Denlinger et al. [5]. Although neither of these stress �elds have been veri�ed
experimentally the stress �elds predicted by both models are broadly characteristic of
components manufactured by AM, which frequently exhibit high tensile residual stresses
near the top surface. It can be inferred that they must be reasonably accurate quant-
itatively in order to predict the corresponding distortions. The results of this second
veri�cation model lend further weight to validity of this simpli�ed methodology. They
also demonstrate its applicability to a second material system and geometry.

Despite its coarse nature the pragmatic model proposed here successfully predicted
the �nal distorted shape of two di�erent parts. This indicates that it is approximating the
thermal �eld su�ciently accurately in the temperature range that is relevant to residual
stress development. That is, the model accurately captures the thermal �eld in this lower
temperature range and the resulting mechanical deformation. It is for this reason that
the model predictions remain accurate with a reduced number of simulation blocks.

8. Conclusion

In this study a thermomechanical FE model was presented which demonstrates the
potential of applying a pragmatic methodology to residual stress and distortion pre-
diction in PBF AM processes. The model was applied to two experimental problems
in two di�erent materials to compare the predicted net distortion with that measured
experimentally. The predicted �nal distortions were within 10% of the experimental
measurement with signi�cant reduction in the computational e�ort required. The study
has shown that it is not necessary to model every laser pass or even every deposited layer
to accurately predict �nal part shape. The scaled deposition strategy and pragmatic ap-
proach to modelling presented here also yields results with comparable accuracy to more
complex and computationally intensive models for both residual stress and distortion
predictions. The approach allows process modelling of larger components to be conduc-
ted in a short and useful time frame. This makes it viable and advantageous for industry
to integrate process modelling of PBF into their design and manufacturing systems.
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