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Hysteresis is detrimental to the refrigeration cooling cycle efficiency and yet many of the magnetocaloric materials under consideration as solid state refrigerants possess this property. This article discusses some aspects related to the factors leading to hysteresis in real materials. In the absence of high quality single crystals, determining the intrinsic energy cost associated with the transformation between metastable phases is an experimental challenge. We describe a micro-calorimetric method that provides valuable insight into intrinsic behaviour with the sensitivity to measure micro-crystallites. We show that there is no correlation between the strength of first order character and magnitude of hysteresis between material families. We review some of the extrinsic factors which contribute to the hysteresis in real materials particularly those that can be accounted for using local imaging techniques such as scanning Hall probe microscopy. We discuss a number of mechanisms by which the extrinsic hysteretic properties of a material can be modified.
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Figure 1: Left: M-H loops of the orthorhombic CoMn-Si0.92Ge0.08 across the magnetic ﬁeld-driven anti-ferromagnetic (AFM) to ferromagnetic (FM) transition which is  (a) 1st order at 230 K, and (b) 2nd order at 296 K. Bulk sample ‘global’ M-H loop (-) and single pixel ‘local’ M-H loop constructed from a single image pixel (--). Right: Hall probe images across the magnetic transition, where black is AFM state, and yellow is FM state. Images are 1mm across. Figure reproduced from reference [1].


1 Introduction Magnetic materials under consideration for magnetocaloric effect (MCE) cooling are required to show giant entropy and adiabatic temperature change, S and Tad respectively, under the application and removal of magnetic field (magnetisation and demagnetisation). Most of the material families that show boosted values of S and Tad, do so as a result of strong magnetovolume coupling resulting from coincident, or closely correlated changes of magnetic order and either magnetoelastic, isostructural change of volume, magnetocrystalline transformation or magnetoelectronic changes to the band structure at the Fermi energy [2]. The the Fe2P family is a special case as it has a volume conserving isostructural magnetoelastic transition [3]. The couplings of different degrees of freedom inevitably lead to magnetic phase transitions that have first order character. Thermodynamically, a first order magnetic transition is defined as a discontinuous change in the first derivative of the Gibbs free energy, i.e. the entropy or magnetisation with respect to magnetic field or temperature, and usually associated with measurable hysteresis related to superheating or cooling, due to the latent heat [4]. A continuous transition is usually identified as a discontinuous change or a divergence in the second derivative of the free energy, in this case the heat capacity, or magnetic susceptibility with respect to temperature or magnetic field. For these transitions hysteresis is absent and the magnetic transition is broad and continuous. Note however that global measurements of magnetic properties can be deceptive. Figure 1 shows M-H loops and Hall probe imaging of an MCE material whose magnetic transition shows first order character at low temperature and second order character at high temperature. The  magnetisation data taken on the bulk sample, which we refer to as the global M-H measurement, is broad at both temperatures, but the construction of the M-H loop from the images, at a single 20 micron pixel, shows the local loop is sharp with well defined steps when the material is a temperture where the transition is first order. Averaging the magnetic properties across macroscopic samples can mask characteristically sharp first order behaviour which can be captured by using spatially local imaging modalities. Once the material is second order, the transition locally follows the global behaviour at each spatial site [1]. 
 First order MCE transitions are attractive because of the large and sharp S and Tad but the associated thermal and magnetic hysteresis are undesirable, as they introduce irreversibility resulting in loss in the cooling cycle [5- 8] The strong coupling between magnetism, electronic band and crystal structure means that the transition temperature can be tuned with external magnetic field resulting in a line of metamagnetic transitions in the H-T phase diagram. The irreveribility of the transition means that the H-T phase diagram has to include forward and the reverse transition lines separated by the thermal and magnetic hysteresis. 
At a first order transition there is always a finite free energy barrier separating metastable states which can in some cases be subtle. Figure 2 illustrates the case in zero magnetic field where the two phases are metastable. The energy barrier influences the evolution of the transition once it has been initiated, as well as the hysteresis. If the energy barrier is low compared to thermal fluctuations, hysteresis maynot be observed, even though the transition is first order. The nature of the magnetovolume or magnetostructural coupled transitions prevalent in giant MCE materials, imply that a well-defined energy barrier normally exists between metastable states. The barrier is a measure of the energy required for the material to transform from one phase to the other and can include changes in electronic band structure, bond lengths and spin arrangements. It need not be of the same magnitude in the forward and reverse transitions. In itinerant systems the barrier can be modest (relative to thermal fluctuations) [9]. If as a function of an extermal parameter such as temperature, magnetic field or pressure, the barrier between states can be lowered, the system may crossover to a continuous or second order transition at a critical temperature Tcrit. Figure 2 illustrates how the free energy in zero applied magnetic field, evolves as temperature is increased towards Tcrit. External parameters can also stabalise one of the phases over the other, for example magnetic field can stabalise the ferromagnetic phase over the paramagnetic phase, hence producing an H-T phase line with a positive gradient. The latent heat produced at the transition results from changes in the absolute value of the order parameter across the transition M and as figure 2 shows, a direct link between the magnitude of M, the latent heat and the barrier height need not exist, although these will diminish to zero at Tcrit. 
In an ideal first order material, the magnetic transition evolves by nucleation and growth unaided once the single unique transition field or temperature is reached. The transition evolves through dipolar coupling to neighboring regions and the temperature difference of the nucleating phase and the host phase [10]. In real materials the metamagnetic transition can be broadened by disorder.  This can have origins at the atomic scale (such as site defects, lattice vacancies, doping inhomogeneity etc.), collectively known as frozen disorder [11]. Alternatively broadening of the transition can be related to properties that alter dynamically as the transition evolves, including for example a distribution of strain fields associated with the local pattern of volume changes at the transition [12], or the local distribution of de-magnetizing fields [13, 14] and these can also be field history dependent. However, building on this idea of a landscape or distribution of energy barriers in any real material [15], the first order transition still evolves as a nucleation and growth process but now an external driver, such as additional magnetic field or temperature is required to overcome the additional local energy barriers [16]. This condition allows the material to exist out of thermodynamic equilibrium in a spatially distributed mixed phase state, and depending on the height of the local energy barriers, the material can show dynamic behavior and long time relaxation effects  [10,14,17, 18,19].
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Figure 2 Schematic showing the free energy E verses the order parameter, in this case the magnetisation at the transition in zero applied magnetic field. The curves show two phase separated by an energy barrier. Transforming from one phase to the other involves surmounting the barrier and releasing (or absorbing) latent heat QLH which is proportional to M. In some systems applying magnetic field, temperature or hydrostatic pressure can weaken the first order character of the transition. The diagram shows how a system evolves as the temperature is increased to a critical point, where the transition becomes continuous. Figure based on that presented in Ref [14]. 

The first nucleation sites (the seeding of the transition), the size of the nucleation volume, the coupling between nucleating volumes, and the growth rate [20, 21] have been studied in different magnetocaloric materials, although not exhaustively. Once these factors are understood and moreover, once it is fully appreciated how they affect the forward and reverse transitions there is certainly some scope for manipululating the actual hysteresis. It is also possible to consider separation of the factors that contribute to the measured hysteresis as intrinsic and extrinsic [22].
In itinerant metamagnets, spin fluctuations which grow with increasing temperature, can help overcome intrinisic barriers [23], and these materials generally have low hysteresis and often show a critical end point, ending a line of first order transitions in their phase diagram. Local moment systems do not share these properties and tend to have higher hysteresis that remains high at high temperatures and magnetic fields [23]. Executing minor M-H or M-T loops results in the material remaining trapped in the mixed state, and under the right conditions this can produce cyclically reversible S or Tad properties although greatly reduced in magnitude compared to the maximum available by fully completing the transition [24,25]. 
2 Intrinsic Properties The most desirable way to measure intrinsic properties of the transition and the associated hysteresis is to study high quality single crystals. Although there are examples of studies undertaken on giant MCE single crystal materials [7, 27, 28] the lack of widespread availability means that benchmarking the behaviour of polycrystalline materials against fundamental properties is generally not possible. In recent times there has been a concerted effort to study epitaxial thin films as an alternative to single crystals. There is a considerable literature on thin film Heusler alloys [29, 30] and reports of Gd5Si2Ge2 MCE thin films [31] although reports of La(FeSi)13 thin films showing first order character at the transition, are still lacking. As many material families have large magnetovolume coupling, they are sensitive to strain (and show large changes of entropy under hydrostatic pressure [32]). It is not surprising therefore to find that the properties of many MCE thin films are sensitively depend on the choice of substrate. This aspect has been exploited more recently by growth of FeRh [33] and La manganite [34] films on BaTiO3 ferroelectric substrates for active strain control. This area is relatively little explored as yet for caloric cooling. 
An alternative method to study intrinsic behavior is to use microcalorimetry [35]. Over a number of years we have developed this sensitive technique, used in two modes either as an ac calorimeter [36] or as a dc quasi-adiabatic temperature probe [37]. The technique is sufficiently sensitive to determine the properties from small samples typically ~100 µm with mass of the order of few µg [38]. In the ac measurement a modulated power is applied to the sample and the heat capacity is determined from the phase and amplitude of the resulting temperature oscillations, which are measured using a lock-in amplifier. Thus, the technique measures only reversible changes in heat capacity and the latent heat is ignored because of the hysteresis associated with it. The microcalorimeter enables also a direct measurement of the latent heat in the quasi-adiabatic temperature probe setup which relies on the instantaneous release of latent heat as the sample is driven monotonically through the first order phase transition either by applying magnetic field or changing the temperature. The release of latent heat results in a sharp change of temperature of the sample (and addenda). This is recorded as a sharp spike in thermopile voltage with an exponential decay as the latent heat diffuses to bath.
[image: ]
Figure 3 The isothermal (top row) Heat capacity C = C8T −CH), (midde row) latent heat Q, and (bottom row) the change in the membrane heater resistance R/R=(RH−R0T)/R0T at 90 K and 150 K for CoMn0.95Fe0.05Si. The arrows indicate the direction of ﬁeld ramping. The change in heater resistance R/R is a qualitative measure of magnetostriction due to adhesion between the sample and heater membrane. Figure reproduced from reference [39].

Figure 3 shows an example of the use of the microcalorimeter to study the ferromagnetic to anti-ferromagnetic transition in orthorombic CoMn0.95Fe0.05Si [39]. The hysteresis can be determined directly from the separation in the latent heat spikes for the traces in increasing and decreasing magnetic field (marked by arrows on the graph). The entropy change associated with the latent heat contribution SL is given by SL = - QLH/T where QLH is just the heat released (or absorbed) by the material at the transition. Figure 3 also shows the change in the resistance of the thin film heater integrated onto the SiN membrane of the calorimeter. The heater resistance changes when the membrane distorts in response to changes in the sample shape. For isostructural changes R/R is effectively a measure of the volume change. It can be seen that the step in the heat capacity, the latent heat spike and the thermal expansion, are coincident at the transition.
Figure 4 shows an example of an equivalent set of data for La(Fe,Mn,Si)13 [40] (note that the data shown is for one magnetic field direction). Here the transition is from a paramagnet at high temperatures to a ferromagnetic phase at low temperature. Note that there are similarities between the data sets shown in figure 3 and 4 but also some distinct differences. The latent heat spikes are a common feature because the magnetic transition is first order in both cases (although in the first case [39], it is a magnetic order – to order transition driven by magnetoelectronic changes [41], and the latter [40] it is a magnetic order to disorder transition).  In figure 3, the field and temperature at which the latent heat spike is reduced to zero, marks Tcrit in the phase diagram. The transition is continuous at higher temperatures and field and the heat capacity feature becomes smooth and broadened. The heat capacity signature is quite different between figures 3 and 4. A simple step in the CoMn0.95Fe0.05Si case, and a sharp and assymetric lambda-like transition in the La(FeMnSi)13.

[image: ]
Figure 4 Shows an example of the heat capacity and voltage across the thermopile VTh in the ac calorimeter  (see text for details) equivalent to the latent heat spike for La(Fe,Mn,Si)13. Figure reproduced from reference [40].

Similar studies have been undertaken on a number of caloric families and figure 5 shows a summary of H (measured using the occurence of the sharp features in the ac calorimeter seen for example in figure 3,  for different field directions) versus SL [43]. The figure shows the magnetic hysteresis determined from 100 micron size fragments as described above, plotted against the entropy change determined from the latent heat spikes. For each material family, the implicit parameters that are varied are the temperature and the magnetic field from 0T up to 8T (in each case). For materials where the critical point is reached in the H-T phase diagram at high temperature and high field, the graph shows the initially large latent heat contribution and finite hysteresis (on the right hand side of the plot), evolving to zero hysteresis and zero latent heat contribution at the critical point (at the origin of the graph). The data taken across these six families appears to cluster around two trajectories, although this is likely a function of the limited number of samples rather than an intrinsic property. The main point is that although there is no unique relationship between hysteresis (the magnitude of the energy barrier) and the latent heat (the change in the order parameter between the two phases), this type of measurement allows for a precise determination of the relationship between H and SL in any one family of materials. At the 100 micron sample size, crystallites taken from the bulk polycrystalline material, reflect intrinsic properties, and the technique contributes to fundamental understanding of how chemical doping changes the intrinsic hysteresis. For example, a systematic study employing the micro-calorimetric technique has been carried out recently for a series of LaFexMnySiz samples [40]. We note from figure 5 that for the families of materials undergoing a magnetostructural transition Gd5Si2Ge2, NiMnInCr, Mn1.95SbCr0.05, the energy barriers and associated hysteresis are large and the transitions cannot be greatly softened by increasing the temperature or the magnetic field (up to 8T). 

[image: ]
Figure 5 Shows the magnetic hysteresis H in a variety of magnetocaloric materials, plotted against the variation in the entropy change SL associated with the latent heat. Both parameters are extracted from micro-calorimetry. See text for details. Figure reproduced from reference [43]. Note b1 and b2 have units of T/(J/kgK).

3 Extrinsic Factors For MCE materials with first order transitions, measured hysteresis can be altered, in a number of ways. An appreciation of the fact that the first nucleation site where the new phase seeds within the host phase, for example from a paramagnetic to ferromagnetic phase, will occur in a small nucleation volume, where it is either (a) the locally highest magnetic field region controlled by demagnetization [13,14], (b) the lowest strain field region, enabling the nucleation volume to change size [12, 44], (c) along the easy axis of magnetisation, if the material has magnetocrystalline anisotropy. In principle, it is challenging to imagine a scenario where the material is engineered such that the onset field of both the magnetizing and demagnetizing transition is modified usefully, in the same material, for example, an engineered composite sample which is both strain relieving and strain enhancing. A recent study examining the role of the sample topography may offer some clues as to how this might be achieved [44]. Samples with irreversibility are in a mixed state as the transition evolves. Scanning Hall probe images can be used to build up an understanding of the distribution of local M-H loops showing the regions of the sample where the transition has altready occured [44, 45,46] (as illustrated in figure 1). This type of information can be correlated with sample topography as well as providing input into the engineering models, such as the Preisach model [47, 48, 49], allowing estimation of the impact of hysteresis on the cooling cycle [50, 51, 52].

3.1 Sample Shape 

[image: ]
Figure 6 Moment vs applied magnetic field for the prototypical magnetocaloric Gd5Ge4 at the AFM to FM transition, showing the differences between a fragment of 100 micron dimensions, estimated to be the single cluster nucleation size, vs a collection of randomly oriented fragments, and the bulk sample. Figure reproduced from reference [53].
Figure 6 illustrates the difference in magnetic hysteresis for a polycrystalline sample (several mm in size), a 100 micron size fragment, a collection of similar fragments randomly oriented, and finally a ground powdered sample [53]. The 100 micron size fragment shows a narrow hysteresis and sharp steps in magnetic moment as the transition evolves. Local Hall probe imaging (using a Hall probe with a 20 micron active area) reveal that the nucleating phase is at first restricted from further growth in regions of the sample of the order of 100 micron (not shown) taken to be the grain size, until the field is increased further. The (static) M-H loops reconstructed from the Hall probe images at single pixel sites within the sample, show similar characteristics to the single fragment M-H loop shown in figure 6 (sharp and stepped with narrow hysteresis). Gd5Ge4 has magnetocrystalline anisotropy, so the nucleation sites in the bulk sample are governed by the crystallites with easy axis along the applied field direction. The broader hysteresis loop in the collection of fragments and the bulk sample are similar to each other and the breadth primarily originates from the random distribution of onset fields because of the intrinsic magnetocrystalline anisotropy common to both. Note however, overall the fragments have lower transition fields because of the absence of competing strain fields which are present in the interior of the bulk sample. Producing fine power by grinding samples, results in broad distributed M-H loops because of the added strain, inhomogeneity and possible surface oxidation. Poly-crystalline samples with grains aligned along the easy axis of magnetisation would result in a sharper, narrower M-H curve similar to the single fragment data showin in figure 6.

[image: ][image: ]
Figure 7 Schematic showing the global field lines in two samples with the same width but different length and (b) the M-H loops from a sample with the magnetic field as shown. (c) Shows frames from a series of images taken with scanning Hall probe magneto-metry. The images are created by a method known as local dynamic M-H loops. A complete M-H loop is taken at each pixel, and a single (M,H) value from the local dynamic loop is displayed at each pixel. Figure adapted from reference [14].

Lowering the onset field or raising the reverse transition field through engineering a composite sample, could in principle lead to a reduction in the practical (not intrinsic) hysteresis. Artificially engineering the material so as to seed the transition in lower applied fields has been explored by examination of the influence of the soft magnetic phase that presents itself in nanostructured platelet form in Gd5Si2Ge2, and it has been shown by local Hall probe imaging that indeed the phase nucleates at these sites [54]. (Note that these images are constructed with the field in the plane of the sample. Each pixel is a stray field value extracted from a dynamic local loop taken from that site). Although all La(FeSi)13 compounds contain a certain percentage of soft ferromagnetic -Fe, there is no evidence to suggest that this plays a similar facilitating role. In general the MCE community has done little to explore these possibilities because of a number of factors including the challenge of ensuring the host MCE phase is not contaminated by the insersion of a secondary phase, the desire not to dilute the working solid state refrigerant volume, and also the challenges associated with the overall control over microstructure.
Both Fujita et al. [13], and Lovell et al. [14], have shown that in MCE materials that are magnetically isotropic (insignificant magnetocrystalline anisotropy), with magnetoelastic rather than magnetostructural coupled transitions, the local demagnetization field dominates the transition. Moreover both [13] and [14] show that the demagnetisation is much more spatially granular, if the magnetic transition is sharply first order than would be expected by extrapolation from the smoothly varying demagnetisation fields calculated from global shape of the sample. In thin platelets (a geometry predicted to be the most attractive to achieve high refrigeration cycle frequencies [55]), nucleation of the paramagnetic to ferromagnetic transition in La(FeSi)13 occurs in the high field region in the middle of the sample, but the onset of the reverse transition can be engineered by sample shape. Figure 6 shows an example of successfully engineering the hysteresis. The nucleation sites in this example start in the centre of the sample where the local magnetic field is higher than the applied field. For the field applied parallel to the long dimension or perpendicular to it, the local field is similar and the onset of the transition in both cases occur at the same applied field. However, the transition from ferromagnet to paramagnet occurs at the edges of the sample where the local field is lowest, and for the case where the field is applied perpendicular to the long dimension, the local field is lower and the onset of the transition happens at higher applied field. The result is a greatly reduced hysteresis, artificially lowered through local demagnetization engineering. The final image shown in figure 7, is constructed from a set of local M-H loops taken with a scanning Hall probe set up and the field in the plane of the sample [14]. The Hall probe senses the stray dipolar field from each pixel and captures the local demagnetizing fields that enable the transition. The demagnetization shape engineering is particularly useful for materials without magnetocrystalline anisotropy, such as La(FeSi)13. For materials with strong magnetocrystalline anisotropy, aligning powders in a magnetic field before sintering as discussed previously, aligns grains along their easy axis, producing reduction in inhomogeneous broadening and hysteresis width[56]. Most recently computer tomography in conjunction with Hall probe imaging has been used to understand how complex shaped samples might be used to lower the transition field of first nucleation, showing that in materials where there is a volume expansion at the transition, convex surface topography are the first sites to nucleate, followed by flat regions and ending finally with concave shaped surfaces [44].
3.2 Dynamic Behaviour Most prototype refrigeration cycles have adopted the active magnetic regenerative (AMR) cycle [2], where the magnetic field is rapidly applied or removed (at approximately 1 Tesla/second), under adiabatic conditions. The cycle frequency limitations are not governed by the response time of the sample in this case when in powder form, but by the heat exchanger efficiency [57, 58, 59]. 
Hysteresis plays a detrimental role in terms of loss in the cycle as well as realistic S and Tab available to the cycle, but does not impact directly on the response time of the system. Artificially enhanced hysteresis at modest magnetic field sweep rates, were reported in the literature [60], and shown to be related to heat exchange efficiencies rather than an intrinsic property of the material. Figure 8 illustrates the process, by showing the magnetisation change simultaneously with the temperature change at the sample. The MCE effect heats the bulk sample, and because of the large thermal mass of sample, a few seconds are required to exchange heat with the bath, and bring the sample back to the original transition conditions.  In small fragment samples this effect is not observed on the timescale of laboratory accessible field sweep rates. However recent reports of intrinsic sweep rate behavior has been reported in Heusler allows resulting from the transition of the magnetic and structural transitions taking place at different rates across the sample when the field sweep rate is extremely high (for example 235 T/s) [61, 62].
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Figure 8 M-H loops for a bulk LaFeCoSi sample taken at different sweep rates of the magnetic field. The narrow inner loop is at 0.02 T/min (indicated by single arrows); the middle loop is at 0.2 T/min; and the wide outer loop is at 0.7 T/min (indicated by double arrows). The start and completion fields for the forward and reverse transition HC1 to HC4 are indicated for the 0.7 T/min curve. Inset to (a) shows temperature dependence of HC1(T). (b) Sample temperature T relative to the bath T. The three loops correspond to the M-H loops in part (a). Figure reproduced from reference [60].

4. Hydrostatic Pressure For completion, it is important to add a brief comment about the impact of hydrostatic pressure on the hysteresis. In La(FeSi)13 the volume expands at the transition, and hydrostatic pressure acts to lower the magnetic transition temperature [63]. In porous samples of La(FeSi)13 in zero applied pressure the hysteresis is small [64], (where porosity relieves internal strain effects in a way that is similar to the observations in fragmented samples [53]). In these types of samples, application of hydrostatic pressure enhances the measured hysteresis enormously, much more so that in melt spun ribbons, or dense bulk samples. This is because in porous samples the hydrostatic pressure is more effective at adding restrictive additional energy barriers to seed and evolve the transition than would be possible for bulk samples under the same conditions [65]. Figure 9 illustrates how the hysteresis is enhanced under hydrostatic pressure for a LaFe11.76Mn0.06Si1.18H1.65  sample made up of course grains (with grain size of a few hundred microns). This behaviour confirms that the phenomenological description of enhanced energy barriers enlarging the hysteresis, is most probably correct.
[image: ]
Figure 9 M(H) isotherms of LaFe11.76Mn0.06Si1.18H1.65  powders at a range of T close to the respective Curie temperature in zero and hydrostatic pressure of 0.59 GPa. The figure is reproduced from ref [66].

In material families where the volume contracts at the transition, hydrostatic pressure raises the transition temperature. The impact on hysteresis in these systems is much less well studied. Note that in systems where there are competing exchange interactions, hydrostatic pressure can strengthen one interaction over another, and a simple rule of thumb cannot be used to predict the impact that it will have on the transitional properties. Although hydrostatic pressure has been introduced in multicaloric cycles to cancel the hysteresis in the magnetic cycle [67], once the cross terms are taken into account [68, 69] it be shown that the loss is  transfered instead into the pressure cycle. Note that there can be other advantages to introducing hydrostatic pressure into the cooling cycle beyong controlling hysteretic loss [69, 70]. 
As a final remark, the elegant and widely employed Bean and Rodbell model [71] has an important and useful comment about hydrostatic pressure, noting that for materials with a positive relationship between the measured critical temperature and the change of volume at the transition, if the material is first order at zero pressure, increasing pressure can be used to bring the material close to a second order transition. Similarly if the material has a negative relationship between the critical temperature and the change of volume at the transition and presents a second order transition, increasing pressure can bring about a first order transition. Materials currently considered for caloric cooling are those that can be engineered through chemical pressure to operate close to a critical point where the S and Tad are still large but the hysteresis is zero. It is interesting to consider whether in material families where chemical pressure does not present a practical solution, engineering the material to bring it to a critical point by application of a fixed hydrostatic pressure may present an interesting alternative. 

Summary In this paper we have reviewed certain aspects of the hysteresis presented at a first order magnetocaloric transition. We highlight certain types of bespoke characterization which can provide unique insight into the factors affecting the hysteresis in real materials including the spatial and temporal distribution of additional extrinsic hysteresis contributions present in materials engineered for application.
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