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Abstract

We introduce a new notion of “regularity structure” that yides an algebraic frame-
work allowing to describe functions and / or distributiona = kind of “jet” or local
Taylor expansion around each point. The main novel idea refptace the classical
polynomial model which is suitable for describing smoothdtions by arbitrary mod-
els that are purpose-built for the problem at hand. In paleic this allows to describe
the local behaviour not only of functions but also of largassles of distributions.

We then build a calculus allowing to perform the various aiens (multiplication,
composition with smooth functions, integration againegsiar kernels) necessary to
formulate fixed point equations for a very large class of §egdar PDEs driven by
some very singular (typically random) input. This allowsy the first time, to give
a mathematically rigorous meaning to many interestinghgtetic PDEs arising in
physics. The theory comes with convergence results thawvalb interpret the so-
lutions obtained in this way as limits of classical soludo regularised problems,
possibly modified by the addition of diverging counterterfisese counterterms arise
naturally through the action of a “renormalisation grougiieh is defined canonically
in terms of the regularity structure associated to the golass of PDEs.

Our theory also allows to easily recover many existing itssarh singular stochastic
PDEs (KPZ equation, stochastic quantisation equationsgyeBs-type equations) and
to understand them as particular instances of a unified frsemke One surprising
insight is that in all of these instances local solutionsaateally “smooth” in the sense
that they can be approximated locally to arbitrarily higlgee as linear combinations
of a fixed family of random functions / distributions thatypthe role of “polynomials”
in the theory.

As an example of a novel application, we solve the long-stepgroblem of build-
ing a natural Markov process that is symmetric with respetié (finite volume) mea-
sure describing thé} Euclidean quantum field theory. It is natural to conjectina t
the Markov process built in this way describes the Glaubeadyic of3-dimensional
ferromagnets near their critical temperature.
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1 Introduction

The purpose of this article is to develop a general theopwattig to formulate, solve
and analyse solutions to semilinear stochastic partitdrmifitial equations of the type

Lu = F(u,§), (1.1)

where/ is a (typically parabolic but possibly elliptic) differéatoperator¢ is a (typ-
ically very irregular) random input, anfl is some nonlinearity. The nonlinearify
does not necessarily need to be local, and it is also allowe@pend on some partial
derivatives ofu, as long as these are of strictly lower order tlfar©One example of ran-
dom input that is of particular interest in many situatiorisiag from the large-scale
behaviour of some physical microscopic model is that of ehiise (either space-time
or just in space), but let us stress immediately that Ganitgiss not essential to the
theory, although it simplifies certain arguments. Furtreenwe will assume that’
depends org in an affine way, although this could in principle be relaxedsome
polynomial dependencies.

Our main assumption will be that the equation described i) {&locally subcriti-
cal (see Assumption 8.3 below). Roughly speaking, this meatsftbne rescales (1.1)
in a way that keeps botBu and¢ invariant then, at small scales, all nonlinear terms
formally disappear. A “naive” approach to such a problein isonsider a sequence of
regularised problems given by

Lu. = F(ue, &), (1.2)

whereg. is some smoothened versionfofobtained for example by convolution with a
smooth mollifier), and to show that converges to some limit which is independent
of the choice of mollifier.

This approach does in general fail, even under the assumgpttiocal subcriticality.
Indeed, consider the KPZ equation on the line [KPZ86], whicthe stochastic PDE
formally given by

Oth = 0%h + (0:h)* + &, (1.3)

where¢ denotes space-time white noise. This is indeed of the ford) (@ith £ =

Oy — 0% and F(h,€) = (0.h)? + € and it is precisely this kind of problem that we
have in mind. Furthermore, if we zoom into the small scalesvbijing h(z,t) =
6~1/2h(5x, 62t) andé (z, t) = 63/2¢(0x, 62t) for some small parametér then we have
that on the one har@equalsf in distribution, and on the other handsolves

Oh = 92h + 6Y/2(0,h)% + € .

Asé — 0 (which corresponds to probing solutions at very small ®)aiee see that, at
least at a formal level, the nonlinearity vanishes and wepkimmecover the stochastic
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heat equation. This shows that the KPZ equation is indeedlyosubcritical in dimen-
sion1. On the other hand, if we simply replagdy &. in (1.3) and try to take the limit
e — 0, solutions diverge due to the ill-posedness of the teiph)>.

However, in this case, it is possible to devise a suitablenrealisation procedure
[BG97, Hail3], which essentially amounts to subtractingeayvarge constant to the
right hand side of a regularised version of (1.3). This thesuees that the correspond-
ing sequence of solutions converges to a finite limit. Theppse of this article is to
build a general framework that goes far beyond the exampleeoKPZ equation and
allows to provide a robust notion of solution to a very lartgess of locally subcritical
stochastic PDEs that are classically ill-posed.

Remark 1.1 In the language of quantum field theory (QFT), equationsdhasubcrit-
ical in the way just described give rise to “superrenornadlis” theories. One major
difference between the results presented in this articteraost of the literature on
qguantum field theory is that the approach explored here g tron-perturbative and
therefore allows one to deal also with some non-polynongabgions like (PAMg) or
(KPZ) below. We furthermore consider parabolic problentse e we need to deal with
the problem of initial conditions and local (rather thanlggdf) solutions. Nevertheless,
the mathematical analysis of QFT was one of the main inspirain the development
of the technigues and notations presented in Sections 8@&nd 1

Conceptually, the approach developed in this article fomfdating and solving
problems of the type (1.1) consists of three steps.

1. In analgebraicstep, one first builds a “regularity structure”, which isfguéntly
rich to be able to describe the fixed point problem assoctat€ti1). Essentially, a
regularity structure is a vector space that allows to dbsche coefficients in a kind
of “Taylor expansion” of the solution around any point in epdaime. The twist is
that the “model” for the Taylor expansion does not only censf polynomials, but
can in general contain other functions and / or distribwgibuilt from multilinear
expressions involving.

2. In ananalyticalstep, one solves the fixed point problem formulated in thelatgic
step. This allows to build an “abstract” solution map to [1.th a way, this is a
closure procedure: the abstract solution map essentiafigribes all “reasonable”
limits that can be obtained when solving (1.1) for sequerafa®gular driving
noises that converge to something very rough.

3. In a finalprobabilistic step, one builds a “model” corresponding to the Gaussian
processt we are really interested in. In this step, one typically lmshoose a
renormalisation procedure allowing to make sense of finitedny products of dis-
tributions that have no classical meaning. Although theemme freedom involved,
there usually is a canonical model, which is “almost uniguethe sense that it is
naturally parametrized by elements in some finite-dimeradidie group, which
has an interpretation as a “renormalisation group” for)1.1

We will see that there is a very general theory that allowsuitdla “black box”,
which performs the first two steps for a very large class aftsastic PDEs. For the last
step, we do not have a completely general theory at the moimgéntre have a general
methodology, as well as a general toolbox, which seem to beuseful in practice.



INTRODUCTION 5

1.1 Some examples of interesting stochastic PDEs

Some examples of physically relevant equations that ircjple fall into the category
of problems amenable to analysis via the techniques deséliopthis article include:

e The stochastic quantisation &f' quantum field theory in dimensidh This for-
mally corresponds to the equation

9P =AD — P34 ¢, (@%)

where¢ denotes space-time white noise and the spatial variabés tzdues in the
3-dimensional torus, see [PW81]. Formally, the invarianasee of *) (or rather

a suitably renormalised version of it) is the measure on &ctavdistributions asso-
ciated to Bosonic Euclidean quantum field theory ispace-time dimensions. The
construction of this measure was one of the major achievenoéithe programme
of constructive quantum field theory, see the articles [&lBO71, GJ73, FO76,
Fel74], as well as the monograph [GJ87] and the refereneesith

In two spatial dimensions, this problem was previouslytedan [AR91, DPDO03].

It has also been argued more recently in [ALZ06] that evemgiat is formally
symmetric, the3-dimensional version of this model is not amenable to ansuiia
Dirichlet forms. In dimensiod, the model $*) becomes critical and one does not
expect to be able to give it any non-trivial (i.e. non-Gaassh this case) meaning
as a random field fad > 4, see for example [Fro82, Aiz82, KES83].

Another reason whyd*) is a very interesting equation to consider is that it is
related to the behaviour of tt8d Ising model under Glauber dynamic near its crit-
ical temperature. For example, it was shown in [BPRS93]ttieabne-dimensional
version of this equation describes the Glauber dynamic dieg chain with a
Kac-type interaction at criticality. In [GLP99], it is argd that the same should
hold true in higher dimensions and an argument is given #lates the renormal-
isation procedure required to make sensedf)(to the precise choice of length
scale as a function of the distance from criticality.

e The continuous parabolic Anderson model
o = Au + &u (PAM)

where¢ denotes spatial white noise that is constant in time. Forosmioise, this
problem has been treated extensively in [CM94]. While trebfem with{ given
by spatial white noise is well-posed in dimensibrfand a good approximation
theory exists, see [IPP08]), it becomes ill-posed alread)imensior2. One does
however expect this problem to be renormalisable with tHp bEthe techniques
presented here in spatial dimensiéhand3. Again, dimensiont is critical and
one does not expect any continuous version of the model fort.

e KPZ-type equations of the form
Oeh = O3 + gu(h)(D:h)” + g2(M)Dsh + ga(h) + ga(M)E (KPZ)

where¢ denotes space-time white noise andghare smooth functions. While the
classical KPZ equation can be made sense of via the Cole4ropdform [Col51,
Hop50, BG97], this trick fails in the more general situatgimen above or in the
case of a system of coupled KPZ equations, which arisesalgtim the study of
chains of nonlinearly interacting oscillators [BGJ13].
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A more robust concept of solution for the KPZ equation where= g; = 1 and
g2 = g3 = 0, as well as for a number of other equations belonging to thsscl
(KPZ) was given recently in the series of articles [Hai12jlHaHW13, Hail3],
using ideas from the theory of rough paths that eventuadigt te the development
of the theory presented here. The more general class ofieqsdKPZ) is of
particular interest since it is formally invariant underadiges of coordinates and
would therefore be a good candidate for describing a nattres evolution” for
loops on a manifold, which generalises the stochastic hpateon. See [Fun92]
for a previous attempt in this direction and [BGJ12] for satwesely related work.

e The Navier-Stokes equations with very singular forcing
Opv=Av—P(v-V)v+¢, (SNS)

whereP is Leray’s projection onto the space of divergence-fre¢ordields. If we
take¢ to have the regularity of space-time white noise, (SNS)risaaly classically
ill-posed in dimensior2, although one can circumvent this problem, see [AC90,
DPDO02, AF04]. However, it turns out that the actual critidahension ist again,

so that we can hope to make sense of (SNS) in a suitably refiseti@ense in
dimension3 and construct local solutions there.

One common feature of all of these problems is that they ievpfoducts between
terms that are too irregular for such a product to make semsecantinuous bilinear
form defined on some suitable function space. Indeed, danbiiC* for o < 0 the
Besov spacé, ., itis well-known that, for non-integer values afand3, the map
(u,v) — uv is well defined fromC® x C? into some space of Schwartz distributions
if and only if « + 8 > 0 (see for example [BCD11]), which is quite easily seen to be
violated in all of these examples.

In the case of second-order parabolic equations, it isgsttimirward to verify (see

also Section 6 below) that, for fixed time, the solutions ®lthear equation
X =AX+E,

belong toC* for o < 1 — g when¢ is space-time white noise and< 2 — g when

¢ is purely spatial white noise. As a consequence, one exgettigake values irC®
with o < —1/2, so that®? is ill-defined. In the case of (PAM), one expeatso take
values inC* with o < 2 —d/2, so that the product¢ is well-posed only forl < 2. As

in the case of ®*), dimension2 is “borderline” with the appearance of logarithmic
divergencies, while dimensiod sees the appearance of algebraic divergencies and
logarithmic subdivergencies. Note also that, si@éewhite noisdn spacethere is no
theory of stochastic integration available to make sensleeoproduct:£, unlike in the
case wher is space-time white noise. (See however [GIP12] for a vergmearticle
solving this particular problem in dimensi@n) Finally, one expects the functignin
(KPZ) to take values i€ for o < % so that all the terms appearing in (KPZ) are
ill-posed, except for the term involving.

Historically, such situations have been dealt with by reiplg the products in ques-
tion by their Wick ordering with respect to the Gaussiandtrte given by the solu-
tion to the linear problenfu = &, see for example [JLM85, AR91, DPD02, DPDO03,
DPDTO07] and references therein. In many of the problems imeed above, such a
technique is bound to fail due to the presence of additionladlisergencies. Further-
more, we would like to be able to consider terms likéh)(0.h)? in (KPZ) where
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g1 is an arbitrary smooth function, so that it is not clear awdilat a Wick ordering

would mean. Over the past few years, it has transpired tteathiory of controlled

rough paths [Ly0o98, Gub04, Gub10] could be used in certdiragons to provide

a meaning to the ill-posed nonlinearities arising in a clasBurgers-type equations
[HV11, Haill, HW13, HMW12], as well as in the KPZ equation [H2]. That theory

however is intrinsically a one-dimensional theory, whishvhy it has so far only been
successfully applied to stochastic evolution equatiortk ame spatial dimension.

In general, the theory of rough paths and its variants do kewallow to deal
with processes taking values in an infinite-dimensionatsp# has therefore been ap-
plied successfully to stochastic PDEs driven by signalsahavery rough in time (i.e.
rougher than white noise), but at the expense of requirintitiadal spatial regularity
[GT10, CFO11, Teill].

One very recent attempt to use related ideas in higher dioesnisvas made in
[GIP12] by using a novel theory of “controlled distribut&in With the help of this
theory, which relies heavily on the use of Bony’s parapraodihe authors can treat for
example (PAM) (as well as some nonlinear variant thereofjitnensiond = 2. The
present article can be viewed as a far-reaching geneiahisattrelated ideas, in a way
which will become clearer in Section 2 below.

1.2 Onregularity structures

The main idea developed in the present work is that of dasgriine “regularity” of a
function or distribution in a way that is adapted to the pesblat hand. Traditionally,
the regularity of a function is measured by its proximity mymomials. Indeed, we
say that a functiom: R? — R is of classC* with « > 0 if, for every pointz € R?, it
is possible to find a polynomidt, such that

|f() = Pe(W)| S o —y[* .

What is so special about polynomials? For one, they have wniegy algebraic prop-
erties: products of polynomials are again polynomials, smdre their translates and
derivatives. Furthermore, a monomial is a homogeneoudiimcit behaves at the
origin in a self-similar way under rescalings. The lattesgmrty however does rely on
the choice of a base point: the polynomial— (y — x)* is homogeneous of degree
k when viewed around, but it is made up from a sum of monomials with different
homogeneities when viewed around the origin.

In all of the examples considered in the previous subsecmntions are expected
to be extremely irregular (at least in the classical senseljhat polynomials alone are
a very poor model for trying to describe them. However, beeanf local subcriticality,
one expects the solutions to look at smallest scales likgisoks to the corresponding
linear problems, so we are in situations where it might besibts to make a good
“guess” for a much more adequate model allowing to deschibsinall-scale structure
of solutions.

Remark 1.2 In the particular case of functions of one variable, thispof view has
been advocated by Gubinelli in [Gub04, Gub10] (and to sontergy Davie in
[Dav08]) as a way of interpreting Lyons’s theory of roughtmat (See also [LQ02,
LCLO7, FV10b] for some recent monographs surveying thabmpg That theory
does however rely very strongly on the notion of “increméntkich is very one-
dimensional in nature and forces one to work with functisater than general distri-
butions. In a more subtle way, it also relies on the fact tin@tdimensional integration
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can be viewed as convolution with the Heaviside functionicWwhs locally constant
away from0, another typically one-dimensional feature.

This line of reasoning is the motivation behind the intragut of the main novel
abstract structure proposed in this work, which is that ofegtilarity structure”. The
precise definition will be given in Definition 2.1 below, bhetbasic idea is to fix a finite
family of functions (or distributions!) that will play theote of polynomials. Typically,
this family contains all polynomials, but it may contain radhan that. A simple way
of formalising this is that one fixes some abstract vectocefgawhere each basis
vector represents one of these distributions. A “Tayloraggion” (or “jet”) is then
described by an elemente T which, via some “modelTI: T — S’(R%), one can
interpret as determining some distributibfz € S’(RY). In the case of polynomials,
T would be the space of abstract polynomialg/inommuting indeterminates arfdd
would be the map that realises such an abstract polynoméad astual function oR?.

As in the case of polynomials, different distributions haiffierent homogeneities
(but these can now be arbitrary real numbers!), so we havditngpof 7" into “ho-
mogeneous subspacek;. Again, as in the case of polynomials, the homogeneity of
an element: describes the behaviour ®fa around some base point, say the origin
Since we want to be able to place this base point at an anpitvaation we also pos-
tulate that one has a family of invertible linear mags 7" — 7 such that ifa € T,
thenIIF . a exhibits behaviour “of ordet” (this will be made precise below in the case
of distribution) near the point. In this sense, the mdp, = II o F, plays the role
of the “polynomials based at’, while the mapl',,, = F, ! o F, plays the role of a
“translation operator” that allows to rewrite a “jet baség’ainto a “jet based at:”.

We will endow the space of all modelSI( /') as above with a topology that en-
forces the correct behaviour of, near each point, and furthermore enforces some
natural notion of regularity of the map— F.. The important remark is that although
this turns the space of models into a complete metric spageesnotturn itinto a lin-
ear (Banach) space! Itis the intrinsic nonlinearity of #psice which allows to encode
the subtle cancellations that one needs to be able to kedpdfan order to treat the
examples mentioned in Section 1.1. Note that the algebiraictare arising in the the-
ory of rough paths (truncated tensor algebra, togetheritgitroup-like elements) can
be viewed as one particular example of an abstract regukriicture. The space of
rough paths with prescribed Holder regularity is then @ely the corresponding space
of models. See Section 4.4 for a more detailed descriptidhi®torrespondence.

1.3 Main results: abstract theory

Let us now expose some of the main abstract results obtam#dsi article. Unfor-
tunately, since the precise set-up requires a number oéré&thgthy definitions, we
cannot give precise statements here. However, we woulddikgovide the reader
with a flavour of the theory and refer to the main text for moséadls.

One of the main novel definitions consists in spaé&sandD? (see Definition 3.1
and Remark 3.5 below) which are the equivalent in our franmkwwthe usual spaces
C7. They are given in terms of a “local Taylor expansion of orgiéat every point,
together with suitable regularity assumption. Here, tltekr measures the order of
the expansion, while the index (if present) denotes the lowest homogeneity of the
different terms appearing in the expansion. In the casemflae Taylor expansions,
the term with the lowest homogeneity is always the constm tso one has = 0.
However, since we allow elements of negative homogeneitg, @an havex < 0
in general. Unlike the case of regular Taylor expansionsreviige first term always
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consists of the value of the function itself, we are here iitteaion where, due to the
fact that our “model” might contain elements that are disttions, it is not clear at all
whether these “jets” can actually be patched together t@sgmt an actual distribution.
The reconstruction theorem, Theorem 3.10 below, statéstHisas always the case as
soon asy > 0. Loosely speaking, it states the following, where we agaitev¢® for
the Besov spacBy, .. (Note that with this notatiod® really denotes the spade®,
C* the space of Lipschitz continuous functions, etc. This issistent with the usual
notation for non-integer values af)

Theorem 1.3 (Reconstruction)For everyy > 0 anda < 0, there exists a unique
continuous linear ma®R: D) — C*(R%) with the property that, in a neighbourhood
of sizes around anyz € R?, R f is approximated by, f(z), the jet described by(z),
up to an error of ordee”.

The reconstruction theorem shows that elemérisD” uniquely describe distribu-
tions that are modelled locally on the distributions ddseaibyIl,, f(x). We therefore
call such an element a “modelled distribution”. At this stage, the theory is pyre
descriptive: given a model of a regularity structure, ibai to describe a large class of
functions and / or distributions that “locally look like'lear combinations of the ele-
ments in the model. We now argue that it is possible to coostrwhole calculus that
makes the theory operational, and in particular sufficjerith to allow to formulate
and solve large classes of semilinear PDEs.

One of the most important and non-trivial operations rezplifor this is multiplica-
tion. Indeed, one of the much lamented drawbacks of theickdgheory of Schwartz
distributions is that there is no canonical way of multiplythem [Sch54]. As a matter
of fact, it is in general not even possible to multiply a dimition with a continuous
function, unless the said function has sufficient regujarit

The way we use here to circumvent this problem ipdstulatethe values of the
products between elements of our model. If the regulanitycstire is sufficiently large
to also contain all of these products (or at least sufficjemthny of them in a sense
to be made precise), then one can simply perform a pointwisiépiication of the
jets of two modelled distributions at each point. Our masuitin this respect is that,
under some very natural structural assumptions, such auptdsl again a modelled
distribution. The following is a loose statement of thisulesthe precise formulation
of which is given in Theorem 4.7 below.

Theorem 1.4 (Multiplication) Letx be a suitable product o’ and letf; € D% and
f2 € D32 withy; > 0. Seta = a; + az andy = (71 + a2) A (92 + a1). Then, the
pointwise producy; x f belongs taD}.

In the case off € D], all terms in the local expansion have positive homogeneity
so thatR f is actually a function. It is then of course possible to cosgihis function
with any smooth functiog. The non-trivial fact is that the new function obtained in
this way does also have a local “Taylor expansion” aroundyepeint which is typi-
cally of the same order as for the original functipnThe reason why this statement
is not trivial is that the functiofR f does in general not possess much “classical” regu-
larity, so thatR f typically doesnot belong toC”. Our precise result is the content of
Theorem 4.16 below, which can be stated loosely as follows.
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Theorem 1.5 (Smooth functions)Letg: R — R be a smooth function and consider
a regularity structure endowed with a produetsatisfying suitable compatibility as-
sumptions. Then, foy > 0, one can build a mag: D] — D] such that the identity
(RG())(x) = g((Rf)(x)) holds for every: € R?.

The final ingredient that is required in any general solutlweory for semilinear
PDEs consists in some regularity improvement arising frioeinear part of the equa-
tion. One of the most powerful class of such statements isnghy the Schauder
estimates. In the case of convolution with the Green'’s fonc of the Laplacian, the
Schauder estimates state thafit C*, thenG * f € C®*2, unlessa + 2 € N. (In
which case some additional logarithms appear in the modilasntinuity of G * f.)
One of the main reasons why the theory developed in thidarticiseful is that such an
estimate still holds whefi € D. This is highly non-trivial since it involves “guessing”
an expansion for the local behaviour@fx R f up to sufficiently high order. Some-
what surprisingly, it turns out that even though the contiotuwith GG is not a local
operator at all, its action on the local expansion of a fuorcis local, except for those
coefficients that correspond to the usual polynomials.

One way of stating our result is the following, which will befermulated more
precisely in Theorem 5.12 below.

Theorem 1.6 (Multi-level Schauder estimate)Let K : R*\ {0} — R be a smooth
kernel with a singularity of ordes — d at the origin for some3 > 0. Then, under
certain natural assumptions on the regularity structureldine model realising it, and
provided thaty + 8 ¢ N, one can construct foy > 0 a linear operatork., : D) —

D00 such that the identity

RK,f = K« R,

holds for everyf € D). Here,* denotes the usual convolution between two functions
/ distributions.

We call this a “multi-level” Schauder estimate because # istatement not just
aboutf itself but about every “layer” appearing in its local expians

Remark 1.7 The precise formulation of the multi-level Schauder esterallows to
specify a non-uniform scaling &?. This is very useful for example when considering
the heat kernel which scales differently in space and in.timéhis case, Theorem 1.6
still holds, but all regularity statements have to be intetgd in a suitable sense. See
Sections 2.3 and 5 below for more details.

At this stage, we appear to possibly rely very strongly onvidmgous still unspeci-
fied structural assumptions that are required of the reigykructure and of the model
realising it. The reason why, at least to some extent, thised'brushed under the rug”
without misleading the reader is the following result, whis a synthesis of Proposi-
tion 4.11 and Theorem 5.14 below.

Theorem 1.8 (Extension theorem)lt is always possible to extend a given regularity
structure in such a way that the assumptions implicit in taéesnents of Theorems 1.4—
1.6 do hold.
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Loosely speaking, the idea is then to start with the “caradhiegularity structure
corresponding to classical Taylor expansions and to ealally successively applying
the extension theorem, until it is large enough to allow setbformulation of the
problem one wishes to study as a fixed point map.

1.4 Onrenormalisation procedures

The main problem with the strategy outlined above is thatentiie extension of an
abstract regularity structure given by Theorem 1.8 is digtwary explicit and rather
canonical, the corresponding extension of the modeK) is unique (and continuous)
only in the case of the multi-level Schauder theorem and ¢meposition by smooth
functions, butnot in the case of multiplication when some of the homogeneires
strictly negative. This is a reflection of the fact that nplitiation between distributions
and functions that are too rough simply cannot be definedyrtanonical way [Sch54].
Different non-canonical choices of product then yieldyrdifferent solutions, so one
might think that the theory is useless at selecting one ‘haditsolution process.

If the driving noise¢ in any of the equations from Section 1.1 is replaced by a
smooth approximatio&®), then the associated model for the corresponding regglarit
structure also consists of smooth functions. In this cadseretis of course no prob-
lem in multiplying these functions, and one obtainsamonicalsequence of models
(I1®), FC)) realising our regularity structure. (See Section 8.2 fetads of this con-
struction.) At fixede, our theory then simply yields some very local descriptibthe
corresponding classical solutions. In some special césesequencdl®), F()) con-
vergesto a limit that is independent of the regularisatimtedure for a relatively large
class of such regularisations. In particular, due to thersgiry of finite-dimensional
control systems under time reversal, this is often the cagke classical theory of
rough paths, see [Lyo98, CQ02, FV10a].

One important feature of the regularity structures arisiarally in the context of
solving semilinear PDEs is that they come with a nattirale-dimensionagroup
of transformations that act on the space of models. In soramples (we will treat
the case of®*) with d = 3 in Section 10.5 and a generalisation of (PAM) with= 2
in Section 10.4), one can explicitly exhibit a subgraip of Y& and a sequence of
elements\/. € R, such that the “renormalised” sequerde(I1¢©), F()) converges to
a finite limiting model {I, F). In such a case, the set of possible limits is parametrised
by elements ofRy, which in our setting is always just a finite-dimensionapnikent
Lie group. In the two cases mentioned above, one can furthrermeinterpret solutions
corresponding to the “renormalised” modéL (I1¢), F¢)) as solutions corresponding
to the “bare” model{[®), F©)), but for a modified equation.

In this sensesi (or a subgroup thereof) has an interpretation esnarmalisation
group acting on some space of formal equations, which is a very comviewpoint
in the physics literature. (See for example [Del04] for arsimdroduction.) This thus
allows to usually reinterpret the objects constructed ytloeory as limits of solutions
to equations that are modified by the addition of finitely mediwerging counterterms.
In the case of (PAM) withl = 2, the corresponding renormalisation procedure is essen-
tially a type of Wick ordering and therefore yields the app@ae of counterterms that
are very similar in nature to those arising in the 1td6-Sitratvich conversion formula for
regular SDEs. (But with the crucial difference that theyedge logarithmically instead
of being constant!) In the case ab{) with d = 3, the situation is much more delicate
because of the appearance of a logarithmic subdivergerstevib the leading order
divergence that cannot be dealt with by a Wick-type renoisatibn. For the invari-
ant (Gibbs) measure correspondingdd), this fact is well-known and had previously
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been observed in the context of constructive Euclidean QHGIi68, Fel74, FO76].

Remark 1.9 Symmetries typically play an important role in the analysfishe renor-
malisation groupi. Indeed, if the equation under consideration exhibits ssyneme-
try, at least at a formal level, then it is natural to approxient by regularised versions
with the same symmetry. This then often places some nastictions orRy C R,
ensuring that the renormalised version of the equationlisginmetric. For example,
in the case of the KPZ equation, it was already remarked imnf8jahat regularisation
via a non-symmetric mollifier can cause the appearance ifirttiing solution of an
additional transport term, thus breaking the invariancgeuteft / right reflection. In
Section 1.5.1 below, we will consider a class of equationElwhvia the chain rule,
is formally invariant under composition by diffeomorphisnihis “symmetry” again
imposes a restriction 0%, ensuring that the renormalised equations again satisfy the
chain rule.

Remark 1.10 If an equation needs to be renormalised in order to have @ finiit,
it typically yields a whole family of limits parametrised B¢ (or ratheri, in the
presence of symmetries). Indeed Mk (TI), F()) converges to a finite limit and/
is any fixed element dR, thenM M. (I1®), F)) obviously also converges to a finite
limit. At first sight, this might look like a serious shortcamy of the theory: our
equations still aren’t well-posed after all! It turns ouatlthis state of affairs is actually
very natural. Even the very well-understood situation a-giimensional SDEs of the
type

dx = f(x)dt + o(z) dW(t) , (1.4)
exhibits this phenomena: solutions are different whetherinterpret the stochastic
integral as an Itd integral, a Stratonovich integral, ekg.this particular case, one
would havek ~ R endowed with addition as its group structure and the actfdi o
onto the space of equations is givenbl.(f, o) = (f,o + coo’), whereM,. € R is
the group element corresponding to the real congta8titching between the 1t6 and
Stratonovich formulations is indeed a transformation &f tipe withc € {+1}.

If the equation is driven by more than one Brownian motiorr, rmormalisation
group increases in size: one now has a choice of stochatggrai for each of the in-
tegrals appearing in the equation. On symmetry grounds Venwee would of course
work with the subgroufi, C 9 which corresponds to the same choice for each. If we
additionally exploit the fact that the class of equationd)is formally invariant under
the action of the group of diffeomorphisms Bf(via the chain rule), then we could
reduceR further by postulating that the renormalised solutionausthalso transform
under the classical chain rule. This would then redgeto the trivial group, thus
leading to a “canonical” choice (the Stratonovich integréi this particular case, we
could of course also have imposed instead that the int¢giiél/1V has no component
in theOth Wiener chaos, thus leading to Wick renormalisation withtd integral as a
second “canonical” choice.

1.5 Main results: applications

We now show what kind of convergence results can be obtaipeditcretely applying
the theory developed in this article to two examples of ségtih PDESs that cannot be
interpreted by any classical means. The precise type ofezxgence will be detailed in
the main body of the article, but it is essentially a convargen probability on spaces
of continuous trajectories with valuesd for a suitable (possibly negative) value of
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«. A slight technical difficulty arises due to the fact that theit processes do not
necessarily have global solutions, but could exhibit blgg-in finite time. In such
a case, we know that the blow-up time is almost surely syrigtisitive and we have
convergence “up to the blow-up time”.

1.5.1 Generalisation of the parabolic Anderson model

First, we consider the following generalisation of (PAM):
0w = Au + fij(uw) Oyu dju + g(u) , u(0) = ug , (PAMQ)

where f andg are smooth function and summation of the indi¢esd j is implicit.
Here,£ denotes spatial white noise. This notation is of course fariyal since neither
the producyy(u)¢, nor the product;u 0;u make any sense classically. Here, we view
u as a function of time > 0 and ofz € T2, the two-dimensional torus.

It is then natural to replacgby a smooth approximatiofy which is given by the
convolution of¢ with a rescaled mollifiep. Denote byu. the solution to the equation

atus = Aus + fij(ue) (a’LUE ajus - 5ij0692(u6)) + g(ua)(fs - 2069/(u€)) f (15)
again with initial condition:y. Then, we have the following result:

Theorem 1.11Leta € (1,1). There exists a choice of constaidts such that, for
every initial conditionuy € C%(T?2), the sequence of solutions to (1.5) converges
to a limit w. Furthermore, there is an explicit constafi, depending o such that if
one sety’. = 7717 loge + K, then the limit obtained in this way is independent of the
choice of mollifiero.

Proof. This is a combination of Corollary 9.3 (well-posedness @& #ibstract formu-
lation of the equation), Theorem 10.19 (convergence of ¢éhemmalised models to a
limiting model) and Proposition 9.4 (identification of thenormalised solutions with
(1.5)). The explicit value of the constaft is given in (10.32). 0O

Remark 1.12 In the casef = 0, this result has recently been obtained by different
(though related in spirit) techniques in [GIP12].

Remark 1.13 Since solutions might blow up in finite time, the notion of gergence
considered here is to fix some large cut-bff> 0 and terminal timé/” and to stop the
solutionsu, as soon agu.(t)|l. > L, and similarly for the limiting process. The
convergence is then convergence in probabilitgdig[0, 7] x T2) for the stopped pro-
cess. Here elements§ area-Holder continuous in space agdHolder continuous
in time, see Definition 2.14 below.

Remark 1.14 It is lengthy but straightforward to verify that the additad diverging
terms in the renormalised equation (1.5) are precisely shahif v: R — Ris a
smooth diffeomorphism, then. £ (u.) solves again an equation of the type (1.5).
Furthermore, this equation is precisely the renormaligadion of the equation that
one obtains by just formally applying the chain rule to (PAMghis gives a rigorous
justification of the chain rule for (PAMg). In the case (KP@je expects a similar
phenomenon, which would then allow to interpret the ColggHoansform rigorously
as a particular case of a general change of variables formula



INTRODUCTION 14

1.5.2 The dynamical®; model

A similar convergence result can be obtained fdt)( This time, the renormalised
equation takes the form

Opue = Aue + Coue — ug + &, (1.6)

whereu, is a function of timet > 0 and space: € T3, the three-dimensional torus.
It turns out that the simplest class of approximating naismiconsider a space-time
mollifier o(x,t) and to sett. = ¢ % 0., wherep. is the rescaled mollifier given by
0c(z,1) = E_SQ(I/Ea t/52)-

With this notation, we then have the following convergenesutt, which is the
content of Section 10.5 below.

Theorem 1.15 Leta € (fé, f%). There exists a choice of constantssuch that, for
every initial conditionug € C*(T3), the sequence of solutions converges to a limit
u. Furthermore, ifC. are chosen suitably, then this limit is again independerihef
choice of mollifierp.

Proof. This time, the statement is a consequence of Propositiofw&B-posedness
of the abstract formulation), Theorem 10.22 (convergeifitteeorenormalised models)
and Proposition 9.10 (identification of renormalised dohs with (1.6)). |

Remark 1.16 It turns out that the limiting solutiom is almost surely a continuous
function in time with values irC%(T3). The notion of convergence is then as in Re-
mark 1.13. Here, we wrote agaift as a shorthand for the Besov spagg .

Remark 1.17 As already noted in [Fel74] (but for a slightly different tégrisation
procedure, which is more natural for the static version efrtfodel considered there),
the correct choice of constants is of the form

ng%+02log€+03,

whereC; andC5 depend on the choice pfin a way that is explicitly computable, and
the constant’; is independent of the choice of It is the presence of this additional
logarithmic divergence that makes the analysisigh)(highly non-trivial. In particular,
it was recently remarked in [ALZ06] that this seems to rul¢ i use of Dirichlet
form techniques for interpreting().

Remark 1.18 Again, we do not claim that the solutions constructed heeegéobal.
Indeed, the convergence holds in the spage, 7], C*), but only up to some possibly
finite explosion time. It is very likely that one can show tlta¢ solutions are global
for almost every choice of initial condition, where “almesery” refers to the measure
builtin [Fel74]. This is because that measure is expectéeé favariant for the limiting
process constructed in Theorem 1.15.

1.5.3 General methodology

Our methodology for proving the kind of convergence resuléntioned above is the
following. First, given a locally subcritical SPDE of thepiy (1.2), we build a reg-
ularity structureZr which takes into account the structure of the nonlineafitfas
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well as the regularity index of the driving noise and the Iszling properties of the
linear operator), together with a class# of “admissible models” o7 which are
defined using the abstract propertiesf and the Green’s function &. The general
construction of such a structure is performed in Section &. thén also build a nat-
ural “lift map” Z: C(R?) — .# (see Section 8.2), whergis the dimension of the
underlying space-time, as well as an abstract solution&ap* x .#Zr — D7, with
the property thaR S (ug, Z(£.)) yields the classical (local) solution to (1.2) with initial
conditionuy and noise.. Here, R is the “reconstruction operator” already mentioned
earlier. A general result showing th&tcan be built for “most” subcritical semilinear
evolution problems is provided in Section 7. This reliesdamentally on the multi-
level Schauder estimate of Section 5, as well as the resueaion 6 dealing with
singular modelled distributions, which is required in artiedeal with the behaviour
near time0.

The main feature of this construction is that both the abssalution mapS and
the reconstruction operat® are continuous. In most cases of interest they are even
locally Lipschitz continuous in a suitable sense. Note thatmade a rather serious
abuse of notation here, since the very definition of the spzicdoes actually depend
on the particular mode¥ (¢.)!' This will not bother us unduly since one could very
easily remedy this by having the target space &' x D", with the understanding
that each “fiber"D” is modelled on the corresponding model.ir. The mapS
would then simply act as the identity o#/r.

Finally, we show that it is possible to find a sequence of efgm&/. € 91 such
that the sequence of renormalised mod#lsZ (£.) converge to some limiting model
Z and we identifyRS (uo, M:Z(£.)) with the classical solution to a modified equation.
The proof of this fact is the only part of the whole theory whis not “automated”,
but has to be performed by hand for each class of problemselAawif two problems
give rise to the same structur# and are based on the same linear operétdhen
they can be treated with the same procedure, since it is balgetails of the solution
maps that change from one problem to the other. We treat two cdasproblems in
detail in Sections 9 and 10. Section 10 also contains a geitergl toolbox that is very
useful for treating the renormalisation of many equatioith @aussian driving noise.

1.6 Alternative theories

Before we proceed to the meat of this article, let us give alquéview of some of the
main existing theories allowing to make sense of productistfibutions. For each of
these theories, we will highlight the differences with thedry of regularity structures.

1.6.1 Bony’s paraproduct

Denoting byA; f thejth Paley-Littlewood block of a distributiofi, one can define the
bilinear operators

7T<(f7g): Z AifAjgv 7T>(fag):ﬂ-<(g7f)v 7T0(f7g): Z AifAjgi

i<j—1 li—jl<1

so that, at least formally, one hg = 7 (f, 9)+ 7~ (f, 9)+7.(f, g). (See [Bon81] for
the original article and some applications to the analyssotutions to fully nonlinear
PDEs, as well as the monograph and review article [BCD11, BPIN The notation
of this section is borrowed from the recent work [GIP12] {ultns out thatr. andn~.
make sense fanytwo distributionsf andg. Furthermore, iff € C* andg € C” with
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a+ B> 0,then

T<(f,9)€C’, w(f.9)€C™, T(f.g)€C, 1.7

so that one has a gain of regularity there, but one does agaouater a “barrier” at
a+B=0.

The idea exploited in [GIP12] is to consider a “model digitibn” n and to con-
sider “controlled distributions” of the type

f:7r<(fn777)+fﬁi

where bothf” and f# are more regular tham The construction is such that, at small
scales, irregularities of “look like” irregularities of . The hope is then that if is
controlled byn, g is controlled by¢, and one knows of a renormalisation procedure
allowing to make sense of the produgt (by using tools from stochastic analysis for
example), then one can also give a consistent meaning tortioleigt fg. This is the
philosophy that was implemented in [GIP12, Theorems 9 afd 31

This approach is very close to the one taken in the preserit,vaod indeed it is
possible to recover the results of [GIP12] in the contextegfularity structures, mod-
ulo slight modifications in the precise rigorous formulatif the convergence results.
There are also some formal similarities: compare for exar(thl7) with the bounds on
each of the three terms appearing in (4.4). The main philusapdifference is that the
approach presented here is very local in nature, as oppos$ee inore global approach
used in Bony’s paraproduct. It is also more general, allgWor an arbitrary number
of controls which do themselves have small-scale strusttitat are linked to each
other. As a consequence, the current work also puts a stropbasis on the highly
non-trivial algebraic structures underlying our constiat In particular, we allow for
rather sophisticated renormalisation procedures goiggrmbthe usual Wick ordering,
which is something that is required in several of the examptesented above.

1.6.2 Colombeau’s generalised functions

In the early eighties, Colombeau introduced an algétr?) of generalised functions
on R? (or an open subset thereof) with the property t84R?) ¢ %(R?%) whereS’
denotes the usual Schwartz distributions [Col83, Col84]ith@ut entering into too
much detail Z(R?) is essentially defined as the set of smooth functions f&{R?),
the set of Schwartz test functions, irfRp quotiented by a certain natural equivalence
relation.

Some (but not all) generalised functions have an “assatiigtribution”. In other
words, the theory comes with a kind of “projection operatdr’ ¢(R%) — S'(RY)
which is a left inverse for the injection §’(RY) — %(R?). However, it is important
to note that the domain of definition &f is notall of #(R%). Furthermore, the product
in 2(R%) behaves as one would expect on the images of objects thavauld clas-
sically know how to multiply. For example, if andg are continuous functions, then
P((tf)(tg)) = fg. The same holds true jf is a smooth function anglis a distribution.

There are some similarities between the theory of regylatitictures and that of
Colombeau generalised functions. For example, just likenehts i, elements in
the space®” (see Definition 3.1 below) contain more information than tigatrictly
required in order to reconstruct the corresponding distidim. The theory of regularity
structures involves a reconstruction operairwhich plays a very similar role to
the operatotr” from the theory of Colombeau’s generalised functions bgvetg to
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discard that additional information. Also, both theoridleva to provide a rigorous
mathematical interpretation of some of the calculationggpmed in the context of
quantum field theory.

One major difference between the two theories is that theryhaf regularity struc-
tures has more flexibility built in. Indeed, it allows someddom in the definition
of the product between elements of the “model” used for periiog the local Tay-
lor expansions. This allows to account for the fact thatrtgkimits along different
smooth approximations might in general yield differentve@s. (A classical example
is the fact that sinf/) — 0 in any reasonable topology where it does converge, while
sin’(x/¢) — 1/2. More sophisticated effects of this kind can easily be erddd a
regularity structure, but are invisible to the theory of @uobeau’s generalised func-
tions.) This could be viewed as a disadvantage of the thefagularity structures: it
requires substantially more effort on the part of the “userdrder to specify the the-
ory completely in a given example. Also, there isn’t just&dmnegularity structure: the
precise algebraic structure that is suitable for analyaigiyen problem does depend a
lot on the problem in question. However, we will see in Set8dhat there is a general
procedure allowing to build a large class of regularity stiges arising in the analysis
of semilinear SPDEs in a unified way.

1.6.3 White noise analysis

One theory that in principle allows to give some meaningdté)( (PAM), and (SNS)

(but to the best of the author’'s knowledge not to (PAMg) or ZK®ith non-constant
coefficients) is the theory of “white noise analysis” (WNA&xposed for example in
[H8UZ10] (see also [Hid75, HP90] for some of the earlier wg)rk For example,
the case of the stochastic Navier-Stokes equations hasdmmidered in [MRO4],

while the case of a stochastic version of the nonlinear hmatéon was considered in
[BDP97]. Unfortunately, WNA has a number of severe drawlsablat are not shared
by the theory of regularity structures:

e Solutions in the WNA sense typically do not consist of randeaariables but of
“Hida distributions”. As a consequence, only some suitalbenents are obtained
by this theory, but no actual probability distributions drwt random variables.

e Solutions in the WNA sense are typicalipt obtained as limits of classical solu-
tions to some regularised version of the problem. As a caresezg, their physical
interpretation is unclear. As a matter of fact, it was showjGha00] that the WNA
solution to the KPZ equation exhibits a physically incotiacge-time behaviour,
while the Cole-Hopf solution (which can also be obtainedavguitable regularity
structure, see [Hail3]) is the physically relevant solu{BG97].

There are exceptions to these two rules (usually when theilbiplosed product is of
the form F'(u) - £ with £ some white noise, and the problem is parabolic), and in such
cases the solutions obtained by the theory of regularitycsires typically “contain”
the solutions obtained by WNA. On the other hand, white narsaysis (or, in general,
the Wiener chaos decomposition of random variables) isyawszful tool when build-

ing explicit models associated to a Gaussian noise. Thivbeixploited in Section 10
below.
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1.6.4 Rough paths

The theory of rough paths was originally developed in [Lyjo@8order to interpret
solutions to controlled differential equations of the type

dY () = F(Y)dX(t)

whereX : RT — R™ is an irregular function and’: RY — RY™ is a sufficiently reg-
ular collection of vector fields oR?. This can be viewed as an instance of the general
problem (1.1) if we sef = 9, and¢ = ‘Z—f, which is now a rather irregular distribution.
It turns out that, in the case of Holder-regular rough patihs theory of rough paths
can be recast into our framework. It can then be interpretezha particular class of
regularity structures (one for each pair, (n), wherem is the dimension of the rough
path andv its index of Holder regularity), with the correspondin@sp of rough paths
being identified with the associated space of models. Indeedheory of rough paths,
and particularly the theory of controlled rough paths asted in [Gub04, Gub10],
was one major source of inspiration of the present work. Szwich 4.4 below for
more details on the link between the two theories.

1.7 Notations

Given a distributiort and a test functiorp, we will use indiscriminately the notations
(€, p) and(y) for the evaluation of againsty. We will also sometimes use the abuse
of notation [ ¢ (z) {(x) dz or [ p(z)&(dx).

Throughout this article, we will always work with multiincés onR?. A multiin-
dexk is given by a vectork;, . . ., kq) with eachk; > 0 a positive integer. Fat € R,
we then writez* as a shorthand for}" - - 2%¢. The same notation will still be used
whenX e T for some algebrd’. For a sufficiently regular function: R — R, we
write D¥g(z) as a shorthand fad}! - - - 9% g(x). We also writek! as a shorthand for
Kyl kgl

Finally, we will write a A b for the minimum ofa andb anda Vv b for the maximum.
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2 Abstract regularity structures

We start by introducing the abstract notion of a “regulasityucture”, which was al-
ready mentioned in a loose way in the introduction, and whpiehmeates the entirety
of this work.

Definition 2.1 A regularity structure7 = (A,7,G) consists of the following ele-
ments:
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e Anindex setA C R such thal € A, A is bounded from below, and is locally
finite.

e A model spacd’, which is a graded vector spate= @, 4 T, with eachT,, a
Banach space. Furthermofi, ~ R and its unit vector is denoted Hy

e A structure groupG of linear operators acting of' such that, for every' € G,
everya € A, and everys € T, one has

Fa—ae@Tﬁ. (2.1)

Furthermorel'l = 1 for everyl’ € G.

Remark 2.2 It will sometimes be an advantage to considéras an abstract group,
together with a representatidhof G onT". This point of view will be very natural in
the construction of Section 7 below. We will then sometimss the notatioy € G

for the abstract group element, afigl for the corresponding linear operator. For the
moment however, we identify elements @fdirectly with linear operators off" in
order to reduce the notational overhead.

Remark 2.3 Recall that the elements @f = @ . , T, arefinite series of the type
a =) ,ca0a With a, € T,. All the operations that we will construct in the sequel
will then make sense component by component.

Remark 2.4 A good analogy to have in mind is the space of all polynomiatsich
will be explored in detail in Section 2.2 below. In line withi$ analogy, we say that
T, consists of elements that anemogeneousf ordera. In the particular case of
polynomials in commuting indeterminates our theory bodsvd to the very familiar
theory of Taylor expansions dR?, so that the reader might find it helpful to read the
present section and Section 2.2 in parallel to help builchaition. The reader famil-
iar with the theory of rough paths [Lyo98] will also find it lpéll to simultaneously
read Section 4.4 which shows how the theory of rough pathe/étisas the theory of
“branched rough paths” [Gub10]) fits within our framework.

The idea behind this definition is thdt is a space whose elements describe the
“jet” or “local expansion” of a function (or distribution!)f at any given point. One
should then think ofl, as encoding the information required to descrjb&cally
“at orderc” in the sense that, at scate elements ofl,, describe fluctuations of size
e®. This interpretation will be made much clearer below, buamtintuitive level it
already shows that a regularity structure withc R will describe functions, while a
regularity structure withd ¢ R will also be able to describe distributions.

The role of the structure grou@ will be to translate coefficients from a local ex-
pansion around a given point into coefficients for an exganaround a different point.
Keeping in line with the analogy of Taylor expansions, thefticients of a Taylor
polynomial are just given by the partial derivatives of thederlying functiony at
some point:. However, in order to compare the Taylor polynomiakatith the Tay-
lor polynomial aty, it is not such a good idea to compare the coefficients themsel
Instead, it is much more natural to first translate the firsympamial by the quantity
y — z. In the case of polynomials dR?, the structure group: will therefore simply
be given byR?¢ with addition as its group property, but we will see that rabelian
structure groups arise naturally in more general situati@ifor example, the structure
group is non-Abelian in the theory of rough paths.)
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Before we proceed to a study of some basic properties of agtustructures, let
us introduce a few notations. For an elemert 7', we write O, a for the component
of ain T,, and||al|» = ||Qaall for its norm. We also use the shorthand notations

r=pr,, 1,=7, (2.2)

v v<a

with the conventions thatf = {0} if « > maxA4 andT), = {0} if « < min A. We
furthermore denote by, (I") the space of all operatofsonT" such thatLa € T, for
a € T, and byL~ the set of operators such that. — 1 € L, so thatG C L.

The condition that'a — a € T, for a € T, together with the fact that the index
setA is bounded from below, implies that, for evetyc A there exist: > 0 such
that " — 1)"7, = 0 for everyl' € G. In other words( is necessarily nilpotent. In
particular, one can define a function tog — L, by

logT = zn: (_1;k+1 (T —1)". (2.3)
k=1

Conversely, one can define an exponential map €xp — L~ by its Taylor series,
and one has the rather unsurprising iderfity- exp(logl’). As usual in the theory of
Lie groups, we writgy = log GG as a shorthand.

A useful definition will be the following:

Definition 2.5 Given a regularity structure as above and semg 0, asectorV of
regularityc is a graded subspadé = P, 4 Vs With V3 C T} having the following
properties.

e One had/z = {0} for every$ < a.

e The spacéd/ is invariantundets, i.e.I'V C V for everyI’ € G.

e For everyj3 € A, there exists a complemeWt C T such thafls is given by the
directsumls = V3 & Vj.
A sector of regularity) is also calledunction-likefor reasons that will become clear in
Section 3.4.

Remark 2.6 The regularity of a sector will always be less or equal to zerehe case
of the regularity structure generated by polynomials faregle, any non-trivial sector
has regularity) since it always has to contain the elemé&nEee Corollary 3.16 below
for a justification of this terminology.

Remark 2.7 Given a sectol/, we can definedy, C A as the set of indices such
thatV,, # {0}. If « > 0, our definitions then ensure th&f, = (V, Ay, G) is again a
regularity structure with7;,, C 7. (See below for the meaning of such an inclusion.)
It is then natural to talk about a subseckBrC V if W is a sector for%;,.

Remark 2.8 Two natural non-empty sectors are given’y = spaf1} and byT,,
with o = min A. In both caseg;’ automatically acts on them in a trivial way. Further-
more, as an immediate consequence of the definitions, giseatarl” of regularityc
and a real numbey > «, the spacé” N7’ is again a sector of regularity.

In the case of polynomials oR?, typical examples of sectors would be given by
the set of polynomials depending only on some subset of thiabtas or by the set of
polynomials of some fixed degree.
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2.1 Basic properties of regularity structures

The smallest possible regularity structure is givenfiy= ({0}, R, {1}), where{1}
is the trivial group consisting only of the identity openatand withl = 1. This
“trivial” regularity structure is the smallest possiblewstture that accommodates the
local information required to describe an arbitrary comtins function, i.e. simply the
value of the function at each point.

The set of all regularity structures comes with a naturaliglaorder. Given two
regularity structures” = (A,T,G) and.7 = (A,T,G) we say that7 contains.
and write.7 C .7 if the following holds.

e One hasd C A.
e Thereis aninjection: 7" — T such that, for every € A, one has(7,) C T,.

e The space(T) is invariant undel and the mapg: G — L(T',T) defined by
the identity;T" = .~ 'T'. is a surjective group homomorphism fraghto G.

With this definition, one hasyy C 7 for every regularity structure”, with .1 = 1
and; given by the trivial homomorphism. B

One can also define the produgt = .7 @ .7 of two regularity structuress =
(A, T,G)ands = (A, T,G)by 7 = (A, T, G) with

° /1 = A+ fl,

o T'=@ 4 To®TsandTy = @, 4, To @ T, where both sums run over

pairs @, 5) € A x A,

e (=0 & é,
Settingl = 1 ® 1 (wherel and1 are the unit elements o and.7 respectively),
it is easy to verify that this definition satisfies all the reqd axioms for a regularity

structure. If the individual components @fand / orT are infinite-dimensional, this
construction does of course rely on choices of tensor ptsdac?,, ® 7.

Remark 2.9 One has both7 ¢ .7 ® .7 and.7 C .7 ® .7 with obvious inclusion
maps. Furthermore, one h&8 ® 7%, ~ .7 for the trivial regularity structure’,.

2.2 The polynomial regularity structure

One very important example to keep in mind for the abstrastmyof regularity struc-
tures presented in the main part of this article is that getedrby polynomials inl
commuting variables. In this case, we simply recover thaltheory of Taylor expan-
sions / regular functions iR%. However, it is still of interest since it helps building our
intuition and provides a nicely unified way of treating regyulunctions with different
scalings.

In this case, the model spa@econsists of all abstract polynomials ihindeter-
minates. More precisely, we hade‘dummy variables’{ X;}¢_, and T consists of
polynomials inX. Given a multindext = (k1, ..., kq), we will use throughout this
article the shorthand notation

ko def k1 ka
Xk xk L xka

Finally, we denote byt = X° the “empty” monomial.

In general, we will be interested in situations where défervariables come with
different degrees of homogeneity. A good example to keepiimdis that of parabolic
equations, where the linear operator is giveroby- A, with the Laplacian acting on
the spatial coordinates. By homogeneity, it is then natioratake powers of “count
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double”. In order to implement this classical idea, we asstnom now on that we fix
ascalings € N? of R?, which is simply a vector of strictly positive relativelyipre
integers. The Euclidean scaling is simply givensby= (1, ...,1).

Given such a scaling, we defined the “scaled degree” of a imddtx & by

d
kls = siki. (2.4)
i=1

With this notation we define, for every € N, the subspacg,, C T" by
T, = spafX” : |k|s =n}.

For a monomialP of the typeP(X) = X%, we then refer tdk|, as the scaled degree
of P. SettingA = N, we have thus constructed the first two components of a ragula
structure.

Our structure comes with a natural model, which is given leyctincrete realisation
of an abstract polynomial as a function Bff. More precisely, for every ¢ RY, we
have a natural linear mdp, : 7 — C>(R?) given by

(LX) = @y — )" (2.5)

In other words, given any “abstract polynomidP(X), II,. realises it as a concrete
polynomial onR? based at the point.

This suggests that there is a natural actioR6Hn 7" which simply shifts the base
pointx. This is precisely the action that is described by the gr@uphich is the last
ingredient missing to obtain a regularity structure. As bsteact groups will simply
be a copy oR? endowed with addition as its group operation. For any R? ~ G,
the action ofl";, on an abstract polynomial is then given by

(ThP)(X)=P(X + h).
It is obvious from our notation that one has the identities
Lpoly, =T4n, yynly =11, ,

which will play a fundamental role in the sequel.

The triple (N, 7, G) constructed in this way thus defines a regularity structure
which we call.7; ;. (It depends on the scalingonly in the way thatl” is split into
subspaces, sodoes not explicitly appear in the definition 67; 5.)

In this construction, the spacgé comes with more structure than just that of a
regularity structure. Indeed, it comes with a natural nplittation+ given by

(P *Q)(X) = P(X)Q(X) .

It is then straightforward to verify that this represerdatsatisfies the properties that
e ForP €T, andQ € T,,one has? x Q € Ty 41
e The element is neutral forx.
e Foreveryh ¢ R?andP,Q € T, one had',(P « Q) = Ty P+ ' Q.

Furthermore, there exists a natural elemént ) in the dual ofT” which consists of
formally evaluating the corresponding polynomial at thigior More precisely, one
sets(1, X*) = 4x.0.
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As a space of polynomialg, arises naturally as the space in which the Taylor
expansion of a functiop: R? — R takes values. Given a smooth functionR? — R
and an integef > 0, we can “lift” ¢ in a natural way tdl’ by computing its Taylor
expansion of order less thdrat each point. More precisely, we set

Xk
(Tep)(@) = Y FD%(:(:), (2.6)

|kls <t

where, for a given multindex = (ki,...,kq), D"y stands as usual for the partial
derivative@{cl e asdgo(x). It then follows immediately from the general Leibniz rule
that forC* functions,7; is “almost” an algebra morphism, in the sense that in addlitio
to being linear, one has

Te(p - ) () = Top(x) * Tep(x) + R(z) , (2.7)

where the remaindeR(z) is a sum of homogeneous terms of scaled degree greater or
equal tof.

We conclude this subsection by defining the clag§esf functions that ar€ with
respect to a given scalirg Recall that, fore € (0, 1], the clas€® of “usual” a-Holder
continuous functions is given by those functighsuch that f (z) — f(y)| < |« — y|*,
uniformly overz andy in any compact set. For any > 1, we can then definé“
recursively as consisting of functions that are continlyodiferentiable and such that
each directional derivative belongs@6—!.

Remark 2.10 A\ In order to keep our notations consistent, we have slightbysd

from the usual conventions by declaring a function to be agsC! even if it is only

Lipschitz continuous. A similar abuse of notation will bepeated for all positive
integers, and this will be the case throughout this article.

Remark 2.11 We could have defined the spac&sfor a € [0, 1) (note the missing
point1!) similarly as above, but replacing the bound fx) — f(y) by

Ulzigolf(:wh)—f(x)I/lhIa =0, (2.8)

imposing uniformity of the convergence forin any compact set. If we extended this
definition toa > 1 recursively as above, this would coincide with the usuatep&”

for integerk, but the resulting spaces would be slightly smaller tharHbleler spaces
for non-integer values. (In fact, they would then coincidéwthe closure of smooth
functions under the-Hdlder norm.) Since the bound (2.8) includes a supremudn an
a limit rather than just a supremum, we prefer to stick wita definition given above.

Keeping this characterisation in mind, one nice featurenefregularity structure
just described is that it provides a very natural “directacdcterisation o€« for any
« > 0 without having to resort to an inductive construction. ledgin the case of
the classical Euclidean scaling= (1,..., 1), we have the following result, where for
a € T, we denote byjal|,, the norm of the component afin T,,,.

Lemma 2.12 A functiony: R? — R is of classC® with o > 0 if and only if there
exists a functiop: R? — T)7 such that(1, $(x)) = ¢(z) and such that

6@z + h) = Tag(@)llm < [H*7™, (2.9)

uniformly overm < «, |h| < 1 andx in any compact set.
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Proof. Fora € (0, 1], (2.9) is just a rewriting of the definition af*. For the general
case, denote bp« the space of/-valued functions such that (2.9) holds. Denote
furthermore byD;: 1" — T the linear map defined bf; X; = §;;1 and extended to
higher powers ofX' by the Leibniz rule. Fox € D with o > 1, we then have that:
e The bound (2.9) forn = 0 implies thaty = (1, $) is differentiable at: with ith
directional derivative given by, o(z) = (1, D;p(x)).
e The casen = 1 implies that the derivativd;y is itself continuous.

e Since the operator®; commute withl';, for everyh, one hasD;p € D! for
everyi € {1,...,d}.
The claim then follows at once from the fact that this is pgely the recursive charac-
terisation of the spaces'. 0O

This now provides a very natural generalisation of Holgexrces of arbitrary order
to non-Euclidean scalings. Indeed, to a scatind R?, we can naturally associate the
metricd, on R given by

d
da(@,y) £ s —yil /o0 (2.10)
=1

We will also use in the sequel the notatieh= s; + . .. + s4, which plays the role of

a dimension. Indeed, with respect to the metticthe unit ball inR? is easily seen to
have Hausdorff dimensioja| rather thani. Even though the right hand side of (2.10)
does not define a norm (it is néthomogeneous, at least not in the usual sense), we
will usually use the notatiod;(z, y) = ||l — y||s-

Remark 2.13 It may occasionally be more convenient to use a metric wighséime
scaling properties ag which is smooth away from the origin. In this case, one can for
example take = 2 lcm(sy, ..., s4) and set

1 def d p/si 1/p
ds(z,y) = (Z |zi — il ) -
i=1

Itis easy to see thal, andd, are equivalentin the sense that they are bounded by fixed
multiples of each other. In the Euclidean settidgwould be the/! distance, whilel,
would be the/? distance.

With this notation at hand, and in view of Lemma 2.12, thedeihg definition is
very natural:

Definition 2.14 Given a scaling onR“ anda > 0, we say that a functiop: R — R
is of classC if there exists a functiorp: RY — T.7 with (1, p(x)) = ¢(x) for every
= and such that, for every compact set R?, one has

16z +h) = Tr@(@)llm S IRIS™™ (2.11)

uniformly overm < «, ||h||s < 1 andz € R.

Remark 2.15 One can verify that the map— ||z|| ¢ is inC¢ for « € (0, 1]. Another
well-known example [Wal86, Hai09] is that the solutionshie additive stochastic heat
equation on the real line belong®¢ (R?) for everya < % provided that the scaling
is the parabolic scaling = (2, 1). (Here, the first component is the time direction.)
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Remark 2.16 The choice ofp in Definition 2.14 is essentially unique in the sense
that any two choices); and ¢, satisfy Q,¢1(x) = Qupo(x) for everyz and every

¢ < a. (Recall thatQy is the projection ontdy.) This is because, similarly to the
proof of Lemma 2.12, one can show that the components imave to coincide with
the corresponding directional derivativespoétz, and that, if (2.11) is satisfied locally
uniformly in z, these directional derivatives exist and are continuous.

2.3 Models for regularity structures

In this section, we introduce the key notion of a “model” foregyularity structure,
which was already alluded to several times in the introdunctiEssentially, a model
associates to each “abstract” elemenfia “concrete” function or distribution oR“.
In the above example, such a model was given by an interpldlyeomapdI, that
would associate ta € T" a polynomial orR? centred around, and the map¥, that
allow to translate the polynomial in question to any othénpim R.

This is the structure that we are now going to generalise hisdis where our
theory departs significantly from the theory of jets, as oodei will typically contain
elements that are extremely irregular. If we take again tee @of the polynomial
regularity structures as our guiding principle, we notd tha indexa € A describes
the speed at which functions of the foitip o with a € T,, vanish neax. The action of
I"is then necessary in order to ensure that this behavioueisaime at every point. In
general, elements in the imageldf are distributions and not functions and the index
« can be negative, so how do we describe the behaviour nean&poi

One natural answer to this question is to test the distobuih question against
approximations to a delta function and to quantify this héta. Given a scaling,
we thus define scaling maps

SR 5 R, Siay,. .. wa) = (0@, ..., 0% ay) (2.12)

These scaling maps yield in a natural way a family of isoreetdnZ!(R%) by

(S ,0)(y) Z 671 lp(S(y — 7)) . (2.13)

They are also the natural scalings under whjch|s behaves like a norm in the sense
that||S2z||s = 6~!||z||s. Note now that ifP is a monomial of scaled degrée> 0 over
R? (where the scaled degree simply means that the monamtas degree; rather
than1) andy: R? — R is a compactly supported function, then we have the identity

/ Ply — 2)(S ) () dy = / P 21, 6% 2g)p(2) d=

:#/P@ﬂ@ﬁ. (2.14)

Following the philosophy of taking the case of polynomialgaylor expansions as our
source of inspiration, this simple calculation motivates following definition.

Definition 2.17 A modelfor a given regularity structur” = (A, T, G) on R? with
scalings consists of the following elements:
e Amapl': R x RY — G such thafl,, = 1, the identity operator, and such that
[y Ty, =T, for everyz,y, z in R%.
e A collection of continuous linear magis, : T — S’(R?) such thalll, = II, oIy,
for everyz,y € RY.
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Furthermore, for every > 0 and every compact sét C R?, there exists a constant
C, & such that the bounds
(120)(S20)| < Cysllalld® |Tayallm < Cysllall o —yl™™,  (2.15)

hold uniformly over allz, y € &, all § € (0, 1], all smooth test functiong: B;(0,1) —
R with ||¢|lcr < 1,all¢ € Awith ¢ < ~, allm < ¢, and alla € Ty. Here,r is the
smallestinteger such that> —r for every? € A. (Note thal|T',,al|m = [|[Taya—al|m
sincea € Ty andm < £.)

Remark 2.18 We will also sometimes call the paifl(I") a modelfor the regularity
structure .

The following figure iIIustrates a typical example of modet & simple regularity

structure wherel = {0, % 55 1, 2} and eacly, is one-dimensional:

o=

(SIS

a=1

(SIS

Sl S

Write 7, for the unit vector inl,. Given a%-Ht')Ider continuous functiorf: R — R,
the above picture has

Y
(7)) = J6) ~ 1), (L)) = [ () - fw)d:
while 11,7y andIl,m; are given by the canonical one-dimensional model of polyinom

als.
A typical action ofl",,, is illustrated below:

oy

N, - N

Y

Here, the left figure showd T3, while the right figure showsl,, 73 = Halgy7s. In
this particular example, this is “obtained frtﬁgm by adding asunable affine functlon
i.e. a linear combination dff, 7y andII,7;.

Remark 2.19 Given a sectol” C T, it will on occasion be natural to consider models
for .74, rather than all of7. In such a situation, we will say thalfl(T") is a model for
Z onV, orjust a model foil/.

Remark 2.20 Given a map<, y) — I'y, as above, the set of maps— II, as aboveis
actually a linear space. We can endow it with the naturabsysif seminorm§II||,, s
given by the smallest constafit, z such that the first bound in (2.15) holds. Similarly,
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we denote by|T'||,.« the smallest constadt, s such that the second bound in (2.15)
holds. Occasionally, it will be useful to have a notationttee combined bound, and
we will then write

121l = (11}

R T HFHv;ﬁ ’ (2-16)
where we se¥ = (II,T).

Remark 2.21 The first bound in (2.15) could alternatively have been fdatad as
|(IL.a)(p)| < C|la||6¢ for all smooth test functiong with support in a ball of radius
§ aroundz (in thed,-distance), which are bounded by!*! and such that their deriva-
tives satisfy sup|D’p(z)| < 6~ I5I=1¥l« for all multiindices¢ of (usual) size less or
equal tor.

One important notion is that of axtensiorof a model {1, I'):

Definition 2.22 Let 7 C 7 be two regularity structures and léi(I") be a model for
7. Amodel (I, T) is said to extendI(, I") for .7 if one has

L'pya =Typa, II,a = ﬁILa ,
for everya € T and every:, y in R%. Here,. is as in Section 2.1.

We henceforth denote by7» the set of all models of, which is a slight abuse
of notation since one should also fix the dimensioand the scaling, but these are
usually very clear from the context. This space is endowel winatural system of
pseudo-metrics by setting, for any two mod&ls- (I1,I') andZ = (II, 1),

def

1Z; Z)|y:5 = |1 — 10}

v;8 + Hr_va;ﬁ : (2-17)

While ||-; -||;« defined in this way looks very much like a seminorm, the sp#te is
nota linear space due to the two nonlinear constraints

Iyl =Ty, and I, =1, 0T,,, (2.18)

and due to the fact that is not necessarily a linear set of operators. Whiter is not
linear, it is however an algebraic variety in some infinitexensional Banach space.

Remark 2.23 In most cases considered below, our regularity structuneaios.7; .

for some dimensiod and scalings. In such a case, we denote yC 7' the image

of the model space o7 in 7" under the inclusion map and we only consider models
(I1,T) that extend (in the sense of Definition 2.22) the polynomiadel onT'. It

is straightforward to verify that the polynomial model doedeed verify the bounds
and algebraic relations of Definition 2.17, provided that mwake the identification
Ipy ~Tpwithh =2 —y.

Remark 2.24 If, for everya € Ty, I1,.a happens to be a function such thidt. a(y)| <
C||z —y||% for y close taz, then the first bound in (2.15) holds for> 0. Informally, it
thus states thdi,a behaves “as if” it weré-Holder continuous at. The formulation
given here has the very significant advantage that it als@ssdénse for negative values
of ¢.
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Remark 2.25 Given a linear mapl: 7' — S’(D), and a functionF': D — G, we can
always set B
Ty =F(z) - Fly)™", M,=ToF(z)". (2.19)

Conversely, given a modell( I") as above and a reference paintve could set
F(r)=T4, =1, (2.20)

andI’ andII could then be recovered frofi andIl by (2.19). The reason why we
choose to keep our seemingly redundant formulation is tretefinition (2.17) and
the bounds (2.15) are more natural in this formulation. Wi sde in Section 8.2
below that in all the cases mentioned in the introductioetetare natural mags and
F such that I, I") are given by (2.19). These are howewet of the form (2.20) for
any reference point.

Remark 2.26 It follows from the definition (2.3) that the second bound t15) is
equivalent to the bound

l10gTayallm < llafllle —yls™™ (2.21)

for all a € T,. Similarly, one can consider instead of (2.17) the equivatistance
obtained by replacing,, by logI',, and similarly forl,,,.

Remark 2.27 The reason for separating the notion of a regularity strecttom the

notion of a model is that, in the type of applications that \&eehin mind, the regularity
structure will be fixed once and for all. The model howevet tyipically be random
and there will be a different model for the regularity sturetfor every realisation of
the driving noise.

2.4 Automorphisms of regularity structures

There is a natural notion of “automorphism” of a given regityastructure. For this,
we first define the set of linear mapsL.: T' — T such that, for every € A there
existsy € A such thatLa € @Q<B§7 Ty for everya € T,,. We furthermore denote

by LT the set of all linear operatot3 of the form
Qa —a = La, LEL(J)F.

Finally, we denote byL° the set of invertible “block-diagonal” operatofs such that
DT, C T, foreverya € A.
With these notations at hand, denotelby the set of all operators of the form

M=Do@, DelL, QelLf.

This factorisation is unique since it suffices to define= ) . , QoM Q,, and to set
Q = D~'M, which yields an element af]. Note also that conjugation by block-
diagonal operators preservé§. Furthermore, elements ih| can be inverted by
using the identity

Q-0 '=14+) L, (2.22)

n>1

although this might map some elementg/gfinto an infinite series. With all of these
notations at hand, we then give the following definition:
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Definition 2.28 Given a regularity structureZ = (A, T, G), its group of automor-
phisms Aut7 is given by

Alt7 ={MecLt: M'TMecG VI'€G}.

Remark 2.29 This is really an abuse of terminology since it might hape Aut.7
contains some elements in whose inverse maps finite set@sniinite series and
therefore does not belong fo". In most cases of interest however, the index4ét
finite, in which case Aut is always an actual group.

The reason why Auf/ is important is that its elements induce an action on the
models for.7 by

Ry (ILT) — (ILT), M, =T,M, T,,=M'T,M.
One then has:

Proposition 2.30 For everyM € Aut.7, R, is a continuous map from#  into
itself.

Proof. It is clear that the algebraic identities (2.18) are satisf@ we only need to
check that the analytical bounds of Definition 2.17 hold 1arI().
ForTI, this is straightforward since, farc T,, and anyM € L*, one has

Meayy) =M Ma@)) = > T,QsMa())
peAN[a,v]
<Cllala >, N <CX\ala,
peAN[a,v]

where, for a given test function we use the shorthand = S v and where is a
finite constant depending only on the norms of the compor@nt$ and on the value
~ appearing in the definition of .

ForT", we similarly write, fora € T,, andj < «,

I(Cay = Dalls = M~ (Tay — )Malls < C > [(Tay — 1)Malc
(<B

<CY D IMallelz—yls <D > lallalle—ylli™.

(<BE=C ¢<BE=(CVa)

Since one has on the one hap& 3 and on the other hand> «, all terms appearing
in this sum involve a power dfz — y|| that is at least equal to — 5. Furthermore,
the sum is finite by the definition df*, so that the claim follows at once. |

3 Modelled distributions

Given a regularity structur€’, as well as a modell, I'), we are now in a position to

describe a class of distributions that locally “look likédfetdistributions in the model.
Inspired by Definition 2.14, we define the spdee(which depends in general not only
on the regularity structure, but also on the model) in thiofahg way.



MODELLED DISTRIBUTIONS 30

Definition 3.1 Fix a regularity structureZ and a modell{, I'). Then, for anyy € R,
the spaceD” consists of alll’"-valued functionsf such that, for every compact set

A c R?% one has

I = supsupl £+ sup sup /@D =T Wls (31

ves gy e -yl

Here, the supremum runs only over elemehts A. We call elements cD” modelled
distributionsfor reasons that will become clear in Theorem 3.10 below.

Remark 3.2 One could alternatively think db” as consisting of equivalence classes
of functions wheref ~ ¢ if Quf(x) = Qag(x) for everyz € R? and everyn <

~. However, any such equivalence class has one naturalglisdimed representative,
which is the functionf such thatQ,, f(x) = 0 for everya > ~, and this is the repre-
sentative used in (3.1). (In general, the ndfm||,.s would depend on the choice of
representative becausg, r can have components i even ifr itself doesn't.) In
the sequel, if we state thgte D for somef which does not necessarily take values
in 7.7, itis this representative that we are talking about. Tres allows to identifyD7

as a subspace @" for anyy > ~. (Verifying that this is indeed the case is a useful
exercise!)

Remark 3.3 The choice of notatiorD” is intentionally close to the notatia for
the space ofy-Holder continuous functions since, in the case of the tcacal” regu-
larity structures built from polynomials, the two spacesessially agree, as we saw in
Section 2.2.

Remark 3.4 The space®?, as well as the normjs- ||..« do depend on the choice of
T", but not on the choice dfl. However, Definition 2.17 strongly interweavEsand
II, so that a given choice df typically restricts the choice difl very severely. As we
will see in Proposition 3.31 below, there are actually gitwres in which the choice of
I" completely determined. In order to compare elements of spag&scorresponding
to different choices of’, say f € D(I") and f € D ("), it will be convenient to
introduce the norm

If = f1

vz = supsup| f(z) — f(@)lls
TER By

which is independent of the choice Bf Measuring the distance between elements of
D7 in the norm|| - ||, will be sufficient to obtain some convergence properties, as
long as this is supplemented by uniform bound§ ifj|,. -

Remark 3.5 It will often be advantageous to consider element®dfthat only take
values in a given sectdr of 7. In this case, we use the notati®¥ (V') instead. In
cases wher& is of regularitya for somea > min A, we will also occasionally use
instead the notatio®? to emphasise this additional regularity. Occasionallywile

also write DY (I") or D¥(I'; V') to emphasise the dependence of these spaces on the
particular choice of".

Remark 3.6 A more efficient way of comparing elemenftss D7(I') andf € DV(I)
for two different modelsI(, I') and (I, I') is to introduce the quantity

I£: Flis = 17 = Fls+ - sup supl{I =IO =L D2 LW

Higz)‘le B<y |z — ?J”;kﬁ
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Note that this quantity isota function of f — f, which is the reason for the slightly
unusual notatiof f; £ -

It turns out that the spacé®” encode a very useful notion of regularity. The idea
is that functionsf € D7 should be interpreted as “jets” of distributions that Ibgal
around any given point € R, “look like” the model distributiorl, f(z) € S’. The
results of this section justify this point of view by showitigat it is indeed possible to
“reconstruct” all elements dP” as distributions ifR?. Furthermore, the corresponding
reconstruction mafR is continuous as a function of both the elemenfig D7 and
the model 1, I") realising the regularity structure under consideration.

To this end, we further extend the definition of the HoldeasC¢' to include ex-
ponentsy < 0, consisting of distributions that are suitable for our msg. Informally
speaking, elements 6f* have scaling properties akin ffa: — y|| when tested against
a test function localised around some R?. In the following definition, we write]
for the space of compactly suppori@tfunctions. For further properties of the spaces
Cg, see Section 3.2 below. We set:

Definition 3.7 Leta < 0 and letr = —|«. We say that € S’ belongs taCY if it
belongs to the dual aij and, for every compact s& there exists a constaat such
that the bound

(€, 80.m) < C6™

holds for ally € C™ with ||n]|c- < 1 and supp C Bs(0,1),all§ < 1, and allz € &.
Here,B;(0, 1) denotes the ball of radiusin the distancel,;, centred at the origin.

From now on, we will denote byB; , the set of all test functiong as in Defini-
tion 3.7. For{ € C¢ and R a compact set, we will henceforth denote |l§}f| ..« the
seminorm given by

€]lass = sup sup supd~|(€,S2 )] . 3.2)

ERNEBL 5 §<1
We also write] - ||, for the same expression with= R,

Remark 3.8 The space’y is essentially the Besov spaéx, ., (see e.g. [Mey92]),
with the slight difference that our definition is local rathiean global and, more impor-
tantly, that it allows for non-Euclidean scalings.

Remark 3.9 The seminorm (3.2) depends of course not onlyagrbut also on the
choice of scaling. This scaling will however always be clear from the contegrtwe
do not emphasise this in the notation.

The following “reconstruction theorem” is one of the mainrorses of this the-
ory.

Theorem 3.10 (Reconstruction theorem)Let 7 = (A, T, G) be a regularity struc-
ture, let(IT, I') be a model for7 onR? with scalings, leta = min A, and letr > |a/.

Then, for everyy € R, there exists a continuous linear m&x D — C with the
property that, for every compact sétc R,

(Rf = o f@)(SS | S SNzl e (3.3)
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uniformly over all test functiong € B¢ ,, all 6 € (0,1], all f € D7, and allz € &. If

v > 0, then the bound (3.3) defin&f uniquely. Here, we denoted I®the1-fattening

of &, and the proportionality constant depends onlyyoand the structure of/.
Furthermore, if(I1,T') is a second model foZ with associated reconstruction

operatorR, then one has the bound

(Rf =R [~IL, f (2)+1L, f(2)(S2 )| < 67 (|||

'y;ﬁ'l'f; f7|||%§+HH—ﬁ|

izl fl8)
(3.4)

uniformly overz andn as above. Finally, fob < x < v/(y — «) and for evenyC' > 0,
one has the bound

(Rf = Rf — T f(z) + I f(2))(S2 )| (3.5)
SO = Flig+ T =I5 5+ T =T%5)

where we sef = v —r(y — ), and where we assume tHgf]|,., |||
are bounded by, and similarly forf, IT andT.

47 and||T[|.,.

Remark 3.11 At first sight, it might seem surprising that does not appear in the
bound (3.3). It does however appear in a hidden way througld#finition of the
spacesD” and thus of the nornjif||.,.z. Furthermore, (3.3) is quite reasonable since,
for I" fixed, the mapR is actually bilinear inf andIl. However, the mere existence
of R depends crucially on the nonlinear structure encoded imidiefa 2.17, and the
spacesD” do depend on the choice &f Occasionally, when the particular model
(I1,T) plays a role, we will denot® by Rr in order to emphasise its dependence on
I.

Remark 3.12 Settingf(y) = f(y) — ['y.f(z), we note that one has

Rf— 1, f(x) = Rf — . f(zx) = Rf .

As a consequence, the bound (3.3) actually depends onlyeoseitond term in the
right hand side of (3.1).

Remark 3.13 In the particular case wheil(I") = (II,T), the bound (3.4) is a trivial

consequence of (3.3) and the bilinearity®fin f andIl. As it stands however, this
bound needs to be stated and proved separately. The bo@)d#8.be interpreted as
an interpolation theorem between (3.3) and (3.4).

Proof (uniqueness only)The uniqueness of the médpin the casey > 0 is quite easy

to prove. Takef € D7 as in the statement and assume that the two distribugipns
and¢, are candidates foR f that both satisfy the bound (3.3). Our aim is to show that
one then necessarily has = &. Take any smooth compactly supported test function
¥: RY = R, and choose an even smooth functignB; — R, with [ n(x)de = 1.
Define

W@zwwwz/wmxm@w,

so that, for any distributiog, one has the identity

EW@z/M@@ﬁme- (3.6)
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Choosingt = & — &3, it then follows from (3.3) that

W) < & /D () o) de |

which convergest6 asd — 0. On the other hand, one has — ¢ in theC* topology,
so thatt(vs) — £(v). This shows thag(v)) = 0 for every smooth compactly supported
test functiony, so thatt = 0.

The existence of a maR with the required properties is much more difficult to
establish, and this is the content of the remainder of thiE@e O

Remark 3.14 We call the mapR the “reconstruction map” as it allows to reconstruct
a distribution in terms of its local description via a modetiaegularity structure.

Remark 3.15 One very important special case is when the motlel() happens to
be such that there exists> 0 such thatl,a € C?(Rd) for everya € T, even though
the homogeneity of might be negative. In this case, fére D7 withy > 0, Rf is a
continuous function and one has the identi®/f((x) = (11, f(z))(x). Indeed, setting
Rf(x) = (I, (2))(x), one has

[Rf() — Rf(@)] < [(Te f@))(@) = (e f(@)®)] + [Ty (Tye f(2) = FO))(W)] -

By assumption, the first term is bounded &Y« — y||¢ for some constant’. The
second term on the other hand is bounded™y: — y||J by the definition ofD?,
combined with the fact that our assumption on the model iespihat(IT,a)(z) = 0
whenevewr is homogeneous of positive degree.

A straightforward corollary of this result is given by thdléwing statement, which
is thea posteriorijustification for the terminology “regularity” in Definitio2.5:

Corollary 3.16 In the context of the statement of Theorem 3.1 tdkes values in a
sectorV of regularity 5 € [, 0), then one ha® f € ¢? and, for every compact s@t
and~ > 0, there exists a constarit such that

IR fllg:e < CITL &l f 1l -
Proof. Immediate from (3.3), Remark 2.20, and the definitiotj of| 5. . O

Before we proceed to the remainder of the proof of Theorer@l, 3vk introduce
some of the basic notions of wavelet analysis required $guribof. For a more detailed
introduction to the subject, see for example [Dau92, Mey92]

3.1 Elements of wavelet analysis

Recall that a multiresolution analysis Bfis based on a real-valued “scaling function”
¢ € L?(R) with the following two properties:

1. One hay ¢(z)p(x + k) dx = b, for everyk € Z.
2. There exist “structure constants, such that

o) = 3 arpe — K). 3.7)

kez
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One classical example of such a functipris given by the indicator functiop(x) =
10,1)(x), but this has the substantial drawback that it is not eveticoous. A cele-
brated result by Daubechies (see the original article [BhaBfor example the mono-
graph [Dau92]) ensures the existence of functipres above that are compactly sup-
ported but still regular:

Theorem 3.17 (Daubechies)or everyr > 0 there exists a compactly supported func-
tion ¢ with the two properties above and such that C"(R). |

From now on, we will always assume that the scaling functiois compactly
supported. Denote now,, = {27 "k : k € Z} and, forn € Z andz € A,,, set

en(y) = 2" 2p(2"(y — 7)) . (3.8)

One furthermore denotes By, C L?(R) the subspace generated fpy” : x € A, }.
Property 2 above then ensures that these spaces satisfycthsionV,, C V,,; for
everyn. Furthermore, it turns out that there is a simple descniptibthe orthogonal
complement/ of V,, in V,,.;. It turns out that it is possible to find finitely many
coefficientsh;, such that, setting

Y@) =D brp(2z — k), (3.9)

keZ

and definingy? similarly to (3.8), the spack];- is given by the linear span dfy? :
r € A,}, see for example [Pin02, Chap. 6.4.5]. (One has actéally: (—1)*a;_1
but this isn’t important for us.) The following result is &kfrom [Mey92]:

Theorem 3.18 One has(y, %”> = 0p,mdz,y fOr everyn, m € Z and everyr € A,
y € Ap. Furthermore, (¢}, ;") = 0 for everym > n and everyr € Ay, y € Ay,
Finally, for everyn € Z, the set

{or tx e MUY :m>n, x €Ay},
forms an orthonormal basis df?(R). O

Intuitively, one should think of the” as providing a description of a function at
scales down t@~" and they!” as “filling in the details” at even smaller scales. In
particular, for every functiorf € L2, one has

lim PfE lim N (L en)el =1 (3.10)

rEA,

and this relation actually holds for much larger classeg, aficluding sufficiently reg-
ular tempered distributions [Mey92].

One very useful properties of wavelets, which can be foundXample in [Mey92,
Chap. 3.2], is that the functions* automatically have vanishing moments:

Lemma 3.19 Let ¢ be a compactly supported scaling function as above whicH is
for » > 0 and lety be defined by (3.9). Thef, ¢ (x) 2™ dz = 0 for every integer
m <. O
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For our purpose, we need to extend this constructioR4o Classically, such an
extension can be performed by simply taking products ofhdor each coordinate.
In our case however, we want to take into account the facttkratonsider non-trivial
scalings. For any given scalisgpf R? and anyn € Z, we thus define

d
N, = {2 kye; ke Z) cRY,
=1

where we denote by; the jth element of the canonical basisRf. For everyzr € A%,
we then set

d
o) = [ ere w)) - (3.11)
j=1

Since we assume thatis compactly supported, it follows from (3.7) that theresti
afinite collection of vectordC C Aj and structure constanfs;, : k € K} such that
the identity

2 W) = areytL W) (3.12)
ke

holds. In order to simplify notations, we will hencefortreute notation
27k = (27 Ky, L, 27 )

so that the scaling properties of th&° combined with (3.12) imply that

eoy) = 3 ane e ) (3.13)
ke

Similarly, there exists a finite collectiowr of orthonormal compactly supported
functions such that, if we defing, similarly as before};- is given by

VE=spa{y)™® i eV x e A},

In this expression, given a functiahc ¥, we have sep?»* = 2-"151/282 "4 where
the scaling map was defined in (2.13). (The additional fatt@kes sure that the scaling
leaves thel? norm invariant instead of the' norm, which is more convenient in this
context.) Furthermore, this collection forms an orthonalrbasis ofl/ ;. Actually, the
set¥ is given by all functions obtained by products of the foftfi ;v (x;), where
Y_ =1 andy = ¢, and where at least one factor consists of an instange of

3.2 A convergence criterion inC¢

The space€ with oo < 0 given in Definition 3.7 enjoy a number of remarkable prop-
erties that will be very useful in the sequel. In particuiatyurns out that distributions

in C& can be completely characterised by the magnitude of theiciestts in their
wavelet expansion. This is true independently of the paldicchoice of the scaling
functionyp, provided that it has sufficient regularity.

In this sense, the interplay between the wavelet expansioihe spaceS is very
similar to the classical interplay between Fourier expamsind fractional Sobolev
spaces. The feature of wavelet expansions that makes it mocé suitable for our
purpose is that its basis functions are compactly supp@rithdsupports that are more
and more localised for larger valuesiaf The announced characterisation is given by
the following.
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Proposition 3.20 Letar < 0 and¢ € S’(R?). Consider a wavelet analysis as above
with a compactly supported scaling functipre C” for somer > |a|. Thené € C2 if
and only if¢ belongs to the dual af; and, for every compact sgt C R?, the bounds

n —nlsl_pa
(&) S 2772 . eI ST, (3.14)
hold uniformly ovem > 0, everyy € U, everyz € A N K, and every € A§ N K.

The proof of Proposition 3.20 relies on classical argumeatyg similar to those
found for example in the monograph [Mey92]. Since the spagdsinhomogeneous
scaling do not seem to be standard in the literature and sueceonsider localised
versions of the spaces, we prefer to provide a proof. Bef@@ruceed, we state the
following elementary fact:

Lemma 3.21 Leta € Rand letb_, b, € R. Then, the bound

no o
ZQan27b,(ngfn) + Z 2an27b+(n7no) < 9amno ,

n=0 n=ng
holds provided thab, > a andb_ > —a. |

Proof of Proposition 3.20lt is clear that the condition (3.14) is necessary, sinceilsb
down to takingn € ¥ andd = 27" in Definition 3.7. In order to show that it is also
sufficient, we take an arbitrary test functigre C™ with support inB; and we rewrite
(€,82.m) as

(ES2m) =D 3 (&) (W=, S m) + Y (&9 ) ey, SEm) . (3.15)

n>0yeAs yeENF

Let furthermore be the smallest integer such tRat* < §. For the situations where
the supports ofy;* andsjzn overlap, we then have the following bounds.

First, we note that if{, y) contributes to (3.15), thefw — y||s < C for some fixed
constantC. As a consequence of this, it follows that one has the bound

1€y ) S 9=y ner (3.16)

uniformly over all pairs £, y) yielding a non-vanishing contribution to (3.15).
Forn > ng, and||z — y||s < Cd, we furthermore have the bound

nols|

—(n—no)(r lsl) ynolsl
(e, 82 )| S 2 o) g e (3.17)

so that
nols|

" —(—no)(r—1&
S lwne, 82 )| S 2-trma(r=15) 9

YyEA;,
Here and below, the proportionality constants are unifover @ll  with ||7|j¢- < 1
with suppy € B;. On the other hand, fat < ng, and||lz — y||s < C2~"°, we have
the bound .
vy ", el S 27 (3.18)
so that, since only finitely many terms contribute to the sum,

5 nﬁ
S, S8 S 2

YEAS,
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Since, by the assumptions eandq, one has indeed+§ > a+% and‘iQ| > % —aq,
we can apply Lemma 3.21 to conclude that the first sum in (3sliffleed bounded by
a multiple of§<, which is precisely the required bound. The second term emther

hand satisfies a bound similar to (3.18) with= 0, so that the claim follows. 0O

Remark 3.22 Fora > 0, itis not so straightforward to characterise the Holdgutar-
ity of a function by the magnitude of its wavelet coefficiedtse to special behaviour
at integer values, but for non-integer values the chariaet#on given above still holds,
see [Mey92].

Another nice property of the spacé€§ is that, using Proposition 3.20, one can
give a very useful and sharp condition for a sequence of el&srieV,, to converge
to an element €. Once again, we fix a multiresolution analysis of sufficigiiigh
regularity (i.er > |«|) and the spacekg, are given in terms of that particular analysis.
For this characterisation, we use the fact that a sequéfice,>o with f,, € V,, for
everyn can always be written as

fo= Y AT, AL = (0% fa) - (3.19)

TEAS
Given a sequence of coefficiem§, we then defin@ A7 by

1
JAT = AT = At L,
keKx

where the sefC and the structure constanig are as in (3.12). We then have the
following result, which can be seen as a generalisation ef‘#ewing lemma” (see
[Gub04, Prop. 1] or [FALPO6, Lem. 2.1]), which can itself imwved as a generalisation
of Young’s original theory of integration [You36]. In ordey make the link to these
theories, consider the case wh&®is replaced by an interval and take fothe Haar
wavelets.

Theorem 3.23 Let s be a scaling oR?, leta < 0 < ~, and fix a wavelet basis with
regularity » > |a|. For everyn > 0, letz — A” be a function orR? satisfying the
bounds

A7 < JAJ27F e, oA S AT E T, (3.20)

for some constanjtA||, uniformly ovem > 0 andz € R%.
Then, the sequendgfy, }n>0 given byf, = > .. A} ¢ converges irCS for
everya < « and its limit f belongs taC&. Furthermore, the bounds

If = Falls S A7 [Pof = fulla S A7, (3.21)
hold fora € (« — v, ), whereP,, is as in (3.10).

Proof. By linearity, it is sufficient to restrict ourselves to thesegi A|| = 1. By con-
struction, we hav¢, 1 — f, € V11, so that we can decompose this difference as

Jont1 = fn=9gn+0fn, (3.22)

wheredf,, € V' andg, € V,. By Proposition 3.20, we note that there exists a
constantC such that, for every, > 0 andm > n, and for every3 < 0, one has

> 00 <c s Jasill,,
p— B ke{n,...m}
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so that a sufficient condition for the sequerge_, d fx }n>0 to have the required
properties is given by

i [6falla =0, SUplISfallo < oo (3.23)

Regarding the bounds ay,,, we have

<5fn,¢;l’5> == <f77,+1 - fnawg.ﬁ) - Z ag;yAZ+1 y

lz—ylls <K2-nlel

where theu,, = (o) t1°,¢7*) are a finite number of uniformly bounded coefficients
andK > 0 is some fixed constant. It then follows from the assumptiothencoeffi-
cientsAjy that

—nlsl_an
[(0fn, ") S 2772 :

Combining this with the characterisation@ff given in Proposition 3.20, we conclude
that
I8 falla S27C=D", [l6falla ST, (3.24)

so that the condition (3.23) is indeed satisfied.

It remains to show that the sequence of partial sums ofjthtrom (3.22) also
satisfies the requested properties. Using again the clesisation given by Proposi-
tion 3.20, we see that

ng < sup ONGklla - (3.25)
sz_; LS s> Qnal
From the definition of;,,, we furthermore have the identity

<gn7()0:75> = <fn+1 - fnv(p:75> = (Z ak<fn+1; (pzjr_;fnsk>) - <fn7§0:75>
ke
— _5An, (3.26)

so that one can decompogeas

gn=— Y AT QI°. (3.27)

TEAS

It follows in a straightforward way from the definitions thé&ir m < n, there exists a
constant” such that we have the bound

(e, o) < C2m R,y o (3.28)
Since on the other hand, one has

{z € A}« llz —ylls < C27™)| S 2007 mlel,
we obtain from this and (3.27) the bound

Cylsl _
(3%, gn)| S 2077 sup{[0A7] : fla —ylls < C27™)

g2 mE o, (3.29)
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where we used again the fact that — y||s < ds(y, 9D) by the definition of the func-
tionsy;™*. Combining this with the characterisation@f given in Proposition 3.20,
we conclude that

HngnHa S 2am—'ynlm§n ’
so that

m m
Z lOngrlla S Z 9aN=vk < gaN—y(Nvn)
k=n k=nVN

This expression is maximised & = 0, so that the bound >-/"  gille < 277"
follows from (3.25). Combining this with (3.24), we thus alt (3.21), as stated. [

A simple but important corollary of the proof is given by

Corollary 3.24 In the situation of Theorem 3.23, l&t C R? be a compact set and
let R be its1-fattening. Then, provided that (3.20) holds uniformlyrogethe bound
(3.21) still holds with|| - || replaced by - || a;s-

Proof. Follow step by step the argument given above noting thatesall the argu-
ments in the proof of Proposition 3.20 are local, one can bdba norm|| - ||,.s by

the smallest constant such that the bounds (3.14) holdmmlijmverz, y € K. O

3.3 The reconstruction theorem for distributions

One very important special case of Theorem 3.23 is given égitination where there
exists a familyz — ¢, € &’(R?) of distributions such that the sequenfeis given by
(3.19) with A7 = (¢%, (,). Once this is established, the reconstruction theorem will
be straightforward. In the situation just described, weehée following result which,
as we will see shortly, can really be interpreted as a geisat&in of the reconstruction
theorem.

Proposition 3.25 In the above situation, assume that the fangilyis such that, for
some constant&’; and K> and exponents < 0 < ~, the bounds

nls|
2

e (e G| < K20t

(3.30)
hold uniformly over allz, y such tha2™" < |z — y||s < 1. Here, as beforep is
the scaling function for a wavelet basis of regularity> |«|. Then, the assumptions
of Theorem 3.23 are satisfied. Furthermore, the limit disttion f € C¢ satisfies the
bound

(0% G = Q)| < K|z —yl[37727

I(f = G)(S2.m)| S K167, (3.31)

uniformly over) € B¢ ;. Here, the proportionality constant only depends on theazo
of wavelet basis, but not oif,.

Proof. We are in the situation of Theorem 3.23 witt} = (,(7*), so that one has
the identity

SAZ = ar(Ge — G0 (3.32)
ke

where we used the shortcyt= = + 27"k in the right hand side. It then follows
immediately from (3.30) that the assumptions of Theoren3 &2 indeed satisfied,



MODELLED DISTRIBUTIONS 40

so that the sequencg, converges to some limjt. It remains to show that the local
behaviour off around every point is given by (3.31).
For this, we write

f - gx = (fno - Pnogx) + Z (fn+1 - fn - (PnJrl - Pn)cz) ' (3-33)

n>ngo

for someny > 0. We choose to be the smallest integer such ti2at*e < §. Note
that, as in (3.17), one has far> n, the bounds

2 (n—no)(r+1)

(s, 82, m| < 27 ¥ o et S am S -
(3.34)

Since, by construction, the first term in (3.33) belong¥ip, we can rewrite it as

(fro = ProCe)(SSum) = Y (G = C) (@) ()0, 82 m) -

yeA;

Since terms appearing in the above sum wWiith— y||s > J are identically0, we can
use the bound

o — Pl
Gy = G)(@o®) S K277

Combining this with (3.34) and the fact that there are onligdly many non-vanishing
terms in the sum, we obtain the bound

[(fao = PuoCa)(Se o] S K277 = K107, (3.35)

which is of the required order.

Regarding the second term in (3.33), we decompfsa — f,. as in the proof
of Theorem 3.23 ag,, 11 — fn = gn + 6fn With g,, € V,, anddf, € V5. As a
consequence of (3.26) and of the bounds (3.30) and (3.34)awethe bound

[{gns Seam)l <D [gns @) [(0y%, So o)

yeAS,
< IBAY|[(p®, 82 um)| S Kq2m mmodeltedan

YyEA;,

where we made use of (3.32) for the last bound. Summing thiadover alln > ny,
we obtain again a bound of ordéf,47, as required. It remains to obtain a similar
bound for the quantity

Z (6fn — (Pny1 — Pn)Cz)(Sg,w) .

n>ngp

Note thatd f,, is nothing but the projection of,,; onto the spacé’;-. Similarly,
(Prn+1 — Pn)¢. is the projection of, onto that same space. As a consequence, we
have the identity

(6 fn=(Prs1 = Pu)Ca)(Se0m)

Y Y TG G g ) et )

zeAT ! YyEAT e
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Note that this triple sum only contains of the order26f—"0)lsl terms since, for any
given value ofy, the sum ovet only has a fixed finite number of non-vanishing terms.
At this stage, we make use of the first bound in (3.34), togetlith the assumption
(3.30) and the fact th& ™ < ||z — z||s < 0 for every term in this sum. This yields
for this expression a bound of the order

¢ 2n=molls| r—ag ="l —ang 8l o —(n—no)r+lsl/2) _ g, s1—ag-r(r—no)—an

Since, by assumptiom,is sufficiently large so that > |aJ, this expression converges
to 0 asn — oco. Summing overn > ny and combining all of the above bounds, the
claim follows at once. 0

Remark 3.26 As before, the construction is completely local. As a consege, the
required bounds hold over a compagtprovided that the assumptions hold over its
1-fatteningR.

We now finally have all the elements in place to give the prddfteeorem 3.10.

Proof of Theorem 3.10We first consider the case > 0, where the operatoR is
unique. In order to constru@, we will proceed by successive approximations, using
a multiresolution analysis. Again, we fix a wavelet basis lasva associated with
a compactly supported scaling functign We choosep to beC” for » > |min A|.
(Which in particular also implies that the elemegitss ¥ annihilate polynomials of
degree-.)

Since, for any givem > 0, the functionsp!»* are orthonormal and since, as—
oo, they get closer and closer to forming a basis of very shdgalglised functions of
L2, it appears natural to define a sequence of oper&qrsDY — C” by

Ruf = > (M f@)(er®) en*

TEAS

and to defineR as the limit ofR,, asn — oo, if such a limit exists.

We are thus precisely in the situation of Proposition 3.2 = I1,. f(x). Since
we are interested in a local statement, we only need to aarigtre distributioriR f
acting on test functions supported on a fixed compact domaiAs a consequence,
since all of our constructions involve some fixed waveletidas suffices to obtain
bounds on the wavelet coefficient§ with = such that)? is supported ing, the 1-
fattening of{.

It follows from the definitions ofD” and the space of model# » that, for such
values ofz, one has

nls] —an

[T f (), 222 S NNl 2272 :

where, as beforey = min A is the smallest homogeneity arising in the description of
the regularity structureZ. Similarly, we have

(e f(x) = 1Ly f (), 2°%)| = [(Ma(f(2) = Ty f(9)), 0577 .36
S S UMl -yl ~f2 =" =,
L<~

where the sum runs over elements4n Since, in the assumption of Proposition 3.25,
we only consider pointsy y) such that|z — y||s = 27", the bound (3.30) follows.
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As a consequence, we can apply Theorem 3.23 to constructtentirdistribution
Rf =lim,_ R, f, where convergence takes place&hfor everya < «. Further-
more, the limit does itself belong ©f'. The bound (3.3) follows immediately from
Proposition 3.25.

In order to obtain the bound (3.4), we use again Propositi®s, dut this time with
(e = I, f(z) — I, f(x). We then have the identity

Co — §y = Hm(f(z) - mef(y) - f(:r) + fzyf(y)) + (Hz - ﬁx)(.f(x) - fryf(y)) .

Similarly to above, it then follows from the definition §f ; f[|.« that

n r T r —« —M—an
(G = Gy @2 S (Ml 5 flles + 0= TE sl F i)l — gl 72772 ,

from which the requested bound follows at once.

The bound (3.5) is obtained again from Proposition 3.25 wjth= 11, f(x) —
II,. f(z). This time however, we aim to obtain bounds on this quatijtpnly making
use of bounds ofif — f||,.« rather thary|f; f||.«. Note first that, as a consequence
of (3.36), we have the bound

nls|

[(Go = Gy ™) S llz = ylly o277 7o (3.37)
On the other hand, we can rewrijg — ¢, as
Co = Gy = Ta(f(@) = F(@)) + (I, — TL)(Tay () — F(2))
- Hzrzy(f(y) - f(y)> + 10, (Fzy - me)f(x) .

It follows at once that one has the bound

(G = Cur ) S (I = 1

Combining this with (3.37) and making use of the bound b < a"b'~*, which is
valid for any two positive numbersandb, we have

1 T —M—an
yif T =[5 + [T = T4,8)27 2 .

e nlsl
v;ﬁ)”llw—ylll ag=" an,

(G =Gy 2 ) S (1 = Fllya + =[]0 + [T = T
from which the claimed bound follows.

We now prove the claim foy < 0. Itis clear that in this casR cannot be unique
since, if R f satisfies (3.3) and € CJ, thenR f + ¢ does again satisfy (3.3). Still, the
existence ofR f is not completely trivial in general sindé&, f(x) itself only belongs to
C& and one can have < v < 0in general. It turns out that one very simple choice for
‘R f is given by

RE=3"3" ST (L f@), 0 + 3 (L f(2), ¢2%)02° . (3.38)

n>0x€AT peV zeA?

This is obviously not canonical: different choices for ourltitesolution analysis yield
different definitions forR. However, it has the advantage of not relying at all on
the axiom of choice, which was used in [LV07] to prove a simikesult in the one-
dimensional case. Furthermore, it has the additional ptepieat if f is “constant” in
the sense thaf(z) = I'y, f(y) for any two pointse andy, then one has the identity

Rf =1l f(x), (3.39)
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where the right hand side is independent:dby assumption. (This wouldn’t be the
case if the second term in (3.38) were absent.) Actuallycoustruction is related in
spirit to the one given in [Unt10], but it has the advantagleeing very straightforward
to analyse.

For Rf as in (3.38), it remains to show that (3.3) holds. Note first the sec-
ond part of (3.38) defines a smooth function, so that we caradisit. To bound the
remainder, let) be a suitable test function and note that one has the bounds
g-nlsl—rng=lsl=r if 9=n < g,

on '3t otherwise.

[(S2.am )| S {

Furthermore, one has of cour@zn Y;*) = 0 unless||lz — yl[s <6+ 27" Italso

follows immediately from the defmltlon (3.38) that one hhs bound

[(Rf = o f()) (g ®) | = [(Ty f () — T f (2)) (3 )| = [Hy (f (1) — Ty f () (10 °)

By lsl
<SS eyt
B<y

where the proportionality constant is as in (3.3). Thesendsiware now inserted into
the identity

(R =T f@)SSm) =D Y Y (Rf =T f(@) (@) (S m, ) -

n>0 yEAR YEW

For the terms witl2 =™ < §, we thus obtain a contribution of the order

gl ST gnlel Z57—62—71%—6712—71‘;;‘—m(g—\sl—r <4

2-n<§ B<y

Here, the bound follows from the fact that we have chaseuch that > || and the
factorsl®127I5| counts the number of non-zero terms appearing in the sumyovesr
the terms witl2=" > ¢, we similarly obtain a contribution of

S Y gy <,

21> By

where we used the fact thdt< v < 0. The claim then follows at once. O

Remark 3.27 Recall that in Proposition 3.25, the bound pr (, depends ok, but
not onK,. This shows that in the reconstruction theorem, the bourid 6n- 11, f ()
only depends on the second part of the definitiorj 6f,.«. This remark will be
important when dealing with singular modelled distribngan Section 6 below.

3.4 The reconstruction theorem for functions

A very important special case is given by the situation inalih# contains a copy of
the canonical regularity structur®,  (write T' C 7T for the model space associated to
the abstract polynomials) as in Remark 2.23, and where triehtd, I') we consider
yields the canonical polynomial model when restricte@taVe consider the particular
case of the reconstruction theorem applied to elemertD” (V'), whereV is a sector
of regularity0, but such that

VcT+Tl, (3.40)
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for some«a € (0,7). Loosely speaking, this states that the elements of theemod
IT used to describ& f consist only of polynomials and of functions that are Holde
regular of ordery or more.

This is made more precise by the following result:

Proposition 3.28 Let f € D7(V), whereV is a sector as in (3.40). ThefR f coin-
cides with the function given by

Rf(z) = (L, f(x)) (3.41)
andone hafR f € CZ.

Proof. The fact that the functiom — (1, f(x)) belongs ta’¢" is an immediate conse-
guence of the definitions and the fact that the projectiofi ofito’l’ belongs taD?. It
follows immediately that one has

| (R = (0 ) vy de £ 37

from which, by the uniqueness of the reconstruction operat® deduce that one does
indeed have the identity (3.41). |

Another useful fact is the following result showing that enee know thaff € D”
for somey > 0, the components of in T}, for 0 < k < ~ are uniquely determined by
the knowledge of the remaining components. More precisaijhave

Proposition 3.29 If f,g € D with y > 0 are such thatf(z) — g(z) € Doy, Ty,
thenf = g.

Proof. Settingh = f — g, one haskh = 0 from the uniqueness of the reconstruction
operator. The fact that this implies that= 0 was already shown in Remark 2.16(]

Remark 3.30 In full generality, it is not true thak is completely determined by the
knowledge ofRh. Actually, whether such a determinacy holds or not dependbe
intricate details of the particular moddl (I") that is being considered. However, for
models that are built in a “natural” way from a sufficientlymdegenerate Gaussian
process, it does tend to be the case Watfully determinesh. See [HP13] for more
details in the particular case of rough paths.

3.5 Consequences of the reconstruction theorem

To conclude this section, we provide a few very useful consages of the reconstruc-
tion theorem which shed some light on the interplay betwiéemdTI". First, we show
that fora. > 0, the action ofll,, on 7, is completely determined by. In a way, one
can interpret this result as a generalisation of [Lyo98,0ram 2.2.1].

Proposition 3.31 Let.7 be a regularity structure, let: > 0, and let(IT, ") be a model
for .7 overR? with scalings. Then, the action ofl onT,, is completely determined
by the action ofl onT; and the action of on7,,. Furthermore, one has the bound

supsup sup  sup §~°|(ILa)(S, ,¢)| < [0,z [T
TER <L pEBY ‘Tf‘l”[';l

s

wie (342
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wheref denotes thé-fattening off as before and > | min A|. If (I, ') is a second
model for the same regularity structure, one furthermors thee bound

sup sup§—°|(Mya — T,a)(Se )| < [T = 007 (IT 0 + 1T a:5)
zER J;p5a (343)

T = Tl (1T s + [l o, 50) -

where the supremum runs over the same set as in (3.42).

Proof. For anya € T, andz € R?, we define a functiotf, .. : RY — T, by

faz(¥) =Tyza—a. (3.44)

It follows immediately from the definitions thdt, . € D and that, uniformly over alll
a with ||a|| < 1, its norm over any domaiR is bounded by the corresponding norm of
T". Indeed, we have the identity

Lyzfae(2) = faue(y) = (Tyza — Tyza) — (Tyza — a)

=a—-Ty.a,

so that the required bound follows from Definition 2.17.

We claim that one then hd$,a = R f, ., which depends only on the action If
onT, . This follows from the fact that, for every € R?, one hadl,a = II,I'y.a, so
that

(oa =TIy fa o ())(S2yn) = (Tya)(S2yn) S XN a;5ll fo.zllas
< Al Tl (3.45)

for all suitable test functions. The claim now follows from the uniqueness part of the
reconstruction theorem. Furthermore, the bound (3.42¢@aequence of (3.45) with
y = x, noting thatf, ,(z) = 0.

It remains to obtain the bound (3.43). For this, we considermodels as in the
statement, and we s¢t .(y) = I',.a — a, We then apply the generalised version of
the reconstruction theorem, Proposition 3.25, notingwleare exactly in the situation
that it covers, with(, = 1, f, .. (v) — II, fa..(y). We then have the identity

Cy—C= [Ty — I) = Hy(Tye — I))a — (I(Cop — I) — LT — I))a
=M,y — Da—,(Ty. — DNa
= (II, — ﬁy)(l—‘yz —I)a+ 1:[y(ryz - f‘yz)a .

It follows that one has the bound

nls| n, = a—pBo—pBn
272 (G — Gopy®) S MM =T gz Tllass D lly — 2l18 77277
B<a

+ 0 =Tzl Tlag D lly — 2llg 7277,
B<a

where, in both instances, the sum runs over element. irSince we only need to
consider pairsy, z) such that|y — z|| > 2", this does imply the bound (3.30) with
the desired constants, so that the claim follows from Pritipos3.25. |
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Another consequence of the reconstruction theorem isithatder to characterise
a model {I,I') on some sectov’ C T, it suffices to know the action df,, onV, as
well as the values dfil, a) (¢} *) fora € V, z € A7 andyp the scaling function of some
fixed sufficiently regular multiresolution analysis as ircti@n 3.1. More precisely, we
have:

Proposition 3.32 A model(I1, I") for a given regularity structure is completely deter-
mined by the knowledge @ a)(¢°) for z € A? andn > 0, as well asl',,a for
z,y € R%
Furthermore, for every compact sétc R? and every secto¥’, one has the bound
nls|

1L. n,s
I]v.e S (1+[ITlv.) Sup supsup sup 2%z M.
a€Ay a€V, nEOxeAg(ﬁ) HQH

(3.46)

Here, we denote byI1||y.« the norm given as in Definition 2.17, but where we restrict
ourselves to vectors € V. Finally, for any two model§lI, I') and (11, I'), one has

_ nls HI 71:[1 T?’E
II= [y < 1+ ]|Tves) sup supsup sup gen+=s [Hae ~Haa)(i)]
€Ay a€Va n>0 zeAn(R) [l

Proof. Givena € V, andz € R, we define similarly to above a functigif: R? — V/
by f2(y) = I'yza. (This timea can be arbitrary though.) One then Hagf?(y) =
II,I'y.a = Il a, so thatR f¢ = II,a. On the other hand, the proof of the reconstruc-
tion theorem only makes use of the valgs.a)(¢? ) and the functions, y) — I',,
so that the claim follows.

The bound (3.46), as well as the corresponding bound enlI are an immediate
consequence of Theorem 3.23, noting again that the coetffici’ only involve eval-
uations of(Il,a)(¢%*) and the mag',,. |

Although this result was very straightforward to prove sitvery important when
constructing random models for a regularity structure.ebd provided that one has
suitable moment estimates, it is in many cases possibleots #at the right hand side
of (3.46) is bounded almost surely. One can then make useésdfribwledge talefine
the distributionlI,.a by R f¢ via the reconstruction theorem. This is completely analo-
gous to Kolmogorov’s continuity criterion where the knodde of a random function
on a dense countable subseRffis sufficient to define a random variable on the space
of continuous functions oR? as a consequence of suitable moment bounds. Actually,
the standard proof of Kolmogorov’s continuity criterionvisry similar in spirit to the
proof given here, since it also relies on the hierarchicategimation of points irR¢
by points with dyadic coordinates, see for example [RY91].

3.6 Symmetries

It will often be useful to consider modelled distributiohst, although they are defined
on all of R%, are known to obey certain symmetries. Although the extensf the
framework to such a situation is completely straightforyave perform it here mostly
in order to introduce the relevant notation which will be ditster.

Consider some discrete symmetry gragfpwhich acts orR? via isometriesl,. In
other words, for every € .7, T, is an isometry oR? andT,; = T, o T,. Given a
regularity structure7, we call a mapl/ : . — L° (whereL? is as in Section 2.4)
anactionof . on .7 if M, ¢ Aut.7 for everyg € . and furthermore one has the
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identity M,; = Mg o M, for any two elementg, g € .. Note that.” also acts
naturally on any space of functions &9 via the identity

(Ty) (@) = (T ')

With these notations, the following definition is natural:

Definition 3.33 Let .7 be a group of symmetries d&®¢ acting on some regularity
structure.7. A model (I,I") for .7 is said to beadaptedto the action of¥ if the
following two properties hold:
o For every test functionr: R? — R, everyz € R?, everya € T, and every € .7,
one has the identitylr, .a)(T, ) = (1L Mya)()).

e Foreveryr,y € R% and every € ., one has the identity/,I'r, .1,, = 'z, M.

A modelled distributionf: R — T is said to besymmetridf Mgy f(Tyx) = f(z) for
everyz € RY and everyy € ..

Remark 3.34 One could additionally impose that the norms on the spagese cho-
sen in such a way that the operatdfg all have normi. This is not essential but makes
some expressions nicetr.

Remark 3.35 In the particular case wher& contains the polynomial regularity struc-
ture 7, s and (I, I') extends its canonical model, the actibf), of . on the abstract
elementX is necessarily given by/, X = A, X, whereA, is thed x d matrix such
that T, acts on elements &? by T,z = A,z + b,, for some vectob,. This can be
checked by making use of the first identity in Definition 3.33.

The action on elements of the for” for an arbitrary multindex is then natu-
rally given by M, (X*) = (4,X)* = [[,(32; A7 X;)*.

Remark 3.36 One could have relaxed the first property to the idertlity, . a) (T} 1) =
(—1)f@(I1, Mya)(¥p), wheres: . — {£1} is any group morphism. This would then
also allow to treat Dirichlet boundary conditions in donsagenerated by reflections.
We will not consider this for the sake of conciseness.

Remark 3.37 While Definition 3.33 ensures that the mod#l, {") behaves “nicely”
under the action of”, this doesnot mean that the distributiond,, themselves are
symmetric in the sense thalt,(y) = I1,(T;+). The simplest possible example on
which this is already visible is the case wheréeconsists of a subgroup of the transla-
tions. If we take.7 to be the canonical polynomial structure ahtito be the trivial
action, then it is straightforward to verify that the cargatimodel {I,T") is indeed
adapted to the action of’. Furthermore,f being “symmetric” in this case simply
means thalf has a suitable periodicity. However, polynomials themselef course
aren’t periodic.

Our definitions were chosen in such a way that one has thenfiolipresult.
Proposition 3.38 Let . be as above, acting o7, let (I, I") be adapted to the ac-

tion of ., and let f € D” (for somey > 0) be symmetric. TherRf satisfies
(RAT;4p) = (Rf)(y) for every test functiop and every € .7
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Proof. Take a smooth compactly supported test functicthat integrates té and fix
an elemeny € .. SinceTl} is an isometry oR?, its action is given byly(z) =
A,z + b, for some orthogonal matrid, and a vecton, € R’ We then define
I(x) = <p(Ag—1:c), which is a test function having the same propertieg éself.

One then has the identity

v = fim [ (82,00 ) dy.

Furthermore, this convergence holds not only pointwis¢ jrbevery spac&€”. As a
consequence of this, combined with the reconstructionrérepwe have

R = fm [ (RES0) vl dy = lm [ (11, 76)S,) v00) dy

= lim (T, M M P (T5.82,0) 0(0)

A—0
= lim [ ST, ) (T 0)0) dy
= lim / (I, FW))(S2, %) (T;0) () dy = (RF)TY)
—0 Jrd

as claimed. Here, we used the symmetryf @&nd the adaptedness af (") to obtain
the second line, while we performed a simple change of veesaio obtain the third
line. 0O

One particularly nice situation is that when the fundamledtenain 8 of . is
compact inR?. In this case, provided of course that, () is adapted to the action of
., the analytical bounds (2.15) automatically hold over &R6. The same is true for
the bounds (3.1) if is a symmetric modelled distribution.

4 Multiplication

So far, our theory was purely descriptive: we have shown thaalued maps with
a suitable regularity property can be used to provide a pecloical description of a
class of distributions that locally look like a given famdy“model distributions”. We
now proceed to show that one can perform a number of opesationhese modelled
distributions, while still retaining their description aements in som®?.

The most conceptually non-trivial of such operations isamfrse the multiplication
of distributions, which we address in this section. Suipgly, even though elements
in D7 describe distributions that can potentially be extremelggular, it is possible
to work with them largely as if they consisted of continuowsdtions. In particular, if
we are given a produston 7' (see below for precise assumptionssnthen we can
multiply modelled distributions by forming the pointwiseopluct

(f > g)(@) = f(x) > g(x) , (4.1)

and then projecting the result backy for a suitabley.

Definition 4.1 A continuous bilinear mapi( b) — a x b is a product or{” if
e Foreverya € T,, andb € T3, one hasix b € T4 5.
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e Onehadxa=ax*1=aforeverya € T.

Remark 4.2 In all of the situations considered later on, the produetll furthermore
be associative and commutative. However, these propeéliest seem to be essential
as far as the abstract theory is concerned.

Remark 4.3 What we mean by “continuous” here is that for any two indiees € A,
the bilinear map:: T, x T — T, is continuous.

Remark 4.4 If V; andV; are two sectors o andx is defined as a bilinear map on
V1 x Vs, we can always extend it t6 by settinga x b = 0 if either a belongs to the
complement ol; or b belongs to the complement &%.

Remark 4.5 We could have slightly relaxed the first assumption by alfayi x b €
Ta++B' However, the current formulation appears more naturaténcontext of inter-
preting elements of the spacEs as “homogeneous elements”.

Ideally, one would also like to impose the additional prap#ratl’(axb) = (I'a) x
('b) for everyl’ € G and everyu, b € T. Indeed, assume for a moment thht takes
values in some function space and that the operati@presents the actual pointwise
product between two functions, namely

Iz (a % b)(y) = (Hza)(y) (2b)(y) - (4.2)
In this case, one has the identity

I, Ty (a % b) = T, (a* b) = (I1,a) (I,b) = (I, T'ya) (T4, b)
= T, (Tyya* Tyyb) .

In many cases considered in this article however, the mquietes” is either finite-
dimensional or, even though it is infinite-dimensional, edmincation still takes place
and one cannot expect (4.2) to hold exactly. Instead, tHewalg definition ensures
that it holds up to an error which is “of ordef.

Definition 4.6 Let .7 be a regularity structure, I&t and¥ be two sectors of, and
letx be a product or7. The pair {7, W) is said to bey-regularif T'(axb) = (I'a)*(I'b)
for everyI’ € GG and for everya € V, andb € W3 such thaiv + 5 < v and every
I'ed.

We say that{, W) is regular if it isy-regular for everyy. In the caséd” = W, we
say thatl” is (y-)regular if this is true for the paii{, V).

The aim of this section is to demonstrate that, provided ¢hpair of sectors is
~-regular for somey > 0, the pointwise product between modelled distributions in
these sectors yields again a modelled distribution. Througthis section, we assume
thatV andW are two sectors of regularities andas respectively. We then have the
following:

Theorem 4.7 Let (V, W) be a pair of sectors with regularities; andas respectively,
let f1 € D (V) and fy € D72(W), and lety = (1 + a2) A (72 + «1). Then, provided
that (V, W) is v-regular, one hasf, = fo € DY(T") and, for every compact set, the
bound

If1 % follyis S Wfilhssl follyeia(t + 01y 4000)

holds for some proportionality constant only dependingrenunderlying structure’ .
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Remark 4.8 If we denote as before i) an element oD” (1) for some sectol” of
regularity«, then Theorem 4.7 can loosely be stated as

f1€Dg‘11 & fQEDgfz = fl*fQED;,

wherea = a3 + as andy = (y1 + a2) A (2 + «y). This statement appears to be
slightly misleading since it completely glosses over treiagption that the paif{, 1)
be~-regular. However, at the expense of possibly extendingabelarity structure”
and the modell(, I'), we will see in Proposition 4.11 below that it is always pblkes
to ensure that this assumption holds, albeit possibly inrecamonical way.

Remark 4.9 The proof of this result is a rather straightforward conssepe of our
definitions, combined with standard algebraic manipufetiolt has nontrivial conse-
guences mostly when combined with the reconstruction #rapiheorem 3.10.

Proof of Theorem 4.7Note first that since we are only interested in showing fhat
f2 € D7, we discard all of the components Thf. (See also Remark 3.2.) As a
consequence, we actually consider the function given by

f(@) E (fi %y f2)(@) = Z Om f1(x) x Qp fo(z) . 4.3)

m4+n<-y

It then follows immediately from the properties of the protithat

Ilf1 %y follvis S I fallvisll f2llwis s

where the proportionality constant depends onlyyand.7, but not ong.
From now on we will assume thiif1[|v.« < 1 and| f2|lw.s < 1, whichis nota
restriction by bilinearity. It remains to obtain a bound on

Loy (f1 %y f2)®) = (f1 %4 f2)(@) -

Using the triangle inequality and recalling th@i(f1 x f2) = Qe(f1 * f2) for v < ¢,
we can write

ITay f () = f@)le < ITay(f1 %4 f2)@) = (Cay f1(y) * (Tay f2(y)le
+ ”(nyfl(y) — fi(x)) (nyfQ(y) = f2(2))]]¢
+ [(Tay f1(y) — f1(2)) * fo(2)]]e
+ [ f1(@) * (Tay f2(y) — fo(2))]]e - (4.4)

It follows from (4.3) and the definition ofi(; W) being~y-regular that for the first term,
one has the identity

Fzyf(y) - (Fzyfl(y)) * (Flny(y)) = - Z (Fzy mel(y)) * (FlanfQ(y)) .

m4+n>y
(4.5)
Furthermore, one has

Iy Qi) * Cay Qo @le S D Iy Qo Fr(W)ll s, Ty O f2(1) 1 5,
Bi1+B2=4

SO I gl =yl Aape
B1+P2=L
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-
SITIZ sl — w12 (4.6)

where we have made use of the facts that n > ~ and that|z — y||s < 1.
It follows from the properties of the produetthat the second term in (4.4) is
bounded by a constant times

Z Hrzyfl(y) - fl(w)H,& Hrzny(y) - f2($)Hﬂ2

B1+p2=L

S D =yl e =yl Sl -yl
B1+p2=¢L

The third term is bounded by a constant times

> Ty i) = @)l @) S llz =yl 1,50, S oz =yl 227,
B1+B2=¢L

where the second inequality uses the identity+- 32 = ¢. The last term is bounded
similarly by reversing the roles played By and f-. O

In applications, one would also like to have suitable carntinproperties of the
product as a function of its factors. By bilinearity, it is ©furse straightforward to
obtain bounds of the type

Hfl * fo— g1 *QQH'y;ﬁ < ||f1 - ng'yl;ﬁHfQ”'yz;ﬁ + HfQ — 92”72&”91”%& )
If1 % f2 = g1 % g2llvs < M1 = g1llvzisl follvass + 1 f2 = g2llveisllgnllvais

provided that botty; andg; belong toD”: with respect to the same model. Note also
that as before the proportionality constants implicit iast bounds depend on the size
of I in the domaink. However, one has also the following improved bound:

Proposition 4.10 Let (V, W) be as above, Iefil, ') and(II, T') be two models for7,
and letf, € D (V;1), fo € D2(W;T), g1 € D (V; 1), andgs € D72(W;T).
Then, for every” > 0, one has the bound

£ % f23 91 % gallvis S Wf15 91lluis + 125 92l + 1T = Tl i

uniformly over allf; andg; with || f;||,,;2 + llgi[,.;2 < C, as well as models satisfying
IT /724528 + [IT]l4i440:8 < C. Here, the proportionality constant depends only on

Proof. As before, our aim is to bound the component%jirfor ¢ < ~ of the quantity

J1(@) * fa(x) — g1(x) * ga(x) — Tay (f1 %y f2) (@) + Ty (g1 4 92) () -

First, as in the proof of Theorem 4.7, we would like to repl&ce(fi *, f2)(y) by
Loy f1(y) * T'zy f2(y) and similarly for the corresponding term involving the This
can be done just as in (4.6), which yields a bound of the order

(1T = Tl mss + Lf1 = g1llawss + [ f2 = g2llawss) |2 = 9137

as required. We rewrite the remainder as

f1(2) * f2(x) — g1(2) * g2(2) — Ty f1 () * Lay f2(y) + Tayg1(y) * Tayg2(y)
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= (f1(@) — g1(®) — Doy f1(y) + Tayg1(v)) * fo(x)
+ Loy f1(y) * (fo(x) = g2(x) — Loy f2(y) + Tayg2(y))
+ Tuy(91%) — f1()) * (Tayg2(y) — g2(2))
+ (Tay /1) = Loy 1i(®)) * (Tayg2(y) — g2())
+ (91(%) — Tayg1()) * (fa(x) — ga(x))

def

S A Ty + Ty + Ty +Ts . (4.7)

It follows from the definition of]-; - ||, .« that we have the bound

ITlle S Wfisollss D o=yl

m4n=4~¢
m>agin>ag
(As usual, sums are performed over exponentd.inSince the largest possible value
for m is equal tol — s, this is the required bound. A similar bound s follows in
virtually the same way. The terff; is bounded by

ITslle S A = grllyn Y, lz—yl22.

m4n=~{
mzapinzag
Again, the largest possible value fois given byl — a4, so the required bound follows.
The bound o} is obtained in a similar way, replacifig; — g1 [|,..5 by [T — I'|[4,:5.
The last ternil’; is very similar to7T3 and can be bounded in the same fashion, thus
concluding the proof. 0

As already announced earlier, the regularity condition Bni{() can always be
satisfied by possibly extending our regularity structurewiver, at this level of gener-
ality, the way of extendingZ and (I, I") can of course not be expected to be canonical!
In practice, one would have to identify a “natural” extemsiavhich can potentially re-
quire a great deal of effort. Our abstract result however is:

Proposition 4.11 Let .7 be a regularity structure such that each of tlig is finite-
dimensional, le(V, W) be two sectors of7, let (I,I') be a model for.7, and let
v € R. Then, it is always possible to find a regularity structufecontaining.7 and
amodel(TL, T) for .7 extendingII, T'), such that the pai(.V, .WW) is y-regular in 7.

Proof. It suffices to consider the situation where there existnd 8 in A such that
(V, W) is (a+ p)-regular butx isn’t yet defined orl/, andWWj. In such a situation, we
build the required extension as follows. First, extend tt®a of G to T & (V, ® W)
by setting

Fa®b) ETa*xTh, acV,, beWs, Tedq, (4.8)
wherex is defined oV, x W byaxb = a ® b. (Outside ofl,, x Wg, we simply set
* = *.) Then, considesomeinear equivalence relation on T4 s @ (Vo ® W3) such
that

a~b=Ta—a=Tb—-0b VI €qG, 4.9)

and such that no two elementsii s are equivalent. (Note that the implication only
goes from left to right. In particular, it is always possilitetake for~ the trivial
relation under which no two distinct elements are equivalétowever, allowing for
non-trivial equivalence relations allows to impose addlitil algebraic properties, like
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the commutativity ofc or Leibniz’s rule.) Given such an equivalence relation, we/n
define7 = (A, T, G) by setting

A=Au{a+8}, Tarp=Tarp®Va®@Wp))/~ .

Forvy # a + 3, we simply sefl’, = T.,. Furthermore, we use as the product ifl’
which, by construction, coincides with except orl,, ® Tjs. Finally, the groups is
identical toG' as an abstract group, but each elemer@a$ extended td, . 5 in the
way described above. Property (4.9) ensures that this isdeéhed in the sense that
the action ofG on different elements of an equivalence class-a$ compatible.

It remains to extendI{,T) to a model {1, T') for .7 as an abstract group element,
with its action onT" given by (4.8). Foil', we simply sef",., = I',,,. The definition
(4.9) then ensures that the bound (2.15)falso holds for elements ifi, , 5. Regard-
ing II, sinceT,, 5 still containsT, ;s as a subspace, it remains to define it on some
basis of the complement @, 5 in T,,, 5. For each such basis vectorwe can then
proceed as in Proposition 3.31 to constrlic: for some (and therefore alf) € R.
More precisely, wedefinell,a by Il,a = Rf, . with f, , as in (3.44), wher& is
the reconstruction operator given in the proof of Theoret®3.In casex + 8 < 0,
the choice ofR is not unique and we explicitly make the choice given in (388
a suitable wavelet basis. This definition then implies foy amo pointsz and z the
identity

Hzrzxa - Hxa == Hza - Hxa + Hz(rzxa - a) - R(fa,z - fa,x) + Hz(rzxa - a) ’

where we used the linearity ®. Note now that(f, . — fo.2)(¥) = I'y.(a — T'za),
so that we are precisely in the situation of (3.39). This shtiwat our construction
guarantees thaR(f, . — fa») = —I.(I'.za — a), so that the algebraic identity
I1.I",,.a = Il.a holds for any two points, as required. The required anaybounds
onII,a on the other hand are an immediate consequence of Theorém 3.1

As a byproduct of our construction and of Proposition 3.3&,sse that the exten-
sion is essentially uniquedif+ 8 > 0, but that there is considerable freedom whenever
a+ 8 <0. O

Remark 4.12 At this stage one might wonder what the meaningRdff; x f) is in
situations where the distributiorf8 f; and R f, cannot be multiplied in any “classi-
cal” sense. In general, this strongly depends on the chdingodel and of regularity
structure. However, we will see below that in cases wherartbdel was built using

a natural renormalisation procedure and fhare obtained as solutions to some fixed
point problem, it is usually possible to interpf{ f, ~ f2) as the weak limit of some
(possibly quite non-trivial) expression involving tifigs.

Remark 4.13 In situations where a model happens to consist of continfinetions
such that one has indedd,(a x b)(y) = (I1,a)(y)(I1.b)(y), it follows from Re-
mark 3.15 that one has the identiB(f; x f2) = Rfi Rf2. In some situations,
it may thus happen that there are natural approximating made approximating
functions such thaR f1 = lim._o R. f1.- (and similarly for f5) andR(f; * f2) =
liMme—0(Re f1.c)(Re f2.c). See for example Section 4.4, as well as [CQ02, FV10a].

However, this need not always be the case. As we have alreadyirs Section 2.4,
the formalism is sufficiently flexible to allow for productsat encode some renormali-
sation procedure, which is actually the main purpose oftttésry.
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4.1 Classical multiplication

We are now able to give a rather straightforward applicatichis theory, which can be
seen as a multidimensional analogue of Young integratiothd case of the Euclidean
scaling, this result is of course well-known, see for exaniBlCD11].

Proposition 4.14 For «, 8 € R, the magf, g) — f-g extendsto a continuous bilinear
map fromC2(R%) x CZ(R%) to ¢$"P(RY) if a + B8 > 0. Furthermore, if ¢ N, then
this condition is also necessary.

Remark 4.15 More precisely, iff is a compact subset & and 8 its 1-fattening,
then there exists a constatitsuch that

1] - gll@nmyg < Cllfllasallgllsa (4.10)
for any two smooth functiong andg.

Proof. The necessity of the conditian+ 3 > 0 is straightforward. Fixing a compact
set® ¢ R? and assuming that 4+ 3 < 0 (or the corresponding strict inequality for
integer values), it suffices to exhibit a sequenc€’functionsf,, g, € Céﬁ) (with
r > max{|«l,|5|}) such that{ f,,} is bounded irC¥(R), g,, is bounded irCs (R), and
(fn,gn) — oo, where(-, -) denotes the usudl*>-scalar product. This is because, since
fn andg, are supported iR, one can easily find a smooth compactly supported test
functiony such that f,,, gn) = (@, frgn)-

A straightforward modification of [Mey92, Thm 6.5] shows tltlae characterisa-
tion of Proposition 3.20 fof € C(R) to belong taC? is also valid fore € R \N (since
f is compactly supported, there are no boundary effects)rddugred counterexample
can then easily be constructed by setting for example

_ - 1 —kEl_ak ks
fn—kzzo\/E > o2 whe

zEAINR

and similarly forg,, with o replaced by3. Here,& C £ is such that the support of each
of thew** is indeed ini. (One may have to start the sum from sokge> 0.) Noting
that lim,,—, oo (fn, gn) = oo @s soon as + 8 < 0, this is the required counterexample.

Combining Theorem 4.7 and the reconstruction theorem, rEme@.10, we can
give a short and elegant proof of the sufficiencyof- 5 > 0 that no longer makes
any reference to wavelet analysis. Assume from now ongraiCS' for somea < 0
and thatf € c? for somep > |a|. By bilinearity, we can also assume without loss
of generality that the norms appearing in the right hand efdé@.10) are bounded by
1. We then build a regularity structur# in the following way. For the sed, we take
A=NU(N+a). ForT,we setl’ =V & W, where each of the sectovrsandIV is a
copy of .7 s, the canonical model. We also chodses in the canonical model, acting
simultaneously on each of the two instances.

As before, we denote by* the canonical basis vectors In. We also use the
suggestive notation=X *” for the corresponding basis vector i, but we postulate
that=X* € T, rather tharEX" € Tj,,. With this notation at hand, we also
define the product betweenl” andW by the natural identity

(EXF) % (X ==Xk

It is straightforward to verify that, with this product, tpair (V, W) is regular.
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Finally, we define amag: C& — .# 7 given byJ: ¢ — (I, T), wherel' is as in
the canonical model, whilH¢ acts as

(XM ) =@ -2)F, EEXF)(@Y) =@y -2)"W),

with the obvious abuse of notation in the second expres$iamthen straightforward
to verify thatll, = II, o I';,, and that the mag' is Lipschitz continuous.

Denote now byR¢ the reconstruction map associated to the md@gland, foru €
¢?, denote byTsu as in (2.6) the unique element ™’ (V) such that(1, (Tsu)(x)) =
u(zx). Note that even though the spaPé (1) does in principle depend on the choice
of model, in our situation it is independent ffor every modelJ(¢). Since, when
viewed as dV-valued function, one ha& € D>(W), one haszu x = € D**# by
Theorem 4.7. We now consider the map

B(u,&) = RE(Tpu*E) .

By Theorem 3.10, combined with the continuity.6fthis is a jointly continuous map
from C2 x C&intoCg, provided thaty + 5 > 0. If £ happens to be a smooth function,
then it follows immediately from Remark 3.15 thB(u, £) = w(x)¢(z), so thatB is
indeed the requested continuous extension of the product. O

4.2 Composition with smooth functions

In general, it makes no sense to compose elemgns DY with arbitrary smooth
functions. In the particular case wh¢re D7 (V) for a function-like sectol” however,
this is possible. Throughout this subsection, we decompleseents: € V asa =
al+ a, with @ € T, anda = (1,a). (This notation is suggestive of the fact tiat
encodes the small-scale fluctuationdbfa nearxz.) We denote by > 0 the smallest
non-zero value such th&t # 0, so that one actually haisc T<+.

Given a function-like secto¥” and a smooth functiof’: R" — R, we lift F'to a
functionF': V™ — V by setting

. D*F(a) _,
Fla)=Y_ — b (4.11)
k
where the sum runs over all possible multiindices. Here, (a1, . . ., a,) witha; € V
and, for an arbitrary multiindek = (k4, ..., k,,), we used the shorthand notation
a*k = d{kl *...*d:lk" ,

with the convention thai*® = 1.

In order for this definition to make any sense, the sebtareeds of course to be
endowed with a produstwhich also leave$” invariant. In principle, the sumin (4.11)
looks infinite, but by the properties of the produgtwe havei** ¢ T\Z\q' Since
¢ is strictly positive, only finitely many terms in (4.11) coibute at each order of
homogeneity, so that'(a) is well-defined as soon &8 € C>°. The main result in this

subsection is given by:

Theorem 4.16 Let V' be a function-like sector of some regularity structure let { >
0 be as above, let > 0, and letF" ¢ C*(R*,R) for somex > 7/¢ V1. Assume
furthermore that/” is y-regular. Then, for any’ € D7(V), the mapF, (f) defined by

By (@) = Q5 F(f(x)),
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again belongs td7 (V). If one furthermore has#’ € CH(R¥,R) for k > (y/¢C V1) +1,
then the mapf — F(f) is locally Lipschitz continuous in the sense that one has the
bounds

1)) = By @llvis S =gl 1) = Ex@llyiw S I = gllis .+ (4.12)

for any compact sef c R?, where the proportionality constant in the first bound is
uniformover allf, g with || f||.+|g]|+:« < C, while in the second bound it is uniform
over all f, g with || f|ly:5 + llgll:s < C, for any fixed constant’. We furthermore
performed a slight abuse of notation by writing ag4ifi|.« (for example) instead of

Zign Hsz%ﬁ

Proof. From now on we redefing so that{ =  in the case whenl contains no index
between) and~. In this case, our original condition > ~/¢ V 1 reads simply as
Kk >7/C.

Let L = |v/¢], which is the length of the largest multindex appearing4ri)
which still yields a contribution td”.". Writing b(z) = Q;F(f(x)), we aim to find
a bound onl',b(x) — b(y). It follows from a straightforward generalisation of the
computation from Theorem 4.7 that

k _ZE ~
ryubte) = 5 P2 fe))

[k|<L
_y DEGe)

|k|<L

(Cya f@)™ + Rulz.y) ,

with a remainder terni, such that| R, (z, )]s < ||z — y[|2~7, for all 3 < ~. Since
I'y.1 = 1, we can furthermore write

Pyef(@) = Tyo f(2) = fl@)1 = @) + (F(y) = @)1+ Rp(a,y)

where, by the assumption ofy the remainder terni?; again satisfies the bound
IRf(z, g S |z — y|27? for all B < 4. Combining this with the bound we al-
ready obtained, we get

D F(fa)
>

k<L

Lyub(z) = —— == (f) + (F@) — F@)D)™ + Ro(w,y) . (4.13)

with
[R2(, 9)lls S Nl = yll3~",
for all 3 < ~ as above. We now expate° F aroundf(y), yielding

- ket
DR = Y YO ey )+ o -yl M), @4.14)

|k+£|<L

where we made use of the fact thafz) — f(y)| < |z — y||$ by the definition ofD”,
and the fact thaF is C7/¢ by assumption. Similarly, we have the bound

1(F@) + (F@) — F@))™ 5 < e -yl ™7, (4.15)
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so that, combining this with (4.13) and (4.14), we obtainitientity

k+¢ £ - _ _ _ _
Pty = > TtV () 4 (7 — Fepn) ™ () — F) + Rt
|k+e|<L o
(4.16)
whereR3 is again a remainder term satisfying the bound

[Rs(z, s S lle—yll277 . (4.17)

Using the generalised binomial identity, we have

fay)
m!

> () + () — Fe) D)™ (7@ — ) =

k+l=m

so that the componentifi;” of the first term in the right hand side of (4.16) is precisely
equal to the componentifi~ of b(y). Since the remainder satisfies (4.17), this shows
that one does indeed have: D (V).

The first bound in (4.12) is immediate from the definition ,las well as the fact
that the assumption implies the local Lipschitz contingityD* F* for every|k| < L.

The second bound is a little more involved. One way of obtejiitiis to first define
h = f — g and to note that one then has the identity

R R 1 k+e; alx A T ~ ke
PO - Pl = 3 [ 2 o) + thio) ) e

1 _ _
+; /0 DkF(g(lz!+th(x)) i (3(2) + 1)) )

' DM (g(a) + th@)

= o (§(x) + th(z))* hi() dt .
ki Y0 ’
Here, k runs over all possible multiindices andakes the values, ..., n. We used

the notatiore; for theith canonical multindex. Note also that our way of writingth
second term makes sense since, whengyet 0 so thatk — e; isn’t a multiindex
anymore, it vanishes thanks to the prefaétor

From this point on, the calculation is virtually identical the calculation already
performed previously. The main differences are thappears with one more deriva-
tive and that every term always appears with a prefdctarhich is responsible for the
bound proportional td /|, - 0

4.3 Relation to Hopf algebras

Structures like the one of Definition 4.6 must seem somewdnatlifar to the reader
used to the formalism of Hopf algebras [Swe69]. Indeed,etla@e several natural
instances of regularity structures that are obtained frétogf algebra (see for example
Section 4.4 below). This will also be useful in the contextlté kind of structures
arising when solving semilinear PDEs, so let us quicklyiaetthis construction.

Let H be a connected, graded, commutative Hopf algebra with ptodand a
compatible coproduch so thatA(f x g) = Af x Ag. We assume that the grading
is indexed byz? for somed > 1, so that{ = @kezi ‘Hy, and that each of the
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‘Hy; is finite-dimensional. The grading is assumed to be comieatifth the product
structures, meaning that

wiHe @He = Higer  ArHe— P He® Hn (4.18)
+m=k

Furthermore}, is spanned by the unit (this is the definition of connectedness), the
antipode A maps?H,, to itself for everyk, and the counitl* is normalised so that
(17,1) =1

The dualH* = @kezi ‘H;; is then again a graded Hopf algebra with a product
given by the adjoint ofA and a coproducA* given by the adjoint ok. (Note that
while x is assumed to be commutativeis definitely not in general!) By (4.18), both
o andA* respect the grading ¢{*. There is a natural actidn of #* onto# given by
the identity

((.Tgf) = (tog,f), (4.19)
valid for all ¢, g € H* and all f € H. An alternative way of writing this is
Lyf =Q®gAf, (4.20)

where we viewy as a linear operator frot to R. It follows easily from (4.18) that, if
g and f are homogeneous of degregsandd respectively, thel, f is homogeneous
of degreed; — d,, provided thatd; — d, € Z%. If not, then one necessarily has
Tyf =0.

Remark 4.17 Another natural action of* ontoH would be given by

(€. Tgf) = ((A"g)ol, f),

where, A", the adjoint of4, is the antipode fo{*. Since it is an antihomomorphism,
one has indeed the required identlity, I'g, = I'g, 04, -

Since we assumed thats commutative, it follows from the Milnor-Moore theorem
[MM65] that 7* is the universal enveloping algebra B{#*), the set of primitive
elements of{* given by

PH)Y={geH : A"g=1"®g+g®1"}.

Using the fact that the coprodu&t* is an algebra morphism, it is easy to check that
P(H*) is indeed a Lie algebra with bracket given gy [go] = g1 0 g2 — g2 0 g1. This
yields in a natural way a Lie groug C H* given byG = exp(P(H*)). It turns out
(see [Sweb7]) that this Lie group has the very useful progpbet

A*()=9g®yg, VgeG.
As a consequence, it is straightforward to verify that oreetha remarkable identity

Lo(fix f2) = Ugf1) x (U f2) (4.21)

valid for everyg € G. This is nothing but an exact version of the regularity reguient
of Definition 4.6! Note also that (4.21) is definitehot true for arbitrary elements
g€ H".

All this suggests that a very natural way of constructing gularity structure is
from a graded commutative Hopf algebra. The typical set-liglven be to fix scaling
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exponenta; }¢_, and to write(a, k) = Zle a;ky for any indexk € Zi. We then
set
A={la,k) : keZl}, T,= P M.
<O‘ak>:’7

With this notation at hand, we have:

Lemma 4.18 In the setting of this subsectiof¥, T', G) is a regularity structure, with
G acting onT viaT'. Furthermore,I" equipped with the produstis regular.

Proof. In view of (4.21), the only property that remains to be shosvthatl'ja — a €
T, foraeT,.

It is easy to show thaP(#*) has a basis consisting of homogeneous elements and
that these belong t&(; for somek # 0. (SinceA*1* = 1* ® 1*.) As a consequence,
fora € T, g € P(H*), andn > 0, we havel',na € T for somes < ~. Since every
element ofG is of the form expg) for someg € P(H*) and sincey — Iy is linear,
one has indeeflja —a € T.. O

Remark 4.19 The canonical regularity structure is an example of a re@uistructure
that can be obtained via this construction. Indeed, a nlatima to the spacé{ of
polynomials ind indeterminates is given by the spag#& of differential operators
overR? with constant coefficients, which does itself come with airstcommutative
product given by the composition of operators. (Here, thedwdifferential operator”
should be taken in a somewhat loose sense since it consigenaral of an infinite
power series.) Given such a differential operafcand an (abstract) polynomiél, a
natural duality pairind L, P) is given by applyingC to P and evaluating the resulting
polynomial at the origin. Somewhat informally, one sets

(L, P) = (LP)0).
The actionl” described in (4.19) is then given by simply applyifigo P:
I'cP=LP.

Itis indeed obvious that (4.19) holds in this case. The spapeimitives of 4* then
consists of those differential operators that satisfy hils rule, which are of course
precisely the first-order differential operators. The grdile elements consist of their
expodnentials, which act on polynomials indeed preciselthasggroup of translations
onR“.

4.4 Rough paths

A prime example of a regularity structure Brthat is quite different from the canonical
structure of polynomials is the structure associatefl4ealued geometric rough paths
of classC” for somey € (0, 1], and some Banach spaée For an introduction to the
theory of rough paths, see for example the monographs [LQORO7, FV10b] or the
original article [Lyo98]. We will see in this section thaiygn a Banach spack, we
can associate to it in a natural way a regularity strucifewhich describes the space
of E-valued rough paths. The regularity indexvill only appear in the definition of
the index setd. Given such a structure, the space of rough paths with raguaturns
out to be nothing but the space of modelsog.
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SettingA = N, we take forT" the tensor algebra built upafi*, the topological
dual of E:

T=@P Ty, Ty =(E)", (4.22)
k=0

where £*)®° = R. The choice of tensor product dii and E* does not matter in
principle, as long as we are consistent in the sensg fifat)" = (£*)®* for everyk.
We also introduce the spa@& (which is the predual of’) as the tensor algebra built
from E, namelyT, = T'((E)).

Remark 4.20 One would like to write agaifl, = @,-, E®*. However, while we
consider for! finite linear combinations of elements in the spaggs, for T, it will
be useful to allow for infinite linear combinations.

Both 7" and 7, come equipped with a natural product. @, it will be natural
to consider the tensor produgt which will be used to definé and its action or{".
The spacél” also comes equipped with a natural product, ghaffle productwhich
plays in this context the role that polynomial multiplieatiplayed for the canonical
regularity structures. Recall that, for any alphabétthe shuffle product. is defined
on the free algebra ovét’ by considering all possible ways of interleaving two words
in ways that preserve the original order of the letters. Incantext, ifa, b andc are
elements of”*, we set for example

(a@b)W(e®c)=a®RbR®a®c+2aRaRbRc+2aRaRcRb+aRcRa®b .

Regarding the grougr, we then perform the following construction. For any two
elements:, b € T, we define their “Lie bracket” by

[a,b)] =a®b—b®a .

We then definel C T, as the (possibly infinite) linear combinations of all sucadk-
ets, and we set = exp(£) C 7%, with the group operation given by the tensor product
®. Here, for any element € T, we write

o0 a®k
k=0

with the convention thaa®® = 1 € Ty,. Note that this sum makes sense for every
element inT,, and that expfa) = (exp(a))_l. For everya € G, the corresponding
linear mapl’, acting onT" is then obtained by duality, via the identity

(e, Tab) = (a™t @ ¢, b) , (4.23)

where(-, -) denotes the pairing betwe&handT,. Let us denote b§R}, the regularity
structure @, T', G) constructed in this way.

Remark 4.21 The regularity structur}; is yet another example of a regularity struc-
ture that can be obtained via the general construction dicde4.3. In this case, our
Hopf algebra is given by", equipped with the commutative productand the non-
commutative coproduct obtained framby duality. The required morphism property
then just reflects the fact that the shuffle product is indertbgphism for the decon-
catenation coproduct. The choice of action is then the ovendly Remark 4.17.
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What are the modeld, I') for the regularity structur@7,? It turns out that the
elementsl’y; (which we identify with an elemenK ; in T, acting via (4.23)) are
nothing but what is generally referred to as geometric rquaghs. Indeed, the identity
'y o Ty = gy, translates into the identity

Xsu :Xst®Xtu ’ (424)

which is nothing but Chen’s relations [Che54]. The boun@12.0n the other hand
precisely states that the rough pathis v-Holder continuous in the sense of [FV10b]
for example. Finally, it is well-known (see (4.21) or [Relipthat, fora € T} and

b e T, with k + ¢ < p, and any” € G, one has the shuffle identity,

I'(awb) = (Ta) w (TD) ,

which can be interpreted as a way of encoding the chain rukés §hould again be
compared to Definition 4.6, which shows that the shuffle peoduindeed the natural
product forT" in this context and thdf’ is regular for.u.

By Proposition 3.31, since our regularity structure onintains elements of pos-
itive homogeneity, the modél is uniquely determined b¥/. It is straightforward to
check that if we set

(Lsa)(t) = (X, a)

then the relations and bounds of Definition 2.17 are indegsfigal, so that this is the
unique modell compatible with a given choice &f (or equivalentlyX).

The interpretation of such a rough path is as follows. Debgt&; the projection
of X, onto &, the predual ofl’,. Then, for every: € T}, with & € N, we interpret
(X st, a) as providing a value for the correspondingdold iterated integral, i.e.,

t tr to
(Xst,a>“:"// / ([dXs, ® ... ©dXs, , ©dX,,a).  (4.25)

A celebrated result by Chen [Che54] then shows that indded;+ X, € F is a
continuous function of bounded variation, andifis defined by the right hand side of
(4.25), then it is the case th& ,; € G for everys, ¢t and (4.24) holds.

Now that we have identified geometric rough paths with theespd models re-
alising 917, it is natural to ask what is the interpretation of the spa@ésntroduced
in Section 3. An element of D? should then be thought of as describing a function
whose increments can locally (at scajebe approximated by linear combinations of
components ofX, up to errors of ordet”. Settingp = |1/~], it can be checked that
elements ofD” with 3 = py are nothing but the controlled rough paths in the sense of
[Gub04].

Writing fo(t) for the component of (¢t) in Ty, = R, it does indeed follow from the
definition of D? that

[ folt) = (Xat, F))] S [t —s]7 .

Since, on the other handX ;, 1) = 1, we see that one has indeed

fo(t) = fo(s) = (X s, Qg f(s)) + Ot — 5|7,

whereQg- is the projection onto the orthogonal complemert.to

The power of the theory is then that, even thoufghitself is typically only ~-
Holder continuous, it does in many respects behave “ad iVas actually3-Holder
continuous, and one can hage> ~. In particular, it is now quite straightforward to
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define “integration mapsZ, for a € E* such thatF" = Z, f should be thought of as
describing the integraly () = fot fo(s) d(Xs,a), provided that3 + v > 1.

It follows from the interpretation (4.25) that ji,(t) = (X, b) for some element
b € T, then itis natural to havéy(t) = (X, b ® a). Atfirst sight, this suggests that
one should simply seff'(t) = (Z.f)(t) = f(t) ® a. However, sincél, f(t) ® a) = 0,
this would not define an element ﬁffj for any 5 > ~ so one still needs to find the
correct value for(1, F(¢)). The following result, which is essentially a reformulatio
of [Gub10, Thm 8.5] in the geometric context, states thatgliea unique natural way
of constructing this missing component.

Theorem 4.22 For every3 > 1 — ~ and everya € E* there exists a unique linear
mapI,: D’ — C7 such that(1, f)(0) = 0 and such that the map, defined by

Z ) =fO) @ a+ (Laf)()1,
mapsD? into DF with 3 = (8 A vp) + 7.

Remark 4.23 Even in the context of the classical theory of rough pathse,aitvantage
of the framework presented here is that it is straightfodsdaraccommodate the case
of driving processes with different orders of regularity éifferent components.

Remark 4.24 Using Theorem 4.22, it is straightforward to combine it witheo-
rem 4.16 in order to solve “rough differential equationsttod formdY = F(Y) dX.
It does indeed suffice to formulate them as fixed point problem

Y = yo + Z(F(Y)) .

As a map fromD? ([0, T]) into itself, Z then has norn®(7"°~#), which tends ta) as
T — 0 and the composition witl#" is (locally) Lipschitz continuous for sufficiently
regularF’, so that this map is indeed a contraction for small endligh

Remark 4.25 In general, one can imagine theories of integration in wiiehchain
rule fails, which is very natural in the context of numeriegiproximations. In this
case, it makes sense to replace the tensor algebra by the€&neimer Hopf algebra
of rooted trees [Bro04], which plays in this context the roléhe “free” algebra gen-
erated by the multiplication and integration maps. Thisrecgsely what was done in
[Gub10], and one can verify that the construction givendhgmagain equivalent to the
construction of Section 4.3. See also [But72, HW74] for mibe&ils on the role of
the Connes-Kreimer algebra (whose group-like elementslamecalled the “Butcher
group” in the numerical analysis literature) in the conteixtthe numerical approxima-
tion of solutions to ODEs with smooth coefficients. See al$i§12] for an analysis of
this type of structure from a different angle more closelgte] to the present work.

5 Integration against singular kernels

In this section, we show how to integrate a modelled distidinuagainst a kernel (think
of the Green’s function for the linear part of the stochaBiXE under consideration)
with a well-behaved singularity on the diagonal in order bdain another modelled
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distribution. In other words, given a modelled distributi, we would like to build
another modelled distributiok f with the property that

(REA)@) = (K +RA@ = [ Kle.)R1G) dy. 5.1)

for a given kernelK : R x R? — R, which is singular on the diagonal. Herg,
denotes the reconstruction operator as before. Of couniseytly of writing is rather
formal since neitheR f nor RK f need to be functions, but it is more suggestive than
the actual property we are interested in, namely

(RES)@) = (K RO = RAK ), K66)* [ K)o de,

(5.2)
for all sufficiently smooth test functiong. In the remainder of this section, we will
always use a notation of the type (5.1) instead of (5.2) irota state our assumptions
and results. It is always straightforward to translate tib ian expression that makes
sense rigorously, but this would clutter the expositiorhef tesults, so we only use the
more cumbersome notation in the proofs. Furthermore, wedMdee to encode the
fact that the kernek “improves regularity by3” in the sense that, in the notation of
Remark 4.8/C is bounded fronD] into D(ﬁfﬂ)m for somes3 > 0. For example, in
the case of the convolution with the heat kernel, one woldeltlo obtain such a bound
with 8 = 2, which would be a form of Schauder estimate in our context.

In the case when the right hand side of (5.1) actually definesetion (which
is the case for many examples of interest), it may appeaiittimstraightforward to
define/C: simply encode it into the canonical part of the regularityisture by (5.1)
and possibly some of its derivatives. The problem with thithat since, foif € D],
one hasRf € C?, the best one can expect is to haR& f € C*+#. Encoding this
into the canonical regularity structure would then yieldetement ofDS‘*B, provided
that one even has + 8 > 0. In cases where > «, which is the generic situation
considered in this article, this can be substantially sbbithe result announced above.
As a consequencé; f should in general also have non-zero components in paffs of
that donotencode the canonical regularity structure, which is whycitwestruction of
K is highly non-trivial.

Let us first state exactly what we mean by the fact that thedtérn R xR — R
“improves regularity by ordes”:

Assumption 5.1 The functionk” can be decomposed as

K(r,y) =3 Kulz,y) (5.3)

n>0

where the function&(,, have the following properties:
e Forall n > 0, the mapk,, is supported in the se(z, ) : ||z — ylls < 27"}.
e For any two multiindice¢ and/, there exists a constant such that the bound

| DE DK (, )| < C2(e1=F 41tk (5.4)

holds uniformly over alh > 0 and allz, y € R%.
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e For any two multiindice& and/, there exists a constant such that the bounds

’/ (z — y)éDngn(m,y) dx‘ <C27P,
Rd

(5.5)
[ = DR gy ay| < 2,

hold uniformly over alls > 0 and all z, y € R%.

In these expressions, we wrifey for the derivative with respect to the first argument
and D, for the derivative with respect to the second argument.

Remark 5.2 In principle, we typically only need (5.4) and (5.5) to holor fmulti-
indicesk and/ that are smaller than some fixed number, which depends orettie-p
ular “Schauder estimate” we wish to obtain. In practice havé¢hese bounds tend to
hold for all multiindices, so we assume this in order to sifgpiotations.

A very important insight is that polynomials are going toypéadistinguished role
in this section. As a consequence, we work with a fixed regulatructure.7 =
(4,7, G) and we assume that one h&g; C .7 for the same scalingand dimension
d as appearing in Definition 5.1. As already mentioned in R&#&3, we will use the
notationT C T for the subspace spanned by the “abstract polynomialsthEtmore,
as in Section 2.2, we will denote h¥* the canonical basis vectors @f wherek
is a multindex inN¢. We furthermore assume that, except for polynomials, &reg
homogeneities are avoided:

Assumption 5.3 For every integer value > 0, T,, = T, consists of the linear span
of elements of the foro¥ * with |k|; = n. Furthermore, one considers models that are
compatible with this structure in the sense thlt X*)(y) = (y — x)*.

In order to interplay nicely with our structure, we will makee following addi-
tional assumption on the decomposition of the kefkel

Assumption 5.4 There existg > 0 such that
[ K Py =0, (56)

for everyn > 0, everyz € R?, and every polynomiaP of scaled degree less than or
equal tor.

All of these three assumptions will be standing throughbistwhole section. We
will therefore not restate this explicitly, except in thatstments of the main theorems.
Even though Assumption 5.4 seems quite restrictive, ittt not to matter at all. In-
deed, a kernek that is regularity improving in the sense of Definition 5.1 ¢gpically
be rewritten ask’ = K, + K; such thatK, is smooth and¥; additionally satisfies
both Assumptions 5.1 and 5.4. Essentially, it suffices ta@i®xthe singularity” with
the help of a compactly supported smooth cut-off functioth @then add and subtract
some smooth function supported away from the origin whictuess that the required
number of moments vanish.

In many cases of interest, one can taketo depend only on the difference be-
tween its two arguments. In this case, one has the follongsglt, which shows that
our assumptions typically do cover the Green’s functionditbérential operators with
constant coefficients.
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Lemma 5.5 LetK : R\ {0} — R be a smooth function which is homogeneous under
the scalings in the sense that there existg’a> 0 such that the identity

K(Sox) =0*1"PK(x), (5.7)

holds for allz # 0 and all§ € (0, 1]. Then, it is possible to decompakeas K (z) =
K(z) + R(z) in such a way that the “remainderR is C> on all of R¢ and such that
the map(x, y) — K(x — y) satisfies Assumptions 5.1 and 5.4.

Proof. Note first that if each of thé(,, is a function ofz — y, then the bounds (5.5)
follow from (5.4) by integration by parts. We therefore onkged to exhibit a decom-
position K, such that (5.4) is satisfied and such that (5.6) holds forygpelynomial
P of some fixed but arbitrary degree.

Let N: R%\ {0} — R, be a smooth “norm” for the scalingin the sense that
N is smooth, convex, strictly positive, and(S2z) = JN(z). (See for example Re-
mark 2.13.) Then, we can introduce “spherical coordinates)) with » € R and
9 €S N-1(1)byr(z) = N(z), andf(z) = S:™z. With these notations, (5.7) is
another way of stating thdt can be factored as

K(z) =r""*lo) , (5.8)

for some smooth functio® on S. Here and below, we suppress the implicit depen-
dency ofr andf on x.

Our main ingredient is then the existence of a smooth “cdtofEtion” ¢: R, —
[0, 1] such thatp(r) = 0 for r ¢ [1/2, 2], and such that

> e =1, (5.9)

neZ

forall» > 0 (see for example the construction of Paley-Littlewood ko [BCD11]).
We also setpr(r) = >, o ¢(2"r) and, forn > 0, @,(r) = »(2"r). With these
functions at hand, we define

Kn(2) = ¢n(K (@), R(z) = pr(r)E(z).

Sinceyr, is supported away from the origin, the functifiris globally smooth. Further-
more, each of thé<,, is supported in the ball of raditys ", provided that the “norm”
N was chosen such that(z) > 2||z||s.

It is straightforward to verify that (5.4) also holds. Indedy the exact scaling
property (5.7) ofi, one has the identity

K (z) =276~ (82 ")

and (5.4) then follows immediately form the fact thi} is a compactly supported
smooth function.

It remains to modify this construction in such a way that YHhelds as well. For
this, choose any functiogh which is smooth, supported in the unit ball around the
origin, and such that, for every multiindéwith |k|s < r, one has the identity

(1- 2757“‘"5)/. aFp(x) de = / 2* Ko(z) dz .
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Itis of course straightforward to find such a function. Wentlset
Ko(z) = Ko@) — ¢(@) + 2117 (SZa)
as well as
Kn(2) =277 K (87 2) . R(z) = R(x) +9(a) .

Sincey is smooth andy,, has the same scaling properties as before, it is clear that th
required bounds are still satisfied. Furthermore, our congon is such that one has
the identity

N-1 N-1 .
D Ku@) = K@) — o) + 270Ny )
n=0

n=0

so that it is still the case thdt (z) = R(z) + 3., -, Kn(z). Finally, the exact scaling
properties of these expressions imply that

/kan(ac) dox = 2—<ﬁ+lklﬁ>"/ka0(m) da
_ =kl / P (Rolw) — (@) + 2P (S2a)) do
_ - HKkln / 2 (Ko(z) — (1 — 278~ *e)y(z)) da = 0,
as required. -

Remark 5.6 A slight modification of the argument given above also alldsover
the situation where (5.8) is replaced By(z) = ©(#) logr. One can then set

Re) =60 [ £,

and the rest of the argument is virtually identical to the que given. In such a
situation, one then has8 = |s|, thus covering for example the case of the Green’s
function of the Laplacian in dimensich

Of course, in order to have any chance at all to obtain a Saratyge bound as
above, our model needs to be sufficiently “rich” to be ableasalibeX f with suffi-
cient amount of detail. For this, we need two ingredientsstFive need the existence
ofamapZ: T — T that provides an “abstract” representationtobperating at the
level of the regularity structure, and second we need tleatthdelll is adapted to this
representation in a suitable manner.

In our definition, we denote again ly the sector spanned by abstract monomials
of the typeX* for some multindex.

Definition 5.7 Given a sectol/, a linear mapZ: V' — T is an abstract integration
map of orderd > 0 if it satisfies the following properties:

e Oneha<: V, — 1,4 foreverya € A.
e One ha<a = 0foreverya c VNT.
e One hasT'a —I'Za € T for everya € V and everyl' € G.
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(The first property should be interpretedzas= 0 if a € V, anda + 3 ¢ A.)

Remark 5.8 At first sight, the second and third conditions might seerargje. It
would have been aesthetically more pleasing to imposeZitmmmutes withG, i.e.
thatZI' = I'Z. This would indeed be very naturalifwas a “direct” abstraction of our
integration map in the sense that

,Za = / K(-,z)(ITya)(dz) . (5.10)
Rd

The problem with such a definition is thatdfe T, with o > —f, so thatZa € Tj
for somea > 0, then (2.15) requires us to defifie Za in such a way that it vanishes
to some positive order for localised test functions. Thisiisply not true in general,
so that (5.10) isiot the right requirement. Instead, we will see below that oroaukh
modify (5.10) in a way to subtract a suitable polynomial fleates thd1,Za to vanish
at the correct order. It is this fact that leads to consideicstires withiZT'a — I'Za € T
rather tharZT'a — I'Za = 0.

Our second and main ingredient is that the model should bepedible” with the
fact thatZ encodes the integral kern&l. For this, given an integral kernél as above,
an important role will be played by the functigh: R? — Léf which, for everys € T,
and everyr € A, is given by

k
J@a= Y % /R deK(z,z)(HIa)(dz), (5.11)

[k|s <a+p

where we denote by, the differentiation operator with respect to the first vialéa It
is straightforward to verify that, writind( = > K,, as before and swapping the sum
overn with the integration, this expression does indeed makeesens

Definition 5.9 Given a sectol” and an abstract integration operafoon V', we say

that a modell realisesk for Z if, for everya € A, everya € V, and everyr € R?,
one has the identity

M,Za = / K(,2)(Iza)(dz) — 11, J (x)a, (5.12)
Rd

Remark 5.10 The rigorous way of stating this definition is that, for all @oth and
compactly supported test functiorisand for alla € T, one has

MZ)0) = Y [ o)), d, (5.13)
n>0
where the functiori(}. . is given by
KO (2) = Kn(y,2) — (=1 e 5.14
n;TyY z)= n y,Z) Z k! 1 n(iE,Z) . ( . )
ks <a+p '

The purpose of subtracting the term involving the truncdiyglor expansion of< is

to ensure thall, Za vanishes at at sufficiently high order. We will see below that in
our context, it is always guaranteed that the sum avappearing in (5.13) converges
absolutely, see Lemma 5.19 below.
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Remark 5.11 The case of simple integration in one dimension is very spétithis
respect. Indeed, the role of the “Green’s functidn’is then played by the Heaviside
function. This has the particular property of beicmnstantaway from the origin, so
that all of its derivatives vanish. In particular, the quant7(x)a then always takes
values inT. This is why it is possible to consider expansions of arbjtader in the
theory of rough paths without ever having to incorporatesiiace of polynomials into
the corresponding regularity structure.

Note however that the “rough integral” is not an immediateotiary of Theo-
rem 5.12 below, due in particular to the fact that Assumpgoh does not hold for
the Heaviside function. It is however straightforward tddthe rough integral of any
controlled path against the underlying rough path usingahmalism developed here.
In order not to stray too far from our main line of investigatiwe refrain from giving
this construction.

With all of these definitions at hand, we are now in the positio provide the
definition of the mapC on modelled distributions announced at the beginning &f thi
section. Actually, it turns out that for different valuespfone should use slightly
different definitions. Giverf € D7, we set

(K@) = Zf (@) + T (@) f (@) + (N5 f)(=) (5.15)

whereZ is as above, acting pointwisg, is given in (5.11), and the operatdf, maps
f into aT-valued function by setting

Xk
Wih@ = 3 57 [ PEKERS T . (66)

‘k‘ﬁ<’7+5

(We will show later that this expression is indeed well-dedirfior all f € D.)

With all of these definitions at hand, we can state the folfmpntivo results, which
are the linchpin around which the whole theory developedimwork revolves. First,
we have the announced Schauder-type estimate:

Theorem 5.12 Let.7 = (A, T, G) be a regularity structure an@1, I") be a model for
7 satisfying Assumption 5.3. L&tbe ag-regularising kernel for somg > 0, letZ be
an abstract integration map of ordétacting on some sectdr, and letIl be a model
realising K for Z. Let furthermorey > 0, assume thak( satisfies Assumption 5.4 for
r =~ + (3, and define the operatd¢, by (5.15).

Then, provided that + 3 ¢ N, K, mapsD” (V) into D7*+#, and the identity

RK,f = K« R, (5.17)

holds for everyf € D?(V). Furthermore, if(IT, I') is a second model realising and
one hasf € D7(V;I"), then the bound

I £ Koy Fllassis S W5 Fllysg + 1T =TI 5 + T = Tl g i

holds. Here,& is a compact andi is its 1-fattening. The proportionality constant
implicit in the bound depends only on the norfd, &, I f1l,.z, as well as similar
bounds on the two models.

Remark 5.13 One surprising feature of Theorem 5.12 is that the only mmallterm in
K, is the operato)V,, which is a kind of “remainder term”. In particular, the “rouy
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parts of C, f, i.e. the fluctuations that cannot be described by the caabmodel
consisting of polynomials, are always obtained as the invdigiee “rough” parts off
under a simple local linear map. We will see in Section 8 belmat, as a consequence
of this fact, if f € D is the solution to a stochastic PDE built from a local fixedrpoi
argument using this theory, then the “rough” part in the dpsion of f is alwaysgiven

by explicit local function®f the “smooth part”, which can be interpreted as some kind
of renormalised Taylor series.

The assumptions on the modéknd on the regularity structurg = (A, 7, G) (in
particular the existence of a m&pwith the right properties) may look quite stringent
at first sight. However, it turns out that it &wayspossible to embedny regularity
structure.7 into a larger regularity structure in such a way that thesemptions are
satisfied. This is our second main result, which can be stattge following way.

Theorem 5.14 (Extension theorem)Let.7 = (A, T, G) be a regularity structure con-
taining the canonical regularity structurg; , as stated in Assumption 5.3, [et> 0,
and letV C T be a sector of ordefy with the property that for everge ¢ N with
V. # 0, 0one hasy + 8 ¢ N. Let furthermord?y C V be a subsector df and let '
be a kernel orR? satisfying Assumptions 5.1 and 5.4 for everyg 5. Let(I,T') be a
model for.7, and letZ: W — T be an abstract integration map of ordgrsuch that
11 realisesK for Z.

Then, there exists a regularity structusé containing.7, a modeI(H I) for 7
extendingII, '), and an abstract integration mapof order 3 acting onV = .V such
that:

e The modell realisesK for Z.
e The mapl extends in the sense thakia = «Za for everya € W.
Furthermore, the mafl, ') — (II, T') is locally bounded and Lipschitz continuous

in the sense that {fl1, I") and (11, T) are two models for7 and (I, I) and(ﬁ, f“) are
their respective extensions, then one has the bounds

g + 1T S Iy A+ ITv,R) | (5.18)
JT—= 10 g + 1T = Tll g S

for any compacg ¢ R? and its2-fattening§.

Remark 5.15 In this statement, the sectd¥ is also allowed to be empty. See also
Section 8.2 below for a general construction showing howaarebuild a regularity
structure from an abstract integration map.

The remainder of this section is devoted to the proof of tiheseresults. We start
with the proof of the extension theorem, which allows us tooduce all the objects
that are then needed in the proof of the multi-level Schaad&émate, Theorem 5.12.

5.1 Proof of the extension theorem

Before we turn to the proof, we prove the following lemma vthigill turn out to be
very useful:
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Lemma 5.16 Let.7: R? — T be as above, le’ c T be asector,and lef: V — T
be adapted to the kern&l. Then one has the identity

Loy(Z+ITW) = (Z+ T (@)lay , (5.19)
for everyz,y € RY.

Proof. Note first that7 is well-defined in the sense that the following expressiam co
verges:

(@ =1 Y Y (LGP, ). (5:20)
' YEA n>0
|kls <v+B

Indeed, applying the bound (5.29) which will be obtainedhia proof of Lemma 5.19
below, we see that the sum in (5.20) is uniformly convergeneferyy € A.

In order to show (5.19) we use the fact that, by the definitioeroabstract integra-
tion map, we havé',,Za — IT',,a € T for everya € T and every paitr,y € R%.
Sincell, is injective onT (it maps an abstract polynomial into its concrete realisati
based at), it therefore suffices to show that one has the identity

This however follows immediately from (5.12). 0O

Proof of Theorem 5.14We first argue that we can assume without loss of generality
that we are in a situation where the sedtbis given by a finite sum

V=V ®Va, ®...0V, (5.21)

n 1

where theq; are an increasing sequence of elementsijrand where furthermore
Wa, = Vo, forall & < n. Indeed, we can first consider the cdse= V,, and
W = W,, and apply our result to build an extension to alllgf . We then consider
the caseV = V,, @ V,, andW = V,, @ W,,, etc. We then denote by the
complement o#V,,, inV,, sothatV,, =W, ®W,,.

The proof then consists of two steps. First, we build the lagify structure =
(A, T,G) and the magZ, and we show that they have the required properties. In a
second step, we will then build the required extensidnil{) and we will show that it
satisfies the identity given by Definition 5.9, as well as tberds of Definition 2.17
required to make it a bona fide model for.

The only reason why” needs to be extended is that we have no way a priori to
defineZ to W, so we simply add a copy of it t& and we postulate this copy to be
image ofi¥ under the extensiah of Z. We then extend? in a way which is consistent
with Definition 5.7. More precisely, our construction gosdallows. We first define

A=AU{a, + 5},
wherea,, is as in (5.21), and we defiriéto be the space given by
T=TaoW.

We henceforth denote elementslirby (a, b) with @ € T'andb € W, and the injection
map:.: 7' — T'is simply given by.a = (a, 0). Furthermore, we set

{ T,.e&W ifa=a,+0,

To = T, ®0 otherwise.
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With these notations, one then indeed has the ideﬁ’ti:tay@aeA T,, as required.

In order to complete the construction 6F, it remains to extends. As a set, we
simply setG = G x M%"’*ﬂ, whereMg, denotes the set of linear maps fréin into
T, (i.e. the polynomials of scaled degree strictly less thanThe composition rule
on G is then given by the following skew-product:

(Iy, My) o (T, My) = (T4, Ty My + My + (ThZ —IT) (T, — 1)) . (5.22)

One can check that this composition rule yields an eleme6t.adhdeed, by assump-
tion, G leavesT invariant, so thaf'; M, is indeed again an element MVO‘V"W. Fur-
thermoreI';Z — ZI'; is an element oL@ C M{i"“’ by assumption, so that the last
term also map$/ into Ta‘nw as required. For anyf( M) € G, we then give its action
on1 by setting

(T, M)(a,b) = (Ta+ Z(I'b — b) + Mb,b) .

Observe that
(T, M)(a,b) — (a,b) = (Ta — a) + Z(I'b — b) + Mb,0) ,

so that this definition does satisfy the condition (2.1).
Straightforward verification shows that one has indeed

((Flv Ml) o (F27 MQ))(G/7 b) = (Fla Ml)((FQa MQ)(a7 b)) .

Since it is immediate that this action is also faithful, ttees imply that the operation
o defined in (5.22) is associative as required. Furthermare can verify thati, 0) is
neutral for the operatiomand that ', M) has an inverse given by

@O, M)y =T -I"Y(M+ (@ -IT)T - 1)),

so that (5, o) is indeed a group. This shows that = (4,7, G) is indeed again a
regularity structure. Furthermore, the mapG — G given by j(I, M) = T'is a
group homomorphism which verifies that, for every= 7' andI” € G, one has the
identity

(T, M))a =Ta=1""'Ta,0) =~ (T, M)a .

This shows thatand; do indeed define a canonical inclusigh C 7, see Section 2.1.
Itis now very easy to exterifito the image of all o¥" in 7". Indeed, for any: € V/,
we have a unique decomposition= ag + a; with ag € W anda; € W. We then set

Z(a,0) = (Zao, a1) -

Sincea; = 0 for a € W, one has indeedia = Z(a,0) = (Za,0) = Za in this
case, as claimed in the statement of the theorem. As far aabi$teact part of our
construction is concerned, it therefore remains to vehit defined in this way does
verify our definition of an abstract integration map. ThetthatZ: V,, — T,y 4 is a
direct consequence of the fact that we have sinmalgtulatecthat0 & W C Taﬁg.
Since the action of on T did not change in our construction, one still H&E = 0.
Regarding the third property, for anj (M) € G and every:, = a; +ay € V as above,
we have
Z(T, M)(a,0) = Z(T'a,0) = (ZTay + Z(Tas — az), az) ,
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where we use the fact thBui, — as € V' by the structural assumption (5.21) we made
at the beginning of this proof. On the other hand, we have

(T, M)I(a,0) = (U, M)(Zay, as) = (TZay + Z(Tas — as) + Mag, as) ,

so that the last property of an abstract integration maysis satisfied.
_ Itremains to provide an explicit formula for the extendedd®iqlL, I'). Regarding
II, forb € W andz € R?, we simplydefineit to be given by

I, (a,b) = ya + / K(-, 2)(Ib)(dz) — I, T ()b (5.23)
Rd

whereJ is given by (5.11), which guarantees that the mddegalisesk for Z on V.
Again, this expression is only formal and should really kerpreted as in (5.13). It
follows from Lemma 5.19 below that the sum in (5.13) converged that it further-
more satisfies the required bounds when tested against sriesttfunctions that are
localised near:. Note that the mapl, +— I1, is linear and does not depend at all on
the realisation of'. As a consequence, the bound on the difference between i@ ex
sions of different regularity structures follows at onceremains to definé“wy xe
and to show that it satisfies both the algebraic and the dcalytonditions given by
Definition 2.17.

We set

Toy = Ty, Myy),  Muyb = J(@)uyb — Tuy T ()b . (5.24)
By the definition of7, the linear map\/,,,, defined in this way does indeed belong to
M *7. Making use of Lemma 5.16, we then have the identity
fry © IA‘yz = (nyFyZv Foy(T@Ly. — 12T (2)) + T (@) 0y — Loy T ()
+ (PpyZ —IT )Ty — 1))
= (sz; _szj(z) + nyj(y)ryz + j(w)rxy - Fwyj(y)
+ (j(x)rmy - Fwyj(y))(ryz - 1))
= (FIZ, j(x)rxz - szj(z)) ,

which is the first required algebraic identity. Regarding skecond identity, we have
ﬁxfxy(aa b) = ﬁx (Fwya + I(chyb - b) + j(m)rxyb - Flyj(y)ba b)

=1Il,a+ / K(, 2)I1(Tyyb — b)(d2z) — o T (x)(I'zyb — b)
Rd
+ 1L, T (@) eyb — 1L, T (y)b + / K(-, 2).b(dz) — 1, T (x)b
Rd

=1Il,a+ / K (-, 2)IL,b(dz) — 11, T (y)b
R4
= I, (a, b) . (5.25)

Here, in order to go from the first to the second line, we useddbt thatZ realisesk’
for Z on W by assumption.

It then only remains to check the boundf)py stated in (2.15). Sincﬁwy(a, 0) =
(I'zya, 0), we only need to check that the required bound holds for etesof the form
(0,b). Note here that((,b) € T,,, 1 , but that §,0) € T,,, . As a consequence,

|IZ@ayb = Oy = [Tayb = bllo—5 S llz = yllgm O~ = |lo — y||=*P77
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as required. It therefore remains to obtain a similar boumthe term||M,,b. In
view of (5.24), this on the other hand is precisely the contéi.emma 5.21 below,
which concludes the proof. 0O

Remark 5.17 Itis clear from the construction that is the “smallest possible” exten-
sion of 7 which is guaranteed to have all the required propertiesofnesparticular
cases it might however happen that there exists an evenesreatension, due to the
fact that the matrices/,, appearing in (5.24) may have additional structure.

The remainder of this subsection is devoted to the proofofjtrantitative estimates
given in Lemma 5.19 and Lemma 5.21. We will assume withouhtrrrestating it
that some regularity structurg = (A, T, G) is given and thak is a kernel satisfying
Assumptions 5.1 and 5.4 for somie> 0. The test function&(;;. , introduced in (5.14)
will play an important role in these bounds. Actually, Welwuhcounter the following
variant: for any multindex and fora € R, set

" (y — x)
Khe,() = DiKa. ) — Y LD ),
|k4-£]s <a+p ’

so thatK}} ,, = K{'%,. We then have the following bound:
Lemma5.18 Let K" oy be as aboveg ¢ T, for somea € A, and assume that
a + B ¢ N. Then, one has the bound

« n e —|k|s
|(Tya) (KE2 )| S 1M lass, (1 + [Tllass,) Y 27 |z — ylla ™7 (5.26)
>0

and similarly for|(I1,a) (K '+,)|. Here, the sum runs over finitely many strictly pos-

itive values and we used the shorthafg for the ball of radius2 centred arounde.
Furthermore, one has the bound

(T — Tya) (K5 ) S (I = 1| ass, (14 ITflass,) + [T lags, T = Tllass.)
« 225n||$ o y|‘g+a+ﬁ*|k|ﬁ , (527)
6>0

(and similarly forII, — II,) for any two model$II, I') and (I, ).

Proof. It turns out that the cases+ 3 > |k|s anda + 8 < |k|s are treated slightly
differently. (The case+ = |k|s is ruled out by assumption.) Inthe case 8 > |k|s,
it follows from Proposition A.1 that we can expreﬁéggy as

Ko ()= > / DK, (y + h, 2) Q% — y, dh) , (5.28)
LEDA,

where 4, is the set of multiindices given by, = {¢ : |k + {|s < a + 8} and the
objects) A, andQ’ are as in Proposition A.1. In particular, note tta > a+38—|k|s
for every term appearing in the above sum.

At this point, we note that, thanks to the first two properireBefinition 5.1, we
have the bound

|(ILya) (D Ky, )| S 2FHenmen=bn 1T o, (5.29)
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uniformly over ally with ||y — z||s < 1 and for alla € T,,. Unfortunately, the function
D*+K, is evaluated aty + h,z) in our case, but this can easily be remedied by
shifting the model:

(ILya) (DY Koy + hs ) = (Myanlysn a) (DY Koy + b, )
S D hfjgcalkrtln=in=pn, (5.30)
(Lo
where the sum runs over elementsAn(in particular, it is a finite sum). In order to
obtain the bound on the second line, we made use of the prep&2t15) of the model.

We now use the fact th@’(y—z, -) is supported on valuéssuch that|h s < ||z—y]s
and that

d
Oy — xR <[ lyi — il < Jlw—yli¥'= . (5.31)

1—1
Combining these bounds, it follows that one has indeed

(T, a) (K22,)] S Zl\:r oS H gl tlon=cnpn.

where the sum runs over finitely many values¢oénd ¢ with ( < « and|¢|s >

a + 8 — |k|s. Since, by assumption, one hast 8 ¢ N, it follows that one actually

has|¢|s > a + 8 — |k| for each of these terms, so that the required bound follows at

once. The bound withl, replaced by, follows in exactly the same way as above.
Inthe casev+ 8 < |kl|s, we haveK[:2 (z) = DY K, (z, z) and, proceeding almost

exactly as above, one obtains

|(Iza) (DY K, (w, )| < 2lFlen—em=fn
(I1ya) (D K, D] S 3 o = yllg= 2o

(<a

with proportionality constants of the required order.
Regarding the bound on the differences between two modedsproof is again
virtually identical, so we do not repeat it. 0O

Definition 5.9 makes sense thanks to the following lemma:

Lemma 5.19 In the same setting as above, for amye A with o + 5 & N, the right
hand side in (5.13) witlh € T,, converges absolutely. Furthermore, one has the bound

> [ L) 6200 dy S 3 M, (04 Tls) . (5:32)

n>0

uniformly over allz € R¢, all X € (0, 1], and all smooth functions supported (1)
with [|¢)[lc- < 1. Here, we used the shorthand notatign = S2 4, and &, is as
above. As in Lemma 5.18, a similar bound holdsgr— II, but with the expression
from the right hand side of the first line of (5.18) replacedliy expression appearing
on the second line.

Remark 5.20 The condition thatx + 5 ¢ N is actually known to be necessary in
general. Indeed, it is possible to construct examples aftfons f € C(R?) such that
K « f ¢ C*(R?), whereK denotes the Green’s function of the Laplacian [Mey92].
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Proof. We treat various regimes separately. For this, we obtaiaraggy the bounds

(@) (Kye) S I, (14 [ Tllas,) Y lz = ylle ™42, (5.33a)
6>0

[ )7, 020 o S W, SN0 (5.330)
6>0

for ||z — y||ls < 1. Both sums run over some finite set of strictly positive iredié.
Furthermore, (5.33a) holds wheneyer— y||s < 27", while (5.33b) holds whenever
2™ < \. Using the expression (5.13), it is then straightforwarghow that (5.33)
implies (5.32) by using the bound

| = sy 5
R

and summing the resulting expressions aver

The bound (5.33a) (as well as the corresponding versiomédifference between
two different models for our regularity structure) is a partar case of Lemma 5.18,
so we only need to consider the second bound. This boundyauseful in the regime
27" < ), so that we assume this from now on. It turns out that in thée cthe bound
(5.33b) does not require the use of the ideriity= I1,.I",.., so that the corresponding
bound on the difference between two models follows by liitgafor fixedn, it follows
from the linearity ofll,a that

| e, )02 dy = (o) ( [ K, () 020 dy)

We decompos&’;., . according to (5.14) and consider the first term. It followenfir
the first property in Definition 5.1 that the function

YA() = / Koy, 2) 42) dy (5.34)
Rd

is supported in a ball of radius\ aroundz, and bounded by2—#"\~Isl for some
constantC. In order to bound its derivatives, we use the fact that
DFyp)
Dy =S 20 [ b ) o) dyt [ Dy, ) R dy
" k<t k' Rd Rd

where the remaindet,, () satisfies the bound?, ()| < A~1=1¢s |z—y|/*. Making

use of (5.4) and (5.5), we thus obtain the bound

sup| DY M 2)| < Zg*ﬁnx\slflklﬁ | 9—Bny~lsl-Is
z€R? )

< 9= Any=lsl=lts (5.35)
Combining these bounds with Remark 2.21, we obtain the agtim
() (V)] S A270m.

It remains to obtain a similar bound on the remaining termthédecomposition of
K. . Thisfollows if we obtain a bound analogous to (5.35), bute test functions

niya:

22 (2) = DL, (z, 2) / (v — 2) X dy -
R
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These are supported in a ball of radiis* aroundz and bounded by a constant mul-
tiple of 2(¢ls+IsI=An)\I¥l-  Regarding their derivatives, the bound (5.4) immediately
yields

Sup'DkZTAL e(z)l 5 2(|€|5+|k|5+‘5|—ﬂ)n)\w‘5 .

z€R? '

Combining these bounds again with Remark 2.21 yields thmatt
|(Hza)(Z,)1‘,g)| < o(llls—a=B)n |45

Since the indice$ appearing in (5.14) all satisfy|; < « + /3, the bound (5.33b) does
indeed hold for some finite collection of strictly positivedicess. O

The following lemma is the last ingredient required for thieqd of the extension
theorem. In order to state it, we make use of the shortharationt

Ty = T (@) 0y — Tuy TW) (5.36)

where, given a regularity structurg and a modell(, I'), the mapJ was defined in
(5.11).

Lemmab5.21LetV C T be a sector satisfying the same assumptions as in Theo-
rem 5.14. Then, for every € A, a € V,,, every multindeX with |k|; < o+ 3, and
every pair(z, y) with || — y||s < 1, one has the bound

«@ —|k|s
(Tay @)l S IMass, (1 + [Tllass, )l — ylla TP 1He (5.37)

where &, is as before. Furthermore, if we denote nyy the function defined like
(5.36), but with respect to a second mogél I'), then we obtain a bound similar to
(5.37) on the differencg,,a — J.,a, again with the expression from the right hand
side of the first line of (5.18) replaced by the expressioreappg on the second line.

Proof. For any multiindext with |k|; < o + 3, we can rewrite théth component of
Jzya as

=3 ( Y MoraDiKE) (539

" 120 [kl —B<y<a

Y,
- Y S a0 K. )

?!
|é|5<a+ﬂ—‘k‘5

ger 1 n,k
= E ijy a.

n>0

As usual, we treat separately the cages- y||s < 27" and||z — y||s > 27". In the
casel|lz — ylls < 27", we rewrite 77" a as

Tika = (Mya)(KEe) = Y (1.9, Twya) (D Kn(,-)) - (5.39)
’Yglklﬁ_ﬁ

The first term has already been bounded in Lemma 5.18, ygehlinound of the type
(5.37) when summing over the relevant values:ofRegarding the second term, we
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make use of the fact that, far < « (which is satisfied sincé|; < « + ), one has
the bound|T,yall, < |lz —ylls~ 7. Furthermore, for any € T',, one has

(IL,b) (DE K (2, ) < ||b]j20H= == (5.40)

In principle, the exponent appearing in this term might saniAs a consequence of our
assumptions, this however cannot happen. Indeedisifsuch thaty + 3 = |k|s, then
we necessarily have thatitself is an integer. By Assumptions 5.3 and 5.4 however,
we have the identity

(be)(D];Kn(:r, ) =0,

for everyb with integer homogeneity.
Combining all these bounds, we thus obtain similarly to betbe bound

n [e4 —|k|ls+056n
ToEal < M ask, (1 + [Dllass,) Y o —ylla T Herogon (5.41)
>0

where the sum runs over a finite number of exponents. Thisesn is valid for all
n > 0 with ||z — y||s < 27", Furthermore, if we consider two different moddilg ()
and (I,T), we obtain a similar bound on the differengg;*a — J;%*a.

In the casd|x — y||s > 27", we treat the two terms in (5.38) separately and, for
both cases, we make use of the bound (5.40). As a consequenobtain

(TiFal S Y0 e —ylem20Mefmn
|k|ﬁ*B<’YS0‘

£ s -
+ Z ||$_yH|5| o([kls +[€ls=B—c)n ,
‘Z‘5<a+ﬁ7‘k‘ﬁ

with a proportionality constant as before. Thanks to oun@ggions, the exponent of
2™ appearing in each of these terms is always stristigative We thus obtain a bound
like (5.41), but where the sum now runs over a finite numbexkpbaents with § < 0.
Summing both bounds over we see that (5.37) does indeed holdfgy,. In this case,
the bound on the difference again simply holds by linearity. 0O

5.2 Multi-level Schauder estimate

We now have all the ingredients in place to prove the “multiel Schauder estimate
announced at the beginning of this section. Our proof haséasiflavour to proofs of
the classical (elliptic or parabolic) Schauder estimat@sgiscale-invariance, like for
example [SIm97].

Proof of Theorem 5.12We first note that (5.16) is well-defined for evérwith |k|s <
~ + B. Indeed, it follows from the reconstruction theorem andabksumptions o
that

(Rf =L f(@))(Df Kn(z, ) S 20He=P=0m, (5.42)

which is summable since the exponent appearing in this egjmme s strictly negative.
RegardingC, f — K, f, we use (3.4), which yields

(Rf = Rf = o f(2) + L f(2)) (D} Ko, )| (5.43)
S 2= f flm + 1T = T05)
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where the proportionality constants depend on the bounds ¢nand the two models.
In particular, this already shows that one has the bounds

1Ky fllross S Wiz s WS f = Ky Fllvrgis S IS5 Fllyer + I =105

so that it remains to obtain suitable bounds on differenegéséden two points.
We also note that by the definition &, and the properties &f, one has fof ¢ N
the bound

1K f(@) = Loy Ky fW)le = 120 (x) = Tay fW)lle S 1/ (@) = Loy f(W)le-5

S Ml = yll7777,

which is precisely the required bound. A similar calculatalows to bound the terms
involved in the definition of|iC, f; K., f]l,+ 4.4, SO that it remains to show a similar
bound for¢ € N.

It follows from (5.19), combined with the fact th@atdoes not produce any compo-
nent inT by assumption, that one has the identity

(Fzylcfyf(y))k - (wa(x))k = (FzyN’yf(y))k - (N’yf(z»k

so our aim is to bound this expression. We decompgsas/ = >, .,J™ and

Ny = 3,50 N, where thenth term in each sum is obtained by replacikigby

K, in the expressions fa7 and.\,, respectively. It follows from the definition of
N, as well as the action df on the space of elementary polynomials that one has the
identities

C A0 s - Y Ry ) (DK )

'|k+e\ <y+8 o
(T @y fO) = 75 Z 1L, QsTy f (W) (DI K2, ) (5.44)
6eBk
(T = 15 3 (L0 f@) (DL, )
dE€ By

where the seBy is given by
By,={0€A: |kls—8<d<~}.

(The upper bound appearing inB actually has no effect since, by assumptifmas
no component irffs for § > ~.) As previously, we use different strategies for small
scales and for large scales.

We first bound the terms at small scales, i.e. wheh < ||z —y]|s. In this case, we
bound separately the termé™ f, T',, NI f, and.7")(z)(Ty, f(y) — f(x)). In order
to bound the distance betwegh, f andK, f, we also need to obtain similar bounds
on Nﬁ")f - ann)f?v me/\@")f - fmyj{/§”)f, as well as7™ (z)(Tzy f(y) — f(2)) —
J™(2) (T4, f(y) — f(x)). Here, we denote by the same function ag, but defined
from the model {1, I"). The same holds fo\/,.

Recall from (5.42) that we have fov(") f the bound

(NI f (=), | S 20kl =B=m (5.45)
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so that, since we only consider indidesuch thatk|; — 5 — v < 0, one obtains

— k| s
oo W @) S =yl
n:27n<lz—ylls
as required. In the same way, we obtain the bound

Z |(N§n)f(x)—/\_f§n)f(x))k| < ”w_y”f-w—llqﬁ(

n: 27 <|lz—ylls

f; f'"’y,fi—’—lln_ﬁ'"y,ﬁ) '

where we made use of (5.43) instead of (5.42).
Similarly, we obtain for(I",, N f(y)), the bound

ls —_B—
|(Fzy~/\/:$n)f(y))k| < Z | — yHL ls (|k-+Lls —B—7)n
[k+els <y+B

Summing over values of with 27" < ||« — y||s, we can bound this term again by a
multiple of ||x — ny”_‘k‘s. In virtually the same way, we obtain the bound

(T NV f — Ty NI ), |
+y—lkls 7 =
Sl =l 8™ g5 Pl + T - 10

v; R + ||F - fH'y-i—,@;;i) '

where rewrote the left hand side &,( — L'y, )V f + Ly, (N f — NI f) and then
proceeded to bound both terms as above.

We now turn to the term involving7. From the definition of7, we then
obtain the bound

(TP (@) Cay f@) = F@)) = D (M Qs(Tay f(y) — f(@) (DKo (,-)

dE By,
S Nl — yl|3 02Uk =A=on (5.46)

dE By

It follows from the definition ofBy, that|k|s — 8 — 6 < 0 for every term appearing in
this sum. As a consequence, summing ovenalch thaR=" < ||z — y||s, we obtain

a bound of the ordefzr — yHZJFﬂ_‘k‘s as required. Regarding the corresponding term
arising infC,, f — K., f, we use the identity

I Q5(Lay f(y) — f(2)) — ﬁf Qs(Lay fy) — fla)) (5.47)
11 Q5 (f(2) = f(@) = Loy f(y) + Tay f )
and we bound both terms separately in the same way as abok&égnsse of the
definition of || f; f||... in order to control the second term.

It remains to obtain similar bounds on large scales, i.ehéregime2=" > ||z —
yl|s- We define

Tk 7k!((j\/'§")f)(:r) + T (@) f(2)),, ,
T Z R(Cay N )W) + T @0y f 1) -
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Inspecting the definitions of these terms, we then obtairdietities

TE= (Y MLQcf@ - Rf)(DiKa(, ),

¢<|kls—B
TF= Y (O fW)(DfKn(z, "))
¢>|k|s—8
_ ?
- Y s - RADE K.
|k+-£]s <v+8 ’

Adding these two terms, we have

T+ T = (I, f(y) — RE(EED) (5.48)
— Y (Qc(Tay f(y) — F(@))) (D Kn(x,)) .
<§|k|5_ﬂ

In order to bound the first term, we proceed similarly to thegpiof the second part of
Lemma 5.18. The only difference is that the analogue to thé#nd side of (5.30) is
now given by

(I, f(y) — RA(DITEL(7,7) = [z f(7) — RF(DH KL, )) (5.49)
+ (I (Tyy f) — F@))) (DY K (3. ) s

where we sef = y + h. Regarding the first term in this expression, recall frord25.
that
(T £(7) — RF)(DEH K, (g, )| S 20F+e=6=1n

Sinceg + v ¢ N by assumption, the exponent appearing in this expressialwesys
strictly positive, thus yielding the required bound. Theresponding bound ok, f —
K., f is obtained in the same way, but making use of (5.43) insté&6l42).

To bound the second term in (5.49), we use the fact fhatD” which yields

(T3 (Dyy f @) — F@))(DF K@, )) S [l — g3~ C20h ==

657

We thus obtain a bound analogous to (5.30), witheplaced byy. Proceeding anal-
ogously to (5.47), we obtain a similar bound (but with a peeda||l" — T, 5.5 +
Il7; f|||w§) for the corresponding term appearing in the differencevben/C, f and
K., f. Proceeding as in the remainder of the proof of Lemma 5.1&hee obtain the
bound

(L, f () = ROEEIN S D27 o =yt (5.50)

5>0
where the sum runs only over finitely many value® offhe corresponding bound for
the difference is obtained in the same way.
Regarding the second term in (5.48), we obtain the bound

(I Q¢ (Tay f(y) — @) (DY K, )| S ||z — g3 ¢20He =079,

At this stage, one might again have summability problengs=#f |k|; — 5. However,
just as in the proof of Lemma 5.21, our assumptions guardgh#gesuch terms do not
contribute. Summing both of these bounds over the relevanoesg ofn, the requested
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bound follows at once. Again, the corresponding term ingdlin the difference can
be bounded in the same way, by making use of the decompogitién).

It remains to show that the identity (5.17) holds. Actually,the uniqueness part
of the reconstruction theorem, it suffices to show that, for suitable test functiog
and anyr € D, one has

(LK f (@) = K+ Rf)(Sa ) S A

for some strictly positive exponeft Writing ¢} = Sng/; as a shorthand, we obtain
the identity

(ILKf(x) = K *Rf)(W3)

Z/< > (i, ng(ﬂ)(Kn(yw)* > v /! 2 Dk, ))

n>0 CeA [£]s<C+B

YYD o ) (D)
CEA|U]s<C+B e

+ LRS- T f@)(DEK e, )

[kls <v+B

— (Rf)(Kn(y, -)>> V() dy
-y / (I, /() — RAK L)) dy -

n>0

It thus remains to obtain a suitable bound @k, f(z) — Rf)(K}.,.)- As is by now
usual, we treat separately the ca8e8 < \.

In the cas&~"™ > )\, we already obtained the bound (5.50) (with= 0), which
yields a bound of the order of+# When summed over and integrated against).
Inthe case@ ™" < \, we rewritek). . a

[2]s <v+B :

and we bound the resulting terms separately. To bound thestiewolving derivatives
of K,,, we note that, as a consequence of the reconstruction theave have the
bound
(L, f(9) = RSN Dy Koz, )| S 207070
Since this exponentis always strictly negative (becaus® ¢ N by assumption), this
term is summable for large. After summation and integration against, we indeed
obtain a bound of the order of'*+” as required.
To bound the expression arising from the first term in (5.8&) rewrite it as

/ (I, £ (@) — R Ky, ) 02 ) dy = (o fla) — RV,

whereY,} is as in (5.34). It then follows from (5.35), combined witketieconstruction
theorem, that

|, f(z) — REYN| S 277
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Summing over alh with 2= < ), we obtain again a bound of the ordert?, which
concludes the proof. 0O

Remark 5.22 Alternatively, it is also possible to prove the multi-lei@thauder esti-
mate as a consequence of the extension and the reconstringt@rems. The argument
goes as follows: first, we add o one additional “abstract” elemehtvhich we decree
to be of homogeneity. We then extend the representatioh ') to b by setting

ILbERf I f(x), Tuyb—b= f(2) —Tuyfy) -

(Of course the groug: has to be suitable extended to ensure the second identity.) |
is an easy exercise to verify that this satisfies the requatgebraic identities. Fur-
thermore, the required analytical boundsldrare satisfied as a consequence of the
reconstruction theorem, while the boundslbare satisfied by the definition @17.

Settingf(:z:) = f(z) + b, it then follows immediately from the definitions that
fo(x) = R f for everyz. One can then apply the extension theorem to construct an
elementZb such that (5.12) holds. In particular, this shows that thesfion £ given
by

F(z) =Tf() + J(2)f(2),

satisfiesIl, F(z) = K * Rf for everyz. Noting thatl',, F(z) = F(y), it is then
possible to show that on the one hand the map F(z) — Zb belongs toD”+#, and
that on the other hand one h&¢z) — Zb = (K f)(z), so the claim follows.

The reason for providing the longer proof is twofold. Fiistis more direct and
therefore gives a “reality check” of the rather abstractstarction performed in the
extension theorem. Second, the direct proof extends toabe of singular modelled
distributions considered in Section 6 below, while the shogument given above does
not.

5.3 The symmetric case

If we are in the situation of some symmetry grogpacting on.7 as in Section 3.6,
then it is natural to impose thaf is also symmetric in the sense tha(7,z, T,y) =
K (x,y), and that the abstract integration nfapommutes with the action o# in the
sense thad/,7 = ZTM, for everyg € .7.

One then has the following result:

Proposition 5.23 In the setting of Theorem 5.12, assume furthermore that @etes
symmetry group” acts onR? and on.7, that K is symmetric under this action, that
(I1,T) is adapted to it, and thaf commutes with it. Then, jf € D is symmetric, so
is K, f.

Proof. Forg € ., we write again its action oR” asT,z = A,z + b,. We want to
verify that M, (KC,, f)(T,z) = (K5 f)(x). Actually, this identity holds true separately
for the three terms that make ¥p, f in (5.15).

For the first term, this holds by our assumptionn To treat the second term,
recall Remark 3.37. With the notation used there, we havaltdity

k n
ma@ma= 3 S [ Dt @)

|kls <
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- S A ey 1

k
‘k‘sfa
Xk s
= Z o / DY K (x, 2) (I, Mya)(dz) = J(x)Mya ,
‘k‘sfa ’

as required. Here, we made use of the symmetty p€ombined with the fact that,,
is an orthogonal matrix, to go from the second line to thedthithe last term is treated
similarly by exploiting the symmetry dR f given by Proposition 3.38. |

Finally, one has

Lemma 5.24 In the setting of Lemma 5.5, K is symmetric, then it is possible to
choose the decompositidt = K + R in such a way that botl and R are symmetric.

Proof. Denote by the crystallographic point group associatedfo Then, given any
decomposition’ = Ky + Ry given by Lemma 5.5, it suffices to set

K@:lzmm,fm:éme.

|g| AcY AcY

The required properties then follow at once. O

5.4 Differentiation

Being a local operation, differentiating a modelled disition is straightforward, pro-
vided again that the model one works with is sufficiently ribkenote byD; the (usual)
derivative of a distribution oiR? with respect to théth coordinate. We then have the
following natural definition:

Definition 5.25 Given a sectol/ of a regularity structure7, a family of operators
2;: V — T is an abstract gradient & with scalings if

e one has%;a € T,,_, for everya € V,,

e one had'Z;a = Z;I'a for everya € V and every.

Regarding the realisation of the actual derivatiéhswe use the following defini-
tion:

Definition 5.26 Given an abstract gradiest as above, a modell, I") on R¢ with
scalings is compatible withZ if the identity

Dl-H_T,a = ngla f
holds for everys € V and everyr € R%.

Remark 5.27 Note that we do not make any assumption on the interplay teetee
abstract gradien¥ and the produck. In particular, unless one happens to have the
identity Z;(a x b) = a x 2;b + Z;a x b, there is absolutely na priori reason forcing
the Leibniz rule to hold. This is not surprising since ounfi@vork can accommodate
[td integration, where the chain rule (and thus the Leilvoie) fails. See [HK12] for a
more thorough investigation of this fact.
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Proposition 5.28 Let 2 be an abstract gradient as above and fet D (V) for some
8 > s; and some moddlll,I") compatible withZ. Then,%;f € ngg;: and the
identityR%; f = D;Rf holds.
Proof. The fact thaty; f € Dﬁ:i:ﬁ is an immediate consequence of the definitions, so
we only need to show th& 2, f = D;Rf.

By the “uniqueness” part of the reconstruction theorens tin the other hand
follows immediately if we can show that, for every fixed teshétion and every
x € D, one has

(I, 2 f(x) = DiRF)WD) S X°,

for somes > 0. Here, we defined} = S+ as before. By the assumption on the
modelll, we have the identity

(. 2; f(x) — DiRf)(2) = (DL, f(x) — DiRf)(¥)) = —(IL, f(x) — Rf)NDi3) -

Since Dy = A=%D}, D;v, it then follows immediately from the reconstruction
theorem that the right hand side of this expression is ofroxde®:, as required. O

Remark 5.29 The polynomial regularity structures; , do of course come equipped
with a natural gradient operator, obtained by settind(; = d;;1 and extending this
to all of T' by imposing the Leibniz rule.

Remark 5.30 In cases where a symmets¥ acts on7, it is natural to impose that the
abstract gradient is covariant in the sense thatdf. acts orR? asTyz = A,z + b,
andM, denotes the corresponding action’Bythen one imposes that

d
M, T =Y AT,

j=1
for everyr in the domain of7. This is consistent with the fact that

(HlMg@ﬂ')(w) = (HTQJ,@zT)(Tgw) = (DZHTQIT)(Tgw)
= — (g, 7)(DiTi) = — A (g, ,7)(TED;)
= —AY (I, M,7)(Dje) = A (T1,2; MyT)(¥)

where summation overis implicit. It is also consistent with Remark 3.35.

6 Singular modelled distributions

In all of the previous section, we have considered situatishere our modelled dis-
tributions belong to some spa&®’, which ensures that the bounds (3.1) hold locally
uniformly in R%. One very important situation for the treatment of initiahditions
and/ or boundary values is that of functiofisR? — 7" which are of the clas®” away
from some fixed sufficiently regular submanifai{think of the hyperplane formed by
“time 0, which will be our main example), but may exhibit a singuifaon P.

In order to streamline the exposition, we only consider thigecwhereP is given
by a hyperplane that is furthermore parallel to some of theoi&al basis elements
of R%. The extension to general submanifolds is almost immediBieoughout this
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section, we fix again the ambient spa&R@and its scaling, and we fix a hyperplane
P which we assume for simplicity to be given by

P={zeR:2;=0, i=1,...,d}.

An importantrole will be played by the “effective codimems? of P, which we denote

by
m=s;+...+5;7. (6.1)

Remark 6.1 In the case wheré is a smooth submanifold, it is important for our
analysis that it has a product structure with each factavrigghg to a subspace with
all components having the same scaling. More precisely,omgider a partition” of
the set{1,...,d} into J disjoint non-empty subsets with cardinalitiés; 3]:1 such
thats; = s, if and only if ; andj belong to the same element 8f. This yields a
decomposition

RY~RM x ... x R% .

With this notation, we impose thdt is of the formM; x ... x M ;, with each of the
M being a smooth (or at least Lipschitz) submanifoldRdf. The effective codimen-

sionm is then given bym = Z'j]:l m;, wherem; is the codimension oM in R%,
multiplied by the corresponding scaling factor.

We also introduce the notations
lzllp =1Ads(z, P), 2, yllp =llzllp Allyllp -
Given a subse& c R?, we also denote by p the set
fp={(z,y) R\ Py’ : x#y and |z —ylls <|z,yllr}.

With these notations at hand, we define the spdzge$ similarly to D7, but we intro-
duce an additional exponemtontrolling the behaviour of the coefficients néarOur
precise definition goes as follows:

Definition 6.2 Fix a regularity structureZ and a modell{, I'), as well as a hyperplane
P as above. Then, for any > 0 andn € R, we set

e [ f@)lle e [ f@)lle
£ lly,mss £ sup sup =00 00~ msa £ sup sup —r
wef\P <y ||z|| wer\P o<y ||z||’h

The space};" (V) then consists of all functiong: R\ P — T such that, for every
compact seR C R?, one has
def Il f(x) — Fzyf(y)”l

NNy e = [1fllyme +  sup sup = —
@wesr <y |z = yl|I~ N,y

(6.2)

Similarly to before, we also set

|||fa ﬂ"'ynﬂ = Hf - fTH'y-,n;ﬁ + Ssup sup

(@) ERp (< lz -yl

Nyl

Remark 6.3 In the particular case o = .7; , and (I, I') being the canonical model
consisting of polynomials, we use the notat@h”(V) instead ofD})," (V).
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At distances of ordet from P, we see that the spacés),” and D" coincide.
However, ifR is such thatl;(x, P) ~ A for all x € &, then one has, roughly speaking,

I Wy s ~ X Ml (6.3)

In fact, this is not quite true: the components appearingénfirst term in (6.2) scale
slightly differently. However, it turns out that the first inad actually follows from
the second, provided that one has an order one bountisomewhere at order one
distance fromP, so that (6.3) does convey the right intuition in most situzs.

The space® ;" will be particularly useful when setting up fixed point argembs
to solve semilinear parabolic problems, where the soluidribits a singularity (or at
least some form of discontinuity) &it= 0. In particular, in all of the concrete examples
treated in this article, we will hav® = {(¢,z) : ¢t = 0}.

Remark 6.4 The spac®}, doesnotcoincide withD”. This is due to the fact that our
definition still allows for some discontinuity &. However,D);” essentially coincides
with D7, the difference being that the supremum in (6.2) only rurexr @ements in
Rp. If Pisahyperplane of codimensidnthenf(x) can have different limits whether
2 approache# from one side or the other.

Definition 6.2 is tailored in such a way thatsf is of bounded diameter and we
know that
supllf(@)]l¢ < oo
L<~y
for somexr € R\ P, then the bound on the first term in (6.2) follows from the bdun
on the second term. The following statement is a slightlfedént version of this fact
which will be particularly useful when setting up local fixpdint arguments, since it
yields good control orf (x) for = nearP.
Forz € R? ands > 0, we write S,z for the value

Sba = (621, ..., 004, Tgy1,- - Td) -
With this notation at hand, we then have:

Lemma 6.5 Let 8 be a domain such that for every = (x1,...,24) € K, one has
Sbx € A foreverys € [0,1]. Let f € D" for somey > 0 and assume that, for
every/ < n, the mapr — Q, f(x) extends continuously to all ¢fin such a way that
Qf(z) = 0forx € P. Then, one has the bound

Hfﬂ%n;ﬁ 5 |||f|||%77;ﬁ ,

with a proportionality constant depending affinely (R[]« Similarly, letf € D"
with respect to a second modgl, I') and assume this time tham,, p Qu(f(z) —
f(x)) = 0 for everyl/ < n. Then, one has the bound

l]f - f”%n;ﬁ S |||f7 f|||%n;ﬁ + ||F - f”v;ﬁ("um%n;ﬁ + |||f|||%n;ﬁ) J
with a proportionality constant depending again affinely|dH|.,. s and||T'[| ..

Proof. Ford,(x, P) > 1 or ¢ > n, the bounds follow trivially from the definitions, so
we only need to consider the cagdx, P) < 1 and/ < 7. We then setr,, = S3 "«
andz,, = S%x. We also use the shorthaiiy = Iy, 12, and we assume without
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loss of generality thaff|.,.« < 1. Note that the sequenas, converges ta:,, and
that

2n+1 = @nlls = 201 = 2solls = lensalle =27 Vallp . (6.4)

The argument now goes by “reverse induction” &n Assume that the bound
If(@)|[m < |lzlI5™ holds for allm > ¢, which we certainly know to be the case
when/ is the largest element iA smaller tham since then this bound is already con-
trolled by || f||.,:%. One then has

1 Gensa) = Fn)le < 11fGnsa) = Taf Ga)le + (1= Tu) fGn) o (6.5)
S 2Ol 4 30 27l 2Tl
m>/

S22,

where we made use of the definition [pf{| .« and (6.4) to bound the first term and
of the inductive hypothesis, combined with (6.4) and therfatsuonI” for the second
term. It immediately follows that

LF@le = /@) = fao)le < D 1 @nn) = flan)le S D 27" a3

n>0 n>0

which is precisely what is required for the first bound to holdere, the induction
argument orf works becausel is locally finite by assumption. B
The second bound follows in a very similar way. Settfg= f — f, we write

||5f(zn+1) - 5f($n)H€ < ”f(szrl) - f(anrl) - an(xn) + f‘nf(xn)H@
+ H(l - Fn)f(wn) - (1 - f‘n)f(wn)llé .

The first term in this expression is bounded in the same wap@sgea The second term
is bounded by

100 =T) f () = (= T) fallle < 27" 2l 5 ULF Pl + 1T = Tllos)
from which the stated bound then also follows in the same \g8abave. 0O

The following kind of interpolation inequality will also heseful:

Lemma6.6 Lety > 0 andx € (0,1) and let f and f satisfy the assumptions of
Lemma 6.5. Then, for every compact.8ebne has the bound

7l rne r 11—k
|||f7 f|||(1—ﬁ)%n;ﬁ < l]f - f[l ,n;ﬁ(mfm%n;ﬁ + |||f|||%777ﬁ) )
where the proportionality constant depends|dH|.,. s + ||T'[.5.

Proof. All the operations are local, so we can just as well take R?. First, one then
has the obvious bound

17(@) = Tayf () = F@) + Tay F@lle < (Ul + Uyl = 93 Nyl

On the other hand, one also has the bound

1£@) = Tay f@) = F@) + Tay FO)le S 0f = Flvnllyll B "
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where the proportionality depends on the sizeE ahdl'. As a consequence of these
two bounds, we obtain

1£@) = Tay f@) = F@) + Tay FOe S 0F = FI5 U v + 1) ™"

x o =yl 3 OOy O
_ - 1— _ .y —(1—
SUF = F05 U vy + U )"l = IS, g 7

which is precisely the required bound. Here, we made useeofatt that we only
consider points withz — y||s < ||z, y|| p to obtain the last inequality.

Regarding the bound ofif(xz) — f(x)||,, one immediately obtains the required
bound

1£G) = F@lle S 0F = F050 08 by + 1) " 237"
simply because botf - [, and| - ||,,, dominate that term. 0

In this section, we show that all of the calculus developeithinprevious sections
still carries over to these weighted spaces, provided tea¢xponents are chosen in
a suitable way. The proofs are mostly based on relativedyggitforward but tedious
modifications of the existing proofs in the uniform case, sowill try to focus mainly
on those aspects that do actually differ.

6.1 Reconstruction theorem

We first obtain a modified version of the reconstruction teeofor elementg € D},".
Since the reconstruction operaf@ris local and sincef belongs taD” away fromP,
there exists a unique elemeRtf in the dual of smooth functions that are compactly
supported away fron? which is such that

(Rf = f(2))(4)) SN,

forallz ¢ P and\ < d(x, P). The aim of this subsection is to show that, under
suitable assumption®, f extends in a natural way to an actual distributiori on R,
In order to prepare for this result, the following resulthvié useful.

Lemma 6.7 Let 7 = (A, T, G) be a regularity structure and Igfil, I") be a model
for 7 overR? with scalings. Lety € B, withr > [min Al and A > 0. Then, for
f € D7, one has the bound

pr(Z)*Fzyf(y)He

e

(Rf =T f(@)(¥2)] SN sup su
y,2EBaox(z) €<~y HZ - y|

where the proportionality constant is of order ||T'|

v; Bax(x) |||H|"7;Bzx(w)-

Remark 6.8 This is essentially a refinement of the reconstruction thenfThe differ-
ence is that the bound only uses information alyomta small area around the support
of ).

Proof. Inspecting the proof of Proposition 3.25, we note that odlyenly uses the
bounds (3.30) only for pairs andy with ||z — y||s < C for some fixed”' > 0. By
choosingn sufficiently large, one can furthermore easily ensurethat 2. 0O
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Proposition 6.9 Let f € D},"(V) for some sectoV of regularitya < 0, somey > 0,
and somey < . Then, provided thate A 7 > —m wherem is as in (6.1), there
exists a unique distributioR f € C¢"" such thal R f)(p) = (R f)(¢) for smooth test

functions that are compactly supported away frétn If f and f are modelled after
two modelsZ and Z, then one has the bound

||Rf - ﬁf"a/\ﬁ?ﬁ 5 |||f7 .]me,n;ﬁ + |||Z7 Z'"'y,fi ’

where the proportionality constant depends on the normys ¢t Z andZ. Here, R is
any compact set and is its 1-fattening.

Remark 6.10 The conditiona A > —m rules out the possibility of creating a non-
integrable singularity oP, which would preven f from defining a distribution on
all of R%. (Unless one “cancels out” the singularity by a divergingrtéocated onP,
but this would then lead t& f being well-posed only up to some finite distribution
localised onP.)

Remark 6.11 If « = 0 andn > 0, then due to our definition af¢*, Proposition 6.9
only implies thatR f is a bounded function, not that it is actually continuous.

Proof. Since the reconstruction operator is linear and local,fiices to consider the
case wherd f||.,.« < 1, which we will assume from now on.

Our main tool in the proof of this result is a suitable paotitof the identity in the
complementofP. Letyp: R, — [0,1]be asin Lemma5.5and lét: R — [0, 1] be a
smooth function such that sugpc [—1, 1] and

Y Gx+k)=1.

kezZ

Forn € Z, we then define the countable s&ts by
2% ={zxeR?: z;=0fori <dandz; € 275 Zfori > d} .

This is very similar to the definition of the set$ in Section 3.1, except that the points
in =7 are all located in a small “boundary layer” arouRd Forn € Z andz € =%,
we define the cutoff functiop,, ,, by

Prn(y) = 2" Np@)P(2" T (Ygs1 — Tgp1)) -+ P2 (Ya — Ta))

where Np is a smooth function oR? \ P which depends only onyg,...,yz), and
which is “1-homogeneous” in the sense thés(D2y) = INp(y).
One can verify that this construction yields a partitiontad tinity in the sense that

YN pemly) =1,

neZ r€=}

for everyy € R%\ P.

Let furthermorepy be given bypy = > Zwegg vz n. One can then show
that, for every distributiog € C& with @ > —m and every smooth test functiah one
has

Jim €(u(1— gn) = 0.
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As a consequence, it suffices to show that, for every smoatipaotly supported test
functiony, the sequenceR f) (v ¢y ) is Cauchy and that its limit, which we denote by
(Rf) (@), satisfies the bound of Definition 3.7.

Take now a smooth test functiaf supported inB(0, 1) and define the translated
and rescaled versions, as before with\ € (0, 1]. If ds(z, P) > 2), then it follows
from Lemma 6.7 that

(Rf =T f(@))(03) S ds(, PYTIAT S A7 (6.6)

where the last bound follows from the fact that n by assumption. Since furthermore

(@)W S D [l 80N S Ao (6.7)

al<ly

we do have the required bound in this case.
In the casel(z, P) < 2\, we rewritey as

’l/)é = Z Z 7/1;\9%,71.

n>ngo yEE}L
wheren, is the greatest integer such tl2at™ > 3\. Setting

Xn.ay = 1220, 0

it is straightforward to verify that.,, ., Satisfies the bounds

SUP | DM X0y (2)] < 271K
z€R4

for any multiindexk. Furthermore, just as in the case of the bound (6.6), eveint po
in the support ofy,, ., is located at a distance &f that is of the same order. Using a
suitable partition of unity, one can therefore rewrite it as

M
Xn,xy = ng,)ly ,
j=1

wherel/ is a fixed constant and where each ofm@wy has its support centred in a ball

of radius%ds(zj, P) around some point;. As a consequence, by the same argument
as before, we obtain the bound

M

(RS =Ty f(2)) Onyen) S D dolz, PY' 7277 S 270 (6.8)

j=1
Using the same argument as in (6.7), it then follows at onat th

[(RF)Onay)| S 277D (6.9)
Note now that we have the identity

(RA@apn) = Y A7 N (R ) () -

n=ngo YEED
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At this stage, we make use of the fact that,, = 0, unless|jz — y|ls < A\. As
a consequence, for > ng, the number of terms contributing in the above sum is
bounded by %" \)!*l=™. Combining this remark with (6.9) yields the bound

})\—\SIQ—n\sl Z (ﬁf)(Xn 1y) 5 )\—m2—((a/\7])+m)n ,

yeEEY

from which the claim follows at once, provided that\ n > —m, which is true by
assumption. The bound & f — R f then follows in exactly the same way. O

In the remainder of this section, we extend the calculusldpeel in the previous
sections to the case of singular modelled distributions.

6.2 Multiplication

We now show that the product of two singular modelled distidns yields again a
singular modelled distribution under suitable assumjgtiofihe precise workings of
the exponents is as follows:

Proposition 6.12 Let P be as above and lgt, € D" (VW) and f, € D3 (V)
for two sectors/’() and V® with respective regularities;; andas. Let furthermore
* be a product o such tha{(V®", V@) is y-regular withy = (71 + a2) A (72 + a1).
Then, the functiorf = f1 % f2 belongs taD}," withn = (n1+a2) A(2+a1) A(n1+12).
(Here,x is the projection of the produgtonto7’” as before.)

Furthermore, in the situation analogous to PropositionQl.writing f = f1 * fo
andg = gy * g2, one has the bound

|||f§g|||v.,n;ﬁ S |||f1§91|||717m:ﬁ + |||f2§g2|||727772;ﬁ + HF - f“'yﬁ'yz;ﬁ )

uniformly over any bounded set.

Proof. We first show thatf = f; x, f» does indeed satisfy the claimed bounds. By
Theorem 4.7, we only need to consider pointg which are both at distance less than
1 from P. Also, by bilinearity and locality, it suffices to considéetcase when both
f1 andfy are of norml on the fixed compact. Regarding the supremum bound fn
we have

I@le< > 1A@lalf@)le < Y lallE =" )G
l14+La=k ly+Lo=1
S Ml B0
which is precisely as required.

It remains to obtain a suitable bound @) — I',, f(y). For this, it follows from
Definition 6.2 that it suffices to consider pairs {) such tha||z — y||s < ds(x, P) A
ds(y, P) < 1. For such pairsi, y), it follows immediately from the triangle inequality
that

do(, P) = ||zllp ~ lyllp ~ llz,yllp . (6.10)

in the sense that any of these quantities is bounded by apteuiti any other quantity,
with some universal proportionality constants. Fat v;, one then has the bounds

1£i(@) = Doy file < llz =yl =l yllB "

C (6.11)
I fi@)le < N,y =00,
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fori e {1,2}.
As in (4.6), one then has

Ty f @) = Cay L) * Cay fo@De S D Mz =yl Al f2@) 1

m-+n>ry
_ — — 0 — 0
She=yl7™ D2 Nayllp ™™yl @™, gl
m4+n>y
=lle =yl Dl yllp eyl B, gl B
m+n2>y

S Ml = yl3 = o yllp Nyl 3" eyl B
= [lz = yll3~ Y=yl - (6.12)

Here, in order to obtain the second line, we made use of (6ak0)ell as the fact that
we are only considering points (y) such that|z — y||s < ||z,y||p. Combining this
with the bound (4.4) from the proof of Theorem 4.7 and usingjathe bounds (6.11),
the requested bound then follows at once.

It remains to obtain a bound dfy; ¢ ,,.«. For this, we proceed almost exactly as
in Proposition 4.10. First note that, proceeding as abave abtains the estimate

T2y f () = Layg(y) — Tay f1(1) * Loy f2(y) + Tayg1(y) * Tayga()le
S =Tllyygmair > Nz =yl 2N A1 @)l f20) 1

m—+n>y
+ Y e =yl A@) = g @)l 20
m-+n>y
+ Y e =yl g @)l £20) = g2 1
m+n>y

which then yields a bound of the desired type by proceediny@s12). The remainder
is then decomposed exactly as in (4.7). Denotindby. .., T5 the terms appearing
there, we proceed to bound them again separately.

For the ternil’, we obtain this time the bound

ITalle S Wfigallmmes D Nz =yl &0z, y B

m4n==~¢
nZagimzaq
Since, as in the proof of Proposition 4.10, all the terms ia $um satisfyy; — m >
~v — ¢, we can boundz — y[|7* "™ by ||z — y||7|lz, y||5"* 7. We thus obtain the
bound

.y +n1—
IT1lle S W f1s g1l mssllz — yll7" |z, y) @22

Sincen < (n2 A ag) + m1, this bound is precisely as required.
The bound oril; follows in a similar way, once we note that for the paitsy)
under consideration one has

Ty i@)lle S D e =yl MA@ Im S 08 @ )l F1@)llm
m>4 m>4

S I O o Ol ) B L ) I (G K<)
m>/l
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where we used (6.10) to obtain the penultimate bound, sd'thaft (y) satisfies essen-
tially the same bounds g5(x).
Regarding the terriis, we obtain

ITsle S Ufo = Gollnamais > e —yl3 "l gl Byl @

m-—4n==~£
m>ain>ag

from which the required bound follows in the same way asTfor The termT; is
treated in the same way by making again use of the remark)(6thi3 time with
91(y) — f1(y) playing the role offi (y).

The remaining ternTy can be bounded in virtually the same waylas the main
difference being that the bounds @n,,, — I';,,) f1(y) are proportional toI" — ||, .,
so that one has

ITalle S IT = Tllyialle =yl o,y B+
Combining all of these bounds completes the proof. 0O

6.3 Composition with smooth functions

Similarly to the case of multiplication of two modelled dibutions, we can compose
them with smooth functions as in Section 4.2, provided they belong taD}," (V') for
some function-like sectdr” stable under the produet and for somey > 0.

Proposition 6.13 Let P be as above, let > 0, and letf; € D);"(V) be a collection
of n modelled distributions for some function-like sectomhich is stable under the
productx. Assume furthermore th&t is y-regular in the sense of Definition 4.6.

Let furthermoreF': R™ — R be a smooth function. Then, provided that [0, 7],
the modelled distributiorﬂ(f) defined as in Section 4.2 also belongsng" (V).
Furthermore, the ma’, : DL"(V) — D}"(V) is locally Lipschitz continuous in any
of the seminorm§ - ||, .« and|| - ||, n: -

Remark 6.14 In fact, we do not need' to beC*°, but the same regularity requirements
as in Section 4.2 suffice. Also, it is likely that one couldaibtcontinuity in the strong
sense, but in the interest of brevity, we refrain from doiag s

Proof. Write b(x) = Fv(f(:c)) as before. We also sét € [0,~] as in the proof of
Theorem 4.16. Regarding the bound | ..z, we note first that since we assumed
thatn > 0, (6.2) implies that the quantitig®”* F'( f(x)) are locally uniformly bounded.
It follows that one has the bound

@< > 1f@le - 1f@e.

O1+... L, =L

where the sum runs over all possible ways of decompadsintp finitely many strictly
positive elementg; € A. Note now that one necessarily has the bound

(0= L)AO)+ ...+ ((— L) AO) > (1 — O) A O . (6.14)

Indeed, if all of the terms on the left vanish, then the bouold trivially. Otherwise,
at least one term is given by — ¢; and, for all the other terms, we use the fact that
(n—¢;) N0 > —¢;. Since||z||p < 1, it follows at once that

—
1b@)e < [l &N,
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as required.

In order to bound’,,b(y) — b(x), we proceed exactly as in the proof of Theo-
rem 4.16. All we need to show is that the various remaindensesppearing in that
proof satisfy bounds of the type

Rz, 9)lle < llw =yl Y, yll B - (6.15)

Regarding the tern®; (z, ), it follows from a calculation similar to (4.5) that it con-
sists of terms proportional to

Fwahf(y)* S *Fwaﬁnf(y) )

where}" ¢; > ~. Combining the bounds dnwith the definition of the spacB}.", we
know furthermore that each of these factors satisfies a botime type

T2y Qe F)lim Sl — yl|& ™™ [l 310 . (6.16)

Combining this with the fact thaf_ ¢; > ~, that||z — y||s < ||z|p, and the bound
(6.14), the bound (6.15) follows fak; .
RegardingRy, it follows from the definitions that

1R ))llm < Nl =yl 2 yllB (6.17)

Furthermore, as a consequence of the factjhato and||z — y||s < ||z p, it follows
from (6.16) and (6.17) that

oy f @ S llz=ylls™ 17 @) + G = F@)Um < lle—yl™ -

Combining this with (6.17) and the expression 1or, we immediately conclude that
R, also satisfies (6.15).
Note now that one has the bound

@) — F@)| S Ty F@)lo + 2 — yl|2 [z, vl (6.18)
Y4 —OA0 — 0
< S0 e =yl gl <l — yll$ fla gl 89N
(<t<y

where we used the fact that< ~. Since we furthermore know that{z) is uniformly
bounded ink as a consequence of the fact that 0, it follows that the bound equiva-
lent to (4.14) in this context is given by

DME(fW) - : Ik
g (F@ = F@)" + Ol =yl w5

(6.19)
whereL = |v/¢| and the exponenty, is given byuy, = (|k|¢ —~— |k|n+ (yn/{)) AO.
We can furthermore assume without loss of generality¢hatl. Furthermore, making
use of (6.18), it follows as in (4.15) that

1(F@) + F@) = F@ND™ 5 < 30 Sl — gl s o,y =070

m>0 ¢

DFP(f) = )

lk+0]<L

—0 0 —Lon)AO
X [, yl| N0y O
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where the second sum runs over all indiées . ., ¢,,, with > ¢, = g and¢; > ( for
everyi. In particular, one has the bound

1(F@) + (F@) — F@D™ 15 < llz — yll ™2 |,y 5

k|— —()N0 —£1)ANO — L )AO
x STl g $HTOmORD gy =N g =N
m>0 £

Let us have a closer look at the exponent§afy|| o appearing in this expression:

pim,e = B = Cm A+ (Jk[ —m)((n = QO AO)+ > (n—E:) A0,

i=1

Note that, thanks to the distributivity of the infimum wittspeect to addition and to the
facts thaty_ ¢; = g and{; > ¢, one has the bound

Z(nwi)Aoznigfn(nnfﬂﬂm—n)o:mc—ﬂ+ni2fnn(nf<)-

i=1

As a consequence, we havg, , > 0if n > ¢ andu, ¢ > |k|(n— ¢) otherwise, so that

1(F@W) + F@) — F@)D™ 5 S Nl — yllsH 7|2,y 51070

Note furthermore that, by an argument similar to above, @sethe bound
pr K0 = O A0 2 (1= OF A2 (=) A0=n =7,

where we used the fact that< ~ and the last identity follows from the assumption
thatn < ~. Combining this with (6.19) and the definition & from (4.16), we obtain
the bound (6.15) foRs, which implies that?'(f) € D};" as required.

The proof of the local Lipschitz continuity then follows iractly the same way as
in the proof of Theorem 4.16. 0O

6.4 Differentiation
In the same context as Section 5.4, one has the followindtresu

Proposition 6.15 Let Z be an abstract gradient as in Section 5.4 andflet D}," (V)
for somey > s; andn € R. Then, %, f € D}, "%,

Proof. This is an immediate consequence of the definition (6.2) hadgtoperties of
abstract gradients. 0O

6.5 Integration against singular kernels

In this section, we extend the results from Section 5 to spaésingular modelled
distributions. Our main result can be stated as follows.

Proposition 6.16 Let 7, V, K and 3 be as in Theorem 5.12 and I¢gte D" (V)
with < ~. Denote furthermore by the regularity of the sectoV” and assume that
n A« > —m. Then, provided that + 5 ¢ N andn + 8 ¢ N, one hasC,, f € D"
withy = v+ B andi; = (n A a) + .
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Furthermore, in the situation analogous to that of the laattpf Theorem 5.12,
one has the bound

Iy £5 Ks Flla s S W5 Fly s + =Ty + 10 = Tl (6.20)
forall f € DL"(V;I) and f € DL"(V;T).

Proof. We first observe that/, f is well-defined for a singular modelled distribution
as in the statement. Indeed, for everyZ P, it suffices to decomposg as K =
K® 4+ K® whereKW is givenbyK™") = 3~ . K, andn, is sufficiently large so
that2—"0 < dq(x, P)/2, say. Then, the fact that (5.16) is well-posed wiftreplaced
by K® follows from Theorem 5.12. The fact that it is well-posedtwit’ replaced
by K@ follows from the fact thatx® is globally smooth and compactly supported,
combined with Proposition 6.9.

To prove thatC, f belongs toD), ") *2(y/) ' we proceed as in the proof of
Theorem 5.12. We first consider valueséofvith ¢ ¢ N. For such values, one has
as beforeQ, (K, f)(z) = Q/Zf(x) and Q,l's, (K, f)(y) = QZIT 4y f(y), SO that the
required bounds ofC f()||e, [|ICy f () — Lay Ky f(@) |, [|ICq f(2) = Ky f(2)]le, @S
well as||KCy f(x) — Tuy Ky f(x) — K. f(z) + Ty K,y f(2)|| ¢ fOllow at once. (Here and
below we use the fact thijt, y||’> < ||z, y[| %"~ since one only considers pairs
(z,y) such thato, < 1.)

It remains to treat the integer values/fFirst, we want to show that one has the
bound .

1y f@)lle < el §79,

and similarly for||C, f — K, f|l¢. For this, we proceed similarly to Theorem 5.12,
noting that if2~("+1) < ||z|| » then, by Remark 3.27, one has the bound

(Rf =1L, f(@)) (DY K, ))| S 200 =77l 77
(In this expressiory, is a multindex.) Furthermore, regardigg™ (z) f(x), one has
170@ @S Do a2
¢>e—p
Combining these two bounds and summing over the relevanesaifn yields

.y —
Do IKles ol OO,

2-(+D< |z || p ¢>0-p

which is indeed bounded uwn(jj_é)m as required since one always k@& «. For
lz|lp < 270D on the other hand, we make use of the reconstruction theasem f
modelled distributions which yields

(Rf — I, f(@) (DS K, ) + Qiep, T (@) £ ()]
SIRAMDIK () + Y (W f@) (DI Kn(x, )]

C<|els—p
< 2tls=p=mran Z 2(|€|5—B—C)nHJUH(Ig—OAO )
C<|els—p



SINGULAR MODELLED DISTRIBUTIONS 97

Summing again over the relevant values:ofields again

> IKPles 30 el OmOn,

2-(n+D> ||z || p (<5

which is bounded b)HxH(ITE)AO for the same reason as before. The corresponding
bounds or|K., f — K., f||, are obtained in virtually the same way.

It therefore remains to obtain the bounds|@, f () — K., f(x)|¢ and ||, f(x) —
LuyKy f (@) — Ky f(x) + Ty Ky f(2)]|e For this, we proceed exactly as in the proof
of Theorem 5.12, but we keep track of the dependency andy, rather than just the
difference. Recall also that we only ever consider the cdsevi, y) € Ap, so that
Iz, yllp > |lz—vy||s- Thistime, we consider separately the three casés< ||z —y||s,
2" € [||z — ylls. |, yllp] and2~" > Ll y]| .

When2~" < ||z —yl|s, we use Remark 3.27 which shows that, when following the
exact same considerations as in Theorem 5.12, we alwayisn dbéasame bounds, but
multiplied by a factot|z, y||’> 7. The cas@ ™" < ||z — y|| therefore follows at once.

We now turn to the case™" € [||lz — y|s, 3]z, y|[p]. As in the proof of The-
orem 5.12 (see (5.48) in particular), we can again reducedase to obtaining the
bounds

(12 Q¢ (Pay £ () = @) (DY K, DI S s yllp 7 D Il = yfla™ 77 e
6>0
(ML, £ ) = RAESL S Nl ylB7 D Nl =yl 2o,
6>0

for every¢ < |k|s — 8 and where the sums ovércontain only finitely many terms.
The first line is obtained exactly as in the proof of Theorefi?5so we focus on the
second line. Following the same strategy as in the proof ebfém 5.12, we similarly
reduce it to obtaining bounds of the form

) ) e
(I f(y) = RADKA@ )] S laylB 7Y [l — yll a7 i
6>0

wherey is such that|z — 7| < ||z — y||s and/ is a multindex with|¢|; > |k|s + (0 V
(v + B)). Since we only consider pairs (y) such that|z — y||s < 3|z, y| », one has
lly, gllp ~ ||, y||p. As a consequence, we obtain as in the proof of Theorem 5.12

(T (T £ () — FO) (DK@, )] S Ml gl 57D Ml — ylf7~ 204 ==
<y

Furthermore, since~" < ||z, y|| p, we obtain as in (6.6) the bound
(@) = RADIE@ )| < 20070y |57

The rest of the argument is then again exactly the same ashfeorém 5.12. The
corresponding bounds on the distance betwé€gyi andi, f follows analogously.
It remains to consider the cage™ > 1|z, y||p. In this case, we proceed as before

but, in order to bound the term involving, f(y) — R f, we simply use the triangle
inequality to rewrite it as

|y f @) = RAE L)< [Ty fO)E L)+ (R -
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We then use again the representation (5.28}¢§gy, together with the bounds

|(Rf)(DIfHKn(g], ))| < ([k+Ll]s —B—(aAm)n ,

(L, f @) (DF K@ DI S D [yl § 9 Oalktte=p=an
as{<y

Here, the first bound is a consequence of the reconstruttemrém for singular mod-
elled distributions, while the second bound follows fronfibigion 6.2. Since

olk-+ls=B=(anmin < ollk+tls—B=aln 4 olk+Els—F=nn

and since) € [a, ) by assumption, we see that the first bound is actually of dinees
form as the second, so that

(L, f(y) = RODIEL@ N S D [yl B N02Uk+tla=5=0n
as(<y
where the sum runs over finitely many terms. Performing ttegiration in (5.28) and

using the bound (5.31), we conclude that

(L, () = RF) (K |<Z|\xfy||‘“s g N0kl

nmy

where we used the fact thgg|| p ~ ||z, y|| p. Here, the sum runs over exponegtas
before and multiindice$ such thatk + ¢|s > 5 + ~v. Summing this expression over
the relevant range of values far we have

> f) - R K,’;;y|<2|\x—y|

27" >|lzyllp

Jrﬁikﬁ -
< ||:c—y||5 He |,y Q0=

where we used the fact thit — y||s < 3|z, y| » to obtain the second bound. Again,
the corresponding bounds on the distance betweghand/C, f follow analogously,
thus concluding the proof. 0

Remark 6.17 The conditiorn A 7 > —m is only required in order to be able to apply
Proposition 6.9. There are some situations in which, eveagha A 7 < —m, there
exists a canonical elemeRtf € €S\ extendingR . In such a case, Proposition 6.16
still holds and the bound (6.20) holds provided that theessponding bound holds for
Rf—Rf.

7 Solutions to semilinear (S)PDEs

In order to solve a typical semilinear PDE of the type

oru = Au + F(u) , u(0) = ug ,

a standard methodology is to rewrite it in its mild form as

u(t) = S()uo + /0 St — s)F(u(s))ds,
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whereS(t) = et is the semigroup generated Hy One then looks for some family of
spacesty of space-time functions (with’r containing functions up to tim@’) such
that the map given by

(Mu)(t) = S(t)up + /0 S(t — s)F(u(s)) ds ,

is a contraction intr, provided that the terminal tig is sufficiently small. (As soon

asF'is nonlinear, the notion of “sufficiently small” typicallyegpends on the choice of
ug, thus leading to a local solution theory.) The main step ehsan argument is to

show that the linear mag given by

(Sv)(@t) = /Ot S(t — s)v(s)ds,

can be made to have arbitrarily small norm7as— 0 as a map from some suitable
space)Vr into X, where)r is chosen such thdt is then locally Lipschitz continuous
as a map frond’r to Y1, with some uniformity iril” € (0, 1], say.

The aim of this section is to show that, in many cases, thihaugtlogy can still
be applied when looking for solutions i};"” for suitable exponents andr, and for
suitable regularity structures allowing to formulate a dixgoint map of the type of
M. At this stage, all of our arguments are purely determinigtiowever, they rely
on a choice of model for the given regularity structure oneksavith, which in many
interesting cases can be built using probabilistic tealesq

7.1 Short-time behaviour of convolution kernels

From now on, we assume that we work with— 1 spatial coordinates, so that the
solutionu we are looking for is a function oR?. (Or rather a subset of it.) In order to
be able to reuse the results of Section 5, we also assumg(th& given by an integral
operator with kernetz(t, -). For simplicity, assume that the scalisgnd exponenst
are such that, as a space-time functiéhfurthermore satisfies the assumptions of
Section 5. (Typically, one would actually writ¢ = K + R, whereR is smooth and

a K satisfies the assumptions of Section 5. We will go into motailsein Section 8
below.) In this section, time plays a distinguished role. Wilttherefore denote points
in R? either by ¢, z) with t € Randz € RY~! orbyz € R?, depending on the context.

In our setting, we have so far been working solely with mastkidlistributions
defined on all oR?, so it not clear a priori how a map liké should be defined when
acting on (possibly singular) modelled distributions. @atural way of reformulating
it is by writing

Sv=Gx*(R"v), (7.1)
whereR™: R x R™! — Ris given byR" (t,2) = 1 fort > 0 andR"(t,z) = 0
otherwise.

From now on, we always take c R¢ to be the hyperplane defined by “tindg,
namelyP = {(¢,z) : ¢t = 0}, which has effective codimensiomn = s,. We then note
that the obvious interpretation @' as a modelled distribution yields an element of
D3>, whatever the details of the underlying regularity stroetundeed, the second
term in (6.2) always vanishes identically, while the firstiiés non-zero only fof = 0,
in which case it is bounded for every choicenpf It then follows immediately from
Proposition 6.12 that the map— R v is always bounded as a map frd},” into
D}". Furthermore, this map does not even rely on a choice of ptodinceR™ is
proportional tol, which is always neutral for any product.
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In order to avoid the problem of having to control the behaviof functions at
infinity, we will from now on assume that we have a symmetryugre” acting onR?
in such a way that

e The time variable is left unchanged in the sense that theae action!” of .
onR?~! such thafl,(t, z) = (t, T,).

e The fundamental domaifi of the actiorl” is compact irR?~*.

We furthermore assume that acts on our regularity structur& and that the model
(I, T) for 7 is adapted to its action. All the modelled distributions sidered in
the remainder of this section will always be assumed to bensstric, and when we
write D7, D", etc, we always refer to the closed subspaces consistinghohstric
functions.

One finalingredient used in this section will be that the késarising in the context
of semilinear PDEs aneon-anticipativen the sense that

t<s = K((tx),(s,9)=0.

We furthermore use the notatiofs= [—1,2] x R andO7 = (—oc0, T] x R4,
Finally, we will use the shorthands||.,..,r as a shorthand fdf- || ,,,;,0.., and similarly
for | - ||.z- The backbone of our argument is then provided by Propos&id1 which
guarantees that one can give bounds@rf on Or, solely in terms of the behaviour
of fonOr.

With all of these preliminaries in place, the main result iétsubsection is the
following.

Theorem 7.1 Let~ > 0 and let K be a non-anticipative kernel satisfying Assump-
tions 5.1 and 5.4 for some > 0 andr > v + 5. Assume furthermore that the regular-
ity structure.Z comes with an integration map of order 3 acting on some sectdr

of regularityow > —s; and assume that the modefs= (II,T") and Z = (II, T) both
realise K for Z on V. Then, there exists a constafitsuch that, for everyl” € (0, 1],
the bounds

Iy B flysp.er < CT* | flymer
Iy R £ Ko B fllypar < CT* (1f: Fllypr + 12, Zlvi0)

hold, provided thatf € D}%"(V;T) and f € D)5"(V;T) for somen > —s;. Here, 7
andx are such thatj = (n A a) + 5 — k andk > 0.

In the first bound, the proportionality constant depends/ani || Z||,0, while in
the second bound it is also allowed to depend|éit, .7 + || fll.n:7-

One of main ingredients of the proof is the fact th&t, R f)(t, z) is well-defined
using only the knowledge of up to timet¢. This is a consequence of the following
result, which is an improved version of Lemma 6.7.

Proposition 7.2 In the setting of Lemma 6.7, and assuming th@) # 0, one has the
improved bound

(RS M fE)@) <X sup  supl /Lol Wl

yeesupppd £<y [l —ylld7°

., (72

where the proportionality constantis as in Lemma 6.7.
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Proof. Since the statementis linear finwe can assume without loss of generality that
the right hand side of (7.2) is equal 1o Let ¢ be the scaling function of a wavelet
basis ofR” and lety! be defined by

ep(2) = (82 "(z— 7)) .

Note that this is slightly different from the definition ofetkp;* in Section 3.1! The
reason for this particular scaling is that it ensures E@Em ¢y (2) = 1. Again, we
have coefficients; such that, similarly to (3.13), !

PN @) =) arpl g ni(2)
kel

for some finite sefC ¢ Z¢, and this time our normalisation ensures thjf_, a, = 1.
For everyn > 0, define

Ay ={y € A, : suppp) Nsuppy, # 0},

and, for anyy € AY, we denote by|,, some point in the intersection of these two
supports. There then exists some constanepending only on our choice of scaling
function such thally — y|.|s < C27". Let nowR,, be defined by

R, E > (Rf =Ly, fyl) @2} ,

yEAY

and letn, be the smallest value such ttat™e < \. It is then straightforward to see
that one has

(Rf =T f @)W~ Rul = | D2 (Lef@) ~ Ty, fl)@Re)| S X7 (7:3)

yEAD,

Furthermore, using as in Section 3.1 the shortcaty + 27"k, one then has for every
n > 1 the identity

Roi= Y > an(Rf =Ty, fyln1))(@2e2)

yeA?_ | kek

Yo D (R~ Ty, fGL) Wt

yeA?_ | keK

+ YD a(y, fln) = Ty, Fla-1)) (@207

yGA:Ll ke

=Rt S S an(ILy, fel) ~ Ty, Sl ))@26D) . (7.4)

yEAf71 ke

Note now that, in (7.4), one hdg|, — yl._1/s < C2~™ for some constanf’. It
furthermore follows from the scaling properties of our ftiaos that ifn > ny and
T € Ty with ||7]| = 1, one has

(I, 7) ()| S ATl tnmleln
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with a proportionality constant that is uniform over galandz such that|y — z||s <
C27". As a consequence, each summand in the last term of (7.4)iisled by some
fixed multiple of \=Is/2=7"~lsI" " Since furthermore the number of terms in this sum
is bounded by a fixed multiple o2t \)!*!, this yields the bound

|Rp_1 — R <2777 (7.5)

Finally, writing S, (¢) for the 2~ "-fattening of the support of}, we see that, as a
consequence of Lemma 6.7 and using a similar argument towmdnhtve just used to
boundR,_1 — R,,, one has

[Bnl <27 N f s -

This is the only time that we use information ¢gn(slightly) away from the support
of ¥} This however is only used to conclude that Jim,, |R,,| = 0, and no explicit

bound on this rate of convergence is required. Combinirgphth (7.5) and (7.3), the
stated bound follows. O

Proof of Theorem 7.1First of all, we see that, as a consequence of Propositiomvé.2
can exploit the fact thak’ is non-anticipative to strengthen (6.20) to

Iy £5 Ky Fls e S U5 Fllyimer + 1T =T|yi0 + T =Tll50, (7.6)

in the particular case where furthermdfi@, =) = 0 for t < 0 and similarly forf. Of
course, a similar bound also holds g€, f||5.7;7-

The main ingredient of the proof is the following remark. &nprovided that
n > —s1, we know thatR R f € €& by Proposition 6.9, it follows that the quantity

zH/ DFK(z,2)(RRYf)(2)dz,
Rd

is continuous as soon g, < (o A n) + (. Furthermore, sinc&’ is non-anticipative
andRR™ f = 0 for negative times, this quantity vanishes there.

As a consequence, we can apply Lemma 6.5 which shows thaothmll{7.6) can
in this case be strengthened to the additional bounds

IR £l

sup sup ~— 2 Sl
2€07 b<y+ 8 ||Z|‘S?37/\Ot)+ﬁ 14 v,N
I, R f(2) = Ky R f(2)lle : >
sup sup - S5 Fllymr + 12 Zllyo -
z€01 (<y+p HZ”(IQAQ)Jrﬁ ¢ o 7

Since, for every, z € Or, one had|z||p < T'/*1 aswell ag|z, z|| p < T'/**, we can
combine these bounds with the definition of the ndjrnfj., 5,77 to show that one has

|||’C7R+f|"'y+ﬁ-ﬁ;T S T/ |||f|||'w7T '
and similarly for||iC, RY f; K, R" f||+5.5.7, thus concluding the proof. O

In all the problems we consider in this article, the Greenisction of the linear
part of the equation, i.e. the kernel 6f ' where£ is as in (1.2), can be split into a
sum of two terms, one of which satisfies the assumptions dfd@es and the other one
of which is smooth (see Lemma 5.5). Given a smooth kefeR? x R? — R that is



SOLUTIONS TO SEMILINEAR (S)PDEs 103

supported in{(z,z) : ||z — z||s < L} for someL > 0, and a regularity structur&”
containing.7; 4 as usual, we can define an operair: C; — D7 by

k
ROEH= Y /R DERG,2)€G)dz (7.7)

[kls<v

(As usual, this integral should really be interpreted @% R(z, -)), but the above no-
tation is much more suggestive.) The fact that this is indee@lement ofD” is a
consequence of the fact th&t is smooth in both variables, so that it follows from
Lemma 2.12. The following result is now straightforward:

Lemma 7.3 Let R be a smooth kernel and consider a symmetric situation aseabibv
furthermoreR is non-anticipative, then the bounds

IR R flspar < CTU It ]
IR RR" f; RARR fllvsamr < CT(US: Pl + 123 Zl1.0)

holds uniformly over alll’” < 1.

Proof. SinceR is assumed to be non-anticipative, one hBSRR™ f)(t, z) = 0 for
everyt < 0. Furthermore, the map,(r) — (R, RRTf)(t, z) is smooth (in the
classical sense of a map taking values in a finite-dimenki@ttor space!), so that the
claim follows at once. Actually, it would even be true withreplaced by an arbitrarily
large power off" in the bound on the right hand side. 0

7.2 The effect of the initial condition

One of the obvious features of PDEs is that they usually hamreesoundary data. In
this article, we restrict ourselves to spatially periodtaations, but even such equa-
tions have some boundary data in the form of their initialdiban. When they are
considered in their mild formulation, the initial conditi@nters the solution to a semi-
linear PDE through a term of the forf{(t)u, for some function (or distribution), on
R?! and$ the semigroup generated by the linear evolution.

All of the equations mentioned in the introduction are noadir perturbations of
the heat equation. More generally, their linear part is efftrm

L= at _Q(vl)a

whereQ is a polynomial of even degree which is homogeneous of deyréar some
scalings on R%~! and some integey > 0. (In our case, this would always be the
Euclidean scaling and one has= 1.) In this case, the operatd! itself has the
property that

LS =5%18Lyp . (7.8)
wheres is the scaling oiR? = RxR?~! given bys = (2¢, 5). Denote byG the Green’s
functionG of £ which is a distribution satisfyingG = ¢y in the distributional sense
andG(x,t) = 0 for t < 0. Assuming thatC is such that these properties defifie
uniquely (which is the case if is hypoelliptic), it follows from (7.8) and the scaling
properties of the Dirac distribution th&t has exact scaling property

G(S822) = 6F1G(2), (7.9)

which is precisely of the form (5.7) with = 2¢. Under well-understood assumptions
on @, L is known to be hypoelliptic [HOr55], so that its Green’s &tion G is smooth.
In this case, the following lemma applies.



SOLUTIONS TO SEMILINEAR (S)PDEs 104

Lemma 7.4 If G satisfies (7.9), is non-anticipative, and is smooth theretlegists a
smooth functioriy: R? — R such that one has the identity

1/2q

Gla,t) =t~ = G(St ™ a) (7.10)

and such that, for everfyl — 1)-dimensional multindek and everyn > 0, there exists
a constant such that the bound

ID*Gy)l < CO+ Iy, (7.11)
holds uniformly overy € R4~

Proof. The existence of; such that (7.10) holds follows immediately from the scaling
property (7.9). The bound (7.11) can be obtained by notiag 8inceG is smooth off
the origin and satisfie§(x,t) = 0 for ¢t < 0, one has, for every > 0, a bound of the
type

|DEG(2, t)] St (7.12)

uniformly over allz € R*~! with ||z||; = 1. It follows from (7.10) that

DFG(a t) =t~ 2 - (DRGY(SE M) .
Settingy = St'*z and noting thally||; = 1/¢1/24if ||z||s = 1, it remains to combine
this with (7.12) to obtain the required bound. 0O

Given a function (or distribution), on R%~! with sufficiently nice behaviour at
infinity, we now denote byruy its “harmonic extension”, given by

(Guo)(e.t) = [ Gl = pub)dy. (713)

(Of course this is to be suitably interpreted wheris a distribution.) This expression
does define a function ot,(x) which, thanks to Lemma 7.4, is smooth everywhere
except at = 0. As in Section 2.2, we can liftiu, at every point to an element of
the model spac#’ (provided of course tha?; ; C .7 which we always assume to be
the case) by considering its truncated Taylor expansionwiliérom now on use this
point of view without introducing a new notation.

We can say much more about the funct@n,, namely we can find out precisely
to which space®7," it belongs. This is the content of the following Lemma, vatsa
of which are commonplace in the PDE literature. Howevergesiour spaces are not
completely standard and since it is very easy to prove, we gisketch of the proof
here.

Lemma 7.5 Letug € Cg(Rdfl) be periodic. Then, for every ¢ N, the function
v = Guyg defined in (7.13) belongs B for everyy > (a V 0).

Proof. We first aim to bound the various directional derivatives.dlin the casev < 0,
it follows immediately from the scaling and decay propeytoé, combined with the
definition ofC¢ that, for any fixed{; z), one has the bound

(Guo)(a, D] S 1%



SOLUTIONS TO SEMILINEAR (S)PDEs 105

valid uniformly overx (by the periodicity ofug) and over € (0, 1]. As a consequence
(exploiting the fact that, as an operatar,commutes with all spatial derivatives and
that one has the identi} Gup = Q(V.)Gup), one also obtains the bound

a—lkls

|(D*Guo)(z, 1) St 2, (7.14)

wherek is anyd-dimensional multiindex (i.e. we also admit time derivasy.

Fora > 0, we use the fact that elementsdgi can be characterised recursively as
those functions whoskth distributional derivatives belong ﬂf“k‘g. It follows that
the bound (7.14) then still holds fok|, > «, while one has(D*Gug)(x,t)| < 1 for
|k|s < «. This shows that the first bound in (6.2) does indeed hold Veryeinteger
value/ as required.

In this particular case, the second bound in (6.2) is themanddiate consequence
of the first by making use of the generalised Taylor expansiom Proposition A.1.
Since the argument is very similar to the one already useexample in the proof of
Lemma 5.18, we omit it here. O

Starting from a Green’s functio&' as above, we would like to apply the theory
developed in Section 5. From now on, we will assume that werathe situation
where we have a symmetry given by a discrete subgr&gupf the group of isometries
of R?~! with compact fundamental domaih This covers the case of periodic bound-
ary conditions, whern is a subgroup of the group of translations, but it also covers
Neumann boundary conditions in the case wheiés a reflection group.

Remark 7.6 One could even cover Dirichlet boundary conditions by réifbec but
this would require a slight modification of Definition 3.33n order to simplify the
exposition, we refrain from doing so.

To conclude this subsection, we show how, in the presencesyghanetry with
compact fundamental domain, a Green’s functiobas above can be decomposed in a
way similar to Lemma 5.5, but such th&tis also compactly supported. We assume
therefore that we are given a symmetryacting onR?~* with compact fundamental
domain and thatr respects this symmetry in the sense that, for eyery.¥ acting on
R?! via an isometryl,: x — Agx + by, one has the identitg(¢, x) = G(t, Ayx).
We then have the following result:

Lemma 7.7 Let G and.” be as above. Then, there exist functidhsnd R such that
the identity
(Gxu)(z) = (K *u)(z) + (R*u)(2), (7.15)

holds for every symmetric functiarsupported irR, x R?~! and every: € (—oo, 1] x
R,

Furthermore, K is non-anticipative and symmetric, and satisfies Assumpgid
with 8 = 2¢, as well as Assumption 5.4 for some arbitrary (but fixed) ®alu The
functionR is smooth, symmetric, non-anticipative, and compactiypsugd.

Proof. It follows immediately from Lemmas 5.5 and 5.24 that one caitew
G=K+R,

whereK has all the required properties, afdis smooth, non-anticipative, and sym-
metric. Sinceu is supported on positive times and we only consider (7.15}ifioes
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t < 1, we can replac& by any function? which is supported if (¢, z) : ¢t < 2} say,
and such thaR(t, z) = R(t,z) fort < 1.

It remains to replace? by a kernelR which is compactly supported. It is well-
known [Biell, Biel2] that any crystallographic grouf can be written as the skew-
product of a (finite) crystallographic point gro@pwith a latticel” of translations. We
then fix a functionp: RY~! — [0, 1] which is compactly supported in a ball of radius
C, around the origin and such thai, _ , ¢(z + k) = 1 for everyz. Since elements in
¥ leave the lattice\ invariant, the same property holds true for the maps ¢(Ax)
foreveryA € 9.

It then suffices to set

R(t,z) = é > Rt x + k)p(Az) .

| Ae9 ke

The fact thatR is compactly supported follows from the same propertyorFur-
thermore, the above sum converges to a smooth function byrlzei4. Also, using
the fact thatu is invariant under translations by elementsAirby assumption, it is
straightforward to verify thak « u = R  u as required. Finally, for anyly, € ¢, one
has

R(t, Agz) = —— >N Rt Aor + k)p(AAo)
|g| AcY kel
= o 3 ST R Aot + B)p(A)
| | AcY kel
_ é ST ST Rt + k)p(Ax) = Rt ) ,
| | AcY kel

so thatR is indeed symmetric for”’. Here, we first exploited the fact that elements of
¢ leave the lattice\ invariant, and then used the symmetrylof 0O

7.3 A general fixed point map

We have now collected all the ingredients necessary forrthefjpf the following result,
which can be viewed as one of the main abstract theoremsoétticle. The setting
for our result is the following. As before, we assume that \&eeha crystallographic
group.” acting onR%~!. We also writeR? = R x R?~!, endowR? with a scaling

5, and extend the action o to R? in the obvious way. Together with this data, we
assume that we are given a non-anticipative kefheR?\ 0 — R that is smooth away
from the origin, preserves the symmet#, and is scale-invariant with exponeht- |s|

for some fixeds > 0.

Using Lemma 7.7, we then construct a singular kefielnd a smooth compactly
supported functiork on R? such that (7.15) holds for symmetric functiomshat are
supported on positive times. Here, the kerRdk assumed to be again non-anticipative
and symmetric, and it is chosen in such a way that it annéslatl polynomials of
some arbitrary (but fixed) degree> 0. We then assume that we are given a regularity
structure.7 containing.7; 4 such that¥” acts on it, and which is endowed with an
abstract integration map of order2q € N. (The domain ofZ will be specified later.)
We also assume that we have abstract differentiation apgich are covariant with
respect to the symmetry” as in Remark 5.30. We also denote by?, the set of
all models for.7 which realiseK onT,~. As before, we denote by, the concrete
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integration map againgt’ acting onD” and constructed in Section 5, and By, the
integration map againgt constructed in (7.7).

Finally, we denote by? = {(t,z) € R x R%™! : t = 0} the “time0” hyperplane
and we consider the spacBs,” as in Section 6. Givery > 5 > 0, amapF: R? x
T, — Ty, and amag : R? — T, we denote by'(f) the map given by

(F(MNE) = Fz f(2) (7.16)

If it so happens that, via (7.16§; mapsD}," into D;’ﬁ for somen, n € R, we say that
F is locally Lipschitzif, for every compact sef ¢ R? and everyR > 0, there exists a
constantC > 0 such that the bound

IEC) = F@llyms < ClLf = gllvms

holds for everyf, g € DL" with || f|ly.n:5 + llgll+,m:2 < R, as well as for all models
Z with || Z]|+.a < R. We also impose that the similar bound

1F() = F@) 558 <CIf —glyma, (7.17)

holds.
We say that it isstrongly locally Lipschitif furthermore

IECH: F@lrms < CULS5 gllvims + 12 = Zll:5)

for any two modelsZ, Z with || Z|.,.5 + [ Z]|,.5 < R, where this timef € D},"(2),
g € D}"(Z), andf denotes the-fattening of&. Finally, given an open intervdl C R,
we use the terminology

u=IK,v on I

to mean that the identity(t, z) = (K, v)(t, ) holds for everyt € I andz € R,
and that for those values of, ) the quantity(/C, v)(¢, «) only depends on the values
v(s,y) fors € T andy € R4,

With all of this terminology in place, we then have the foliog general result.

Theorem 7.8 LetV and V' be two sectors of a regularity structurg with respective
regularities¢,( € R with ¢ < ¢ + 2¢. In the situation described above, for some
v ># > 0andsome) € R, let F: R? x V., — V5 be a smooth function such that,
if f € Dp"is symmetric with respect t¢’, thenF'(f), defined by (7.16), belongs to
D} and is also symmetric with respect.t6. Assume furthermore that we are given
an abstract integration map as above such tha@; ZV; C V.

Ifn < (@A) +2q,v < 7+2q, (7AC) > —2¢, andF is locally Lipschitz then, for
everyv € D" which is symmetric with respect 1&, and for every symmetric model
Z = (11, T) for the regularity structureZ such thatZ is adapted to the kernét’, there
exists a timé” > 0 such that the equation

u=(Ks+ R,R)R"F(u)+v, (7.18)

admits a unique solution € D% on (0, 7). The solution magr: (v, Z) + u is
jointly continuous in a neighbourhood arouffd 7) in the sense that, for every fixed
vandZ as above, as well as any> 0, there exist$ > 0 such that, denoting by the
solution to the fixed point map with dateand Z, one has the bound

llws @l mr < e,
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provided that| Z; Z||,.o0 + [|v; 0fl, nr < 9.

If furthermore F' is strongly locally Lipschitz then the mgp, Z) — w is jointly
Lipschitz continuous in a neighbourhood aroupd?) in the sense that can locally
be chosen proportionally tein the bound above.

Proof. We first consider the case of a fixed model= (II,I"), so that the spacP},”
(defined with respect to the given multiplicative mapis a Banach space. In this case,
denote byMZ%(u) the right hand side of (7.18). Note that, even thougff. appears
not to depend o at first sight, it does so through the definition/of.

It follows from Theorem 7.1 and Lemma 7.3, as well as our agdioms on the
exponentsy, 4, n and that there exists > 0 such that one has the bound

[ME(u) = ME@lymer S TIF () = F@)5.5:7 -

It follows from the local Lipschitz continuity of” that, for everyR > 0, there exists a
constantC > 0 such that

|||MJZV(U) - MJZV(ﬁ)mmn;T < CT"||u— am%n;T )

uniformly overT" € (0,1] and over allu anda such that|u||.,.7 + @]y < R.
Similarly, for everyR > 0, there exists a constaat > 0 such that one has the bound

IME@) e < CT + [0l -

As a consequence, as soon|ag- ,.r is finite and provided thal’ is small enough
MZ maps the ball of radiufv||.,.,.,r + 1 in D} into itself and is a contraction there,
so that it admits a unique fixed point. The fact that this is #itee unique global fixed
point for M% follows from a simple continuity argument similar to the ogieen in
the proof of Theorem 4.8 in [Hai13].

For a fixed modek, the local Lipschitz continuity of the map— « for sufficiently
smallT is immediate. Regarding the dependency on the m@dele first consider the
simpler case wher€' is assumed to be strongly Lipschitz continuous. In this ciwee
same argument as above yields the bound

IMZ () ME@y iz < CT* (us ally iz + 125 Zlvi0)

so that the claim follows at once.

It remains to show that the solution is also locally unifoyrabntinuous as a func-
tion of the modelZ in situations wherd is locally Lipschitz continuous, but not in
the strong sense. Given a second madet (II,T), we denote byi the correspond-
ing solution to (7.18). We assume thatis sufficiently close taZ so that bothM %
andM#% are strict contractions on the same ball. We also use thehstmat notations
u™ = (M%)"(0) anda™ = (M#%)"(0). Using the strict contraction property of the
two fixed point maps, we have the bound

flu — ﬂ“%nsT S lu— u(n)”%n;T + Hu(n) - ﬂ(n)”%n;T + Hﬂ(n) - ﬂ”%n;T
So'+ Hu(n) —a™ Jmer

for some constant < 1. As a consequence of Lemma 6.5, Lemma 6.6, (7.17), Propo-
sition 6.16, and using the fact that there is a little bit ofggle room” betweeny and
7 + 2¢, we obtain the existence of a constant 0 such that one has the bound

Jult —a™[, o < JME@D) ME@ D)y 57
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SIF@ ) F@"Nly—rgr + 12; Zlly0
S IF@OD) = F@" )05 5r + 12: Zlly0

S 0u D =" IS + 125 Zlvo

uniformly in n. By making7" sufficiently small, one can furthermore ensure that the
proportionality constant that in principle appears in thigind is bounded by. Since
u® = @°, we can iterate this boundtimes to obtain

||U(n) - ﬂ(n)”%n;T Sz; Z

:;O !

with a proportionality constant that is bounded uniformmly:i Settinge = || Z; Z||+.0,
a simple calculation shows that the tesfhand the ternz*" are of (roughly) the same
order whem ~ logloge~—!, which eventually yields a bound of the type

|—l/

Il tlly,nr < NoglZ; lelv;o

for some exponent > 0, uniformly in a small neighbourhood of any initial conditio
and any model/. While this bound is of course suboptimal in many situatjdhs
is sufficient to yield the joint continuity of the solution mdor a very large class of
nonlinearities. O

Remark 7.9 The condition § A ) > —2q is required in order to be able to apply
Proposition 6.16. Recall however that the assumptionsatfttieorem can on occasion
be slightly relaxed, see Remark 6.17. The relevant sitnati@ur context is whe”
can be rewritten a$'(z, u) = Fo(z,u) + Fi(z), wherel; satisfies the assumption of
our theorem, buf; does not. If we then make sense &k(+ R, R)R" F; “by hand”
as an element aP);" and impose sufficient restrictions on our mode$uch that this
element is continuous as a functionfthen we can absorb it intoso that all of our
conclusions still hold.

Remark 7.10 In many situations, the map has the property that
Qo™= o, = Qiio (7)) =090, F(27). (7.19)

Denote as before b C T the sector spanned by abstract polynomials. Then, provided
that (7.19) holds, for every € R? and every € T, the equation

T=Q (ZF(z,7)+v),

admits a unique solutio(z,v) in V. Indeed, it follows from the properties of the
abstract integration map, combined with (7.19), that there exists> 0 such that the
mapF. ,: 7 — Q7 (ZF(z,7)+ v) has the property that" ! (1) = F, (7).

It then follows from the definitions of the operations apjegm (7.21) that, if we
denote byOu the component of; in T', one has the identity

u(t, ) = F((t, ), Qu(t, x)) , te (0,77, (7.20)

for the solution to our fixed point equation (7.21). In otheords, if we interpret
the Qu(t, x) as a “renormalised Taylor expansion” for the solutigrthen any of the
component®u(t, ) is given by some explicit nonlinear function of the renolised
Taylor expansion up to some order dependinglorThis fact will be used to great
effect in Section 9.3 below.
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Before we proceed, we show that, in the situations of intei@sus, the local
solution maps built in Theorem 7.8 are consistent. In othemds, we would like to
be able to construct a “maximal solution” by piecing togetloeal solutions. In the
context considered here, it & priori not obvious that this is possible. In order to
even formulate what we mean by such a statement, we intrdbdecetP; = {(s,y) :

s = t} and write R, for the indicator function of the sef(s,y) : s > t}, which
we interpret as before as a bounded operator fm};ﬂ into itself for anyy > 0 and
neR.

From now on, we assume thatis the parabolic Green’s function of a constant
coefficient parabolic differential operatgron R%~!. In this way, for any distribution
up on RY™!, the functionv = Gug defined as in Lemma 7.5 is a classical solution
to the equatiord,v = Lo for ¢t > 0. We then consider the class of equations of the
type (7.18) withu = Guy, for some function (or possibly distributiom), on R%~1.
We furthermore assume that the sectoiis function-like. Recall Proposition 3.28,
which implies that any modelled distributianwith values inV is such thatRu is
a continuous function belonging @ for somes > 0. In particular,(Ru)(t, -) is
then perfectly well-defined as a function B{~! belonging toc?. We then have the
following result:

Proposition 7.11 In the setting of Theorem 7.8, assume that 0 and—s; < n < 8
with 7 ¢ N and 8 as above. Let, € C/(R?"') be symmetric and lef’ > 0 be
sufficiently small so that the equation

u=(Ky+ R,R)R"F(u) + Gug , (7.21)

admits a unique solution € D} on (0, 7). Let furthermores € (0,7) andT > T
be such that
u = (K5 + R,R)R} F(a) + Gus, ,
whereu, = (Ru)(s, -), admits a unique solution e Dy on(s,T).
Then, one necessarily hagt, z) = u(t,z) for everyz € R?~! and everyt ¢
(s, T). Furthermore, the elemerit € D})," defined by(t, ) = u(t, z) for t < s and
a(t, x) = u(t, z) for t > s satisfies (7.21) o0, 7).

Proof. Settingv = R u € D}", it follows from the definitions ofCy and R, that
one has fot € (s, T the identity

t
(1, v(t, x)) = /0 /Rdil Gt —r,x —y)(RF(w))(r,y) dy dr

+ G(t,z — y)uo(y) dy
Rd—1

_ /t /Rdil Gt —rz—y)(RF®W))(r,y)dydr
+ /RH G(t — s, 7 — yus(y) dy .

Here, the fact that there appears no additional term is dileetdact thatl > —2q,
so that the term{1, 7 (¢, z)(F(u)(t, x))) cancels exactly with the corresponding term
appearing in the definition of/5. This quantity on the other hand is precisely equal to

(1, (K5 + RyR)RI F(v) + Gus)(t, x)) .
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Setting
w= (K5 + Ry R) R F(v) + Gus ,

we deduce from the definitions of the various operators appgabove that, fof ¢ N,
one ha,w(z) = Q/ZF(z,v(z)). However, we also know that satisfiesQ,v(z) =
Q/TF(z,v(z)). We can therefore apply Proposition 3.29, which yields idhentity
w = v, from which it immediately follows that = @ on (0, T").

The argument regardingis virtually identical, so we do not reproduce it herel

This shows that we can patch together local solutions inthxtte same way as
for “classical” solutions to nonlinear evolution equatori-urthermore, it shows that
the only way in which local solutions can fail to be global jsdan explosion of th€;-
norm of the quantityfRu)(t, -). Furthermore, since the reconstruction oper&ois
continuous int&?, this norm is continuous as a function of time, so that for @utyoff
valueL > 0, there exists a (possibly infinite) first timet which||u(¢, -)||,, = L.

Given a symmetric modef = (I, T') for .7, a symmetric initial conditiom, € C7,
and some (typically large) cut-off value > 0, we denote by: = S*(ug, Z) € D}"
andT = T*(uo, Z) € Ry U {+oc0} the (unique) modelled distribution and time such
that

u= (K5 + R,R)R"F(u) + Guy ,

on [0, T, such that|(Ru)(¢, )|, < L fort < T, and such thalt(Ru)(t, -)||, > L for
t > T. The following corollary is now straightforward:

Corollary 7.12 Let L > 0 be fixed. In the setting of Proposition 7.11, &t andT*
be defined as above and s@t= [—1,2] x R, Then, for every > 0andC > 0
there exist$ > 0 such that, setting’ = 1 AT (ug, Z) ANT*(ig, Z), one has the bound

||SL(’LL07Z) - SL(’ELOa Z)H’y.,n;T <e,

forall uo, @, Z, Z such thgiﬂ|Z|||wo < C, "lZ"lw;O < C, |luolly < L/2,||tol|l, < L/2,
o — ol < 6, and || Z: Z] .0 < 6.

Proof. The argument is straightforward and works in exactly theesaray as analo-
gous statements in the classical theory of semilinear PDEs.main ingredient is the
fact that for every > 0, one can obtain aa priori bound on the number of iterations
required to reach the timeA 7% (ug, Z). O

8 Regularity structures for semilinear (S)PDEs

In this section, we show how to apply the theory developetiimdrticle to construct
an abstract solution map to a very large class of semilinB&sRiriven by rough input
data. Given Theorem 7.8, the only task that remains is talaisufficiently large
regularity structure allowing to formulate the equation.

First, we give a relatively simple heuristic that allows doevery quickly decide
whether a given problem is at all amenable to the analysisepted in this article. For
the sake of conciseness, we will assume that the problenteseist can be rewritten as
a fixed point problem of the type

u= K * F(u,Vu, &) + 1o , (8.1)

whereK is a singular integral operator thatdsregularising orR? with respect to some
fixed scalings, F' is a smooth functior§ denotes the rough input data, angddescribes
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some initial condition (or possibly boundary data). In gaheone might imagine that
F also depends on derivatives of higher order (providedghssufficiently large) and
[ or thatF" itself involves some singular integral operators. We ferthore assume that
Fis affine in¢. (Accommodating the general case whérés polynomial iné would
also be possible with minor modifications, but we stick to #ffene case for ease of
presentation.)

It is also straightforward to deal with the situation whris non-homogeneous in
the sense that it depends on the (space-time) locationcékplas long as any such
dependence is sufficiently smooth. For the sake of reatigloiié will refrain from pre-
senting such extensions and we will focus on a situation visigust general enough
to be able to describe all of the examples given in the intctido.

Remark 8.1 In all the examples we are considerirdg s the Green'’s function of some
differential operato. In order to obtain optimal results, it is usually advisatoldix
the scalings in such a way that all the dominant termsdrhave the same homogeneity,
when counting powers with the weights givendy

Remark 8.2 We have seen in Section 7.1 that in general, one would realyt wo
consider instead of (8.1) fixed point problems of the type

u=((K + R)* (R" F(u, Vu,€))) + o , (8.2)

whereR™ denotes again the characteristic function of the set oftipegimes andr

is a smooth non-anticipative kernel. However, if we are abl®rmulate (8.1), then it
is always straightforward to also formulate (8.2) in ounfiework, so we concentrate
on (8.1) for the moment in order not to clutter the preseotati

Denoting bya < 0 the regularity of¢ and considering our multi-level Schauder
estimate, Theorem 5.12, we then expect the regularity ofdhéionw to be of order
at mosts + «, the regularity ofVu to of order at mosti + o — 1, etc. We then make
the following assumption:

Assumption 8.3 (local subcriticality) In the formal expression af, replace by a
dummy variable&s. Forany: € {1,...,d}, if 8+ « < s;, then replace furthermore
any occurrence of;u by the dummy variabl#;. Finally, if 3 + o < 0, replace any
occurrence of, by the dummy variabl&.

We then make the following two assumptions. First, we assoatehe resulting
expression is polynomial in the dummy variables. Secondisseciate to each such
monomial a homogeneity by postulating tBdtas homogeneity, U has homogeneity
B+ «a, andP; has homogeneity + o —s;. (The homogeneity of a monomial then being
the sum of the homogeneities of each factor.) With thesdionsathe assumption of
local subcriticality is that terms containirig do not contain the dummy variables and
that the remaining monomials each have homogeneity stigedater than.

Whenever a problem of the type (8.1) satisfies Assumption\v@e3say that it is
locally subcritical The role of this assumption is to ensure that, using Thesrm
4.16, and 5.12, one can reformulate (8.1) as a fixed point mdp’ifor sufficiently
high v (actually anyy > |«| would do) by replacing the convolutioR = with K,
as in Theorem 5.12, replacing all products by the abstraatymt«, and interpreting
compositions with smooth functions as in Section 4.2.
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For such a formulation to make sense, we need of course @ dsilfficiently rich
regularity structure. This could in principle be done byeaedly applying Proposi-
tion 4.11 and Theorem 5.14, but we will actually make use obaeexplicit construc-
tion given in this section, which will also have the advarta@coming automatically
with a “renormalisation group” that allows to understand kind of convergence re-
sults mentioned in Theorem 1.11 and Theorem 1.15. Our agri&n suggests the
following “metatheorem”, which is essentially a combiatiof Theorem 7.8, Theo-
rem 4.7, Theorem 4.16, and Theorem 8.24 below.

Metatheorem 8.4 Whenever (8.1) is locally subcritical, it is possible toldwa regu-
larity structure allowing to reformulate it as a fixed pointoplem inD” for ~ large
enough. Furthermore, if the problem is parabolic on a bouhdemain (say the torus),
then the fixed point problem admits a unique local solution.

Before we proceed to building the family of regularity stiwes allowing to formu-
late these SPDEs, let us check that Assumption 8.3 is indesibd for our examples
(®%), (PAM), and (KPZ). Note first that it is immediate from Prejtoon 3.20 and the
equivalence of moments for Gaussian random variables thie woise orR? with
scalings almost surely belongs 6¢ for everya < —%. (See also Lemma 10.2 be-
low.) Furthermore, the heat kernebisegularising, so that = 2 in all of the problems
considered here.

In the case of®?) in dimensiond, space-time is given bR**" with scalings =
(2,1,...,1), so that|s| = d + 2. This implies thatt belongs toC¢ for everya <
—42 — 1 — 4 In this case3 + a ~ 1 — £ so that, following the procedure of
Assumption 8.3, the monomials appearing &rfeand=. The homogeneity of/? is
38+ a) ~ 3 — 34, which is greater than-1 — £ if and only if d < 4. This is
consistent with the fact thatis the critical dimension for Euclideab* quantum field
theory [Aiz82]. Classical fixed point arguments using pyidgterministic techniques
on the other hand already fail for dimensi@nwhere the homogeneity af becomes
negative, which is a well-known fact [GRS75]. In the partéicase ofl = 2 however,
provided that one defines the powefs £ £)* “by hand”, one can write, = K % £ + v,
and the equation for is amenable to classical analysis, a fact that was expléited
example in [DPD03, HRW12]. In dimensidh this breaks down, but our arguments
show that one still expects to be able to reformuldté) (as a fixed point problem in
D7, provided thaty > 2. This will be done in Section 7.3 below.

For (PAM) in dimension! (and therefore space-tin¢** with the same scaling
as above), spatial white noise belonggfofor o < —g. As a consequence, Assump-
tion 8.3 does in this case boil down to the conditibR- « > 0, which is again the
case if and only it/ < 4. This is again not surprising. Indeed, dimensids precisely
such that, if one considers the classical parabolic Andensodel on the lattic&*
and simply rescales the solutions without changing therpatars of the model, one
formally converges to solutions to the continuous modeMPAOn the other hand, as
a consequence of Anderson localisation, one would expattlie rescaled solution
converges to an object that is “trivial” in the sense thabitld only be described ei-
ther by the0 distribution or by a Dirac distribution concentrated in adam location,
which is something that falls outside of the scope of thethpoesented in this article.
In dimension® and3 however, one expects to be able to formulate and solve a fixed
point problem inD” for v > 3. This time, one also expects solutions to be global,
since the equation is linear.

d+1
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In the case of (KPZ), one can verify in a similar way that Asption 8.3 holds.
As before, if we consider an equation of this type in dimensip we havels| =
d + 2, so that one expects the solutianto be of regularity just below — g In
this case, dimensio is already critical for three unrelated reasons. Firss thithe
dimension where; ceases to be function-valued, so that compositions withosmo
functions ceases to make sense. Second, even if the fusgtiorre to be replaced by
polynomials,g, would have to be constant in order to satisfy Assumption Bially,
the homogeneity of the terfivVh|? is —d. In dimensior2, this precisely matches the
regularity—1 — ¢ of the noise term.

We finally turn to the Navier-Stokes equations (SNS), whigaan write in the
form (8.1) with K given by the heat kernel, composed with Leray’s projectiotoo
the space of divergence-free vector fields. The situatiatightly more subtle here,
as the kernel is now matrix-valued, so that we really hévéor ratherd(d + 1)/2
because of the symmetry) different convolution operatbiesvertheless, the situation
is similar to before and each componentois regularity improving with3 = 2. The
condition for local subcriticality given by Assumption &fn states that one should
have ( — 4) + (—4) > —1 — ¢, which is satisfied if and only iff < 4.

8.1 General algebraic structure

The general structure arising in the abstract solutionrhiaw semilinear SPDEs of the
form (&%), (PAM), etc is very close to the structure already mentibimeSection 4.3.
The difference however is thdt only “almost” forms a Hopf algebra, as we will see
presently.

In general, we want to build a regularity structure that iisiently rich to allow
to formulate a fixed point map for solving our SPDEs. Such alegy structure will
depend on the dimensiahof the underlying space(-time), the scalingf the linear
operator, the degregof the linear operator (which is equal to the regularisirdgixof
the corresponding Green’s function), and the regularitf the driving noise. It will
also depend on finer details of the equation, such as whétberanlinearity contains
derivatives ofu, arbitrary functions of, etc.

At the minimum, our regularity structure should containypmamials, and it should
come with an abstract integration maphat represents integration against the Green’s
function K of the linear operatof.. (Or rather integration against a suitable cut-off
version.) Furthermore, since we might want to represervatdres ofu, we can intro-
duce the integration map, for a multiindexk, which one should think as representing
integration againsb* K. The “naive” way of buildingl” would be then to consider all
possible formal expressioris that can be obtained from the abstract symfoknd
{X;}¢_,, as well as the abstract integration maps More formally, we can define a
setF by postulating tha{1, =, X,;} C F and, whenever, 7 € F, we havert € F
andZy(r) € F. (However, we do not include any expression containing &ofeaaf
T, (XY), thus reflecting Assumption 5.4 at the algebraic leveltiermore, we postu-
late that the product is commutative and associative bytiiyarg the corresponding
formal expressions (i.eXZ(Z) = Z(2) X, etc), and thal is neutral for the product.

One can then associate to eacke F a weight|r|s which is obtained by setting
|1|5 =0,

IT7ls = I7]s + |7]s

for any two formal expressionsand7 in F, and such that

IZls =a, [Xils=s5i, |[Te(D)|s=I7|s+8—[kls .
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Since these operations are sufficient to generate &, dlfiis does indeed define |s.

Example 8.5 These rules yield the weights
|EIZ(EQXk)|s =3a+lkls + 8 — s, |XkI(E)2|5 = |kls + 2(a + B)
for any two multiindiceg and/.

We could then defind’, simply as the set of all formal linear combinations of
elementsr € F with |7|s = . The problem with this procedure is that sinee< 0,
we can build in this way expressions that have arbitrarilyatiee weight, so that the
set of homogeneitied C R would not be bounded from below anymore. (And it
would possibly not even be locally finite.)

The ingredient that allows to circumvent this problem is #ssumption of local
subcriticality loosely formulated in Assumption 8.3. Tokedhis more formal, assum-
ing again for simplicity that the right hand sidé of our problem (8.1) depends only
on ¢, u, and some partial derivativésu, we can associate tB a (possibly infinite)
collection?Mtr of monomials in=, U, andP; in the following way.

Definition 8.6 For any two integers: andn, and multiindex:, we haves™U" P ¢
M if F contains a term of the typg€”u™(Du)* for m > m, n > n, andk > k.
Here, we consider arbitrary smooth functions as polynasridl‘infinite order”, i.e.
we formally substitutey(u) by «°>° and similarly for functions involving derivatives
of u. Note also thak andk are multiindices since, in genera®, is a d-dimensional
vector.

Remark 8.7 Of course 9t is not really well-defined. For example, in the case of
(®4), we haveF (u, £) = £ — u3, so that

Mp ={E,U™ : m<3}.

However, we could of course have rewritten thisf@:, £) = ¢ + g(u), hiding the
fact thatg actually happens to be a polynomial itself, and this wouddl o adding all
higher powerU"},,~35 to M. In practice, it is usually obvious what the minimal
choice oM r is.

Furthermore, especially in situations where the solutiemactually vector-valued,
it might be useful to encode into our regularity structureiidnal structural proper-
ties of the equation, like whether a given function can bdtemias a gradient. (See
the series of works [HM12, HW13, HMW12] for situations whehés would be of
importance.)

Remark 8.8 In the case of (PAM), we have
Mmp ={1,U,UZ,=Z},
while in the more general case of (PAMg), we have
Mp ={U",U"E,U"P;,,U"P,P; : n>0,1i,5€{1,2}}.

This and (%) are the only examples that will be treated in full detail ivis straight-
forward to see wha®i» would be for the remaining examples.
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Remark 8.9 Throughout this whole section, we consider the case wheredisel
driving our equation is real-valued and there is only onegrel kernel required to
describe the fixed point map. In general, one might also wamonsider a finite
family {Z®} of formal symbols describing the driving noises and a fanfif{")} of
symbols describing integration against various integesthkls. For example, in the
case of (SNS), the integral kernel also involves the Lerayegtion and is therefore
matrix-valued, while the driving noise is vector-valuechig'is an immediate gener-
alisation that merely requires some additional indiceod#mng the object& andZ
and all the results obtained in the present section tnvieXtend to this case. One
could even accommodate the situation where different corapis of the noise have
different degrees of regularity, but it would then becomé&wamard to state an analogue
to Assumption 8.3, although it is certainly possible. Sinogations are already quite
heavy in the current state of things, we refrain from inciregsur level of generality.

Given a set of monomiast» as in Definition 8.6, we then build subséts, },,>o,
{Pi},>0 and{W, },,>¢ of F by the following algorithm. We setVy = Uy = P = ()
and, given subsetd, B C F, we also writeAB for the set of all products7 with
7 € Aand7 € B, and similarly for higher order monomials. (Note that thislgs the
conventiond? = {r7 : 7,7 € A} # {r% : 7 € A})

Then, we define the sew,,, U,, andP;, for n > 0 recursively by

Wa=W,au | QUw1,Pu1,5),

QeMp
U, = {X*YU{Z(r) : T€W,}, (8.3)
Pl = {XMYU{Zi(r) : TEeW,},

where in the sef X*}, k runs over all possible multiindices. In plain words, we take
any of the monomials it and buildW,, by formally substituting each occurrence
of U by one of the expressions already obtainet!,in; and each occurrence éf by
one of the expressions fro. _,. We then apply the mags andZ; respectively to
build 4,, andP?, ensuring further that they include all monomials invotyionly the
symbolsX;. With these definitions at hand, we then set

FrZ [ JWaulhy). (8.4)

n>0

In situations wherd’ depends om (and not only onDwu and¢ like in the case of the
KPZ equation for example), we furthermore set

Z/{F d:ef U Z/{'n, . (85)

n>0

We similarly defineP}, = |,,~, P; in the case wheit” depends o, u. The idea of
this construction is thdl/z contains those elements &fthat are required to describe
the solutionu to the problem at hand?% contains the elements appearing in the de-
scription of0;u, and Fr contains the elements required to describe both the solutio
and the right hand side of (8.1), so th&t is rich enough to set up the whole fixed
point map.

The following result then shows that our assumption of laaabcriticality, As-
sumption 8.3, is really the correct assumption for the theleveloped in this article to

apply:
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Lemma 8.10 Leta < 0. Then, the sefr € Fr : |7|s < 7} is finite for everyy € R
if and only if Assumption 8.3 holds.

Proof. We only show that Assumption 8.3 is sufficient. Its necessily be shown by

similar arguments and is left to the reader. 8& = inf{|7|, : 7 € U, \U,_} and

ol = inf{|7|, : 7€ PO\ PY 1. We claim that under Assumption 8.3 there exists

¢ > 0'such that™ > o= 4 ¢ and similarly foragn), which then proves the claim.
Note now thatV, = {Z}, so that one has

Al =(@+8)A0, o) =(@+B-5)N0.

Furthermore, Assumption 8.3 implies thaBf U9 P* € 9y \ {2}, then

pa+q(a+ﬂ)+2ki(a+575i)>a, (8.6)

andk; is allowed to be non-zero only jf > s;. This immediately implies that one
has|r|s > o for everyr € Fp, |7|s > (a + 3) A O for everyr € Up, and|7|s >
(o + B —s;) A O for everyr € PL. (If this were to fail, then there would be a smallest
indexn at which it fails. But then, since it still holds at— 1, condition (8.6) ensures
that it also holds at, thus creating a contradiction.)

Let now( > 0 be defined as

(= inf {(pf1)a+q(a+ﬂ)+2ki(a+ﬂf5i)}.

EPU Pk M p\{Z}

Then we see that® > o + ¢ and similarly foraf). Assume now by contradiction
that there is a smallest valuesuch that eithen™ < o"=1 4+ ¢ ora™ < o™V 4 ¢

for some index.. Note first that one necessarily has> 3 and that, for any such

n, one necessarily hasé") = o™ — 5, by (8.3) so that we can assume that one has
o™ < o= 4 ¢

Note now that there exists some element U,, with |7|; = o and thatr
is necessarily of the form = Z(7) with 7 € W,, \ W,,—1. In other words,7 is
a product of elements it,,_; andP:_, (and possibly a factoE) with at least one
factor belonging to eithel,,_1 \ U,—» or P},_; \ P._,. Denote that factor by, so
that7 = ou for someu € W,,.

Assume that € U,,_1 \ U,—2, the argument being analogous if it belongs to one
of theP!_, \ P._,. Then, by definition, one has|, > o*~Y. Furthermore, one
hasa»1) > ("2 4 ¢, so that there exists some elemént U, 5 \ U,,_3 with
|6|s < |o]s — ¢. By the same argument, one can fiadcc W,,_; with |d]s < |uls.
Consider now the elemefit= Z(64). By the definitions, one hase< U,,_; and, since
6 ¢ U,_3, 0ne has ¢ U, _». Therefore, we conclude from this that

aln=h) <|fls <l7ls —C= alm — -
thus yielding the contradiction required to prove our claim 0O

Remark 8.11 If F' depends explicitly o, then one hag/ € M, so that one auto-
matically had/r C Fr. Similarly, if F' depends oW, u, one hasPi. C Fr.
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Remark 8.12 If 7 € Fr is such that there exists andr, in F with 7 = 7,73, then
one also hasy,» € Fr. This is a consequence of the fact that, by Definition 8.6,
whenever a monomial it can be written as a product of two monomials, each of
these also belongs i 5.

Similarly, if Z(r) € Fr or Z;(r) € Fr for somer € F, then one actually has
T € Fp.

Given any problem of the type (1.1), and under AssumptiontBi8 procedure thus
allows us to build a candidafe for the model space of a regularity structure, by taking
for T', the formal linear combinations of elementsfi with |7|; = . The spaces
T, are all finite-dimensional by Lemma 8.10, so the choice ofmonT’, is irrelevant.
For example, we could simply decree that the element&form an orthonormal
basis. Furthermore, the natural producfirextends to a produston 7' by linearity,
and by setting x 7 = 0 wheneverr, 7 € Fr are such that7 ¢ Fr.

While we now have a candidate for a model spacas well as an index set (take
A ={|7|s : T € Fr}), we have not yet constructed the structure gréuppat allows
to “translate” our model from one point to another. The ramar of this subsection is
devoted to this construction. In principl&,is completely determined by the action of
the group of translations on thé”*, the assumption that= = =, the requirements

I(r7) = )+ (I'7),

for any 7,7 € Fp such thatr7 € Fp, as well as the construction of Section 5.1.
However, since it has a relatively explicit constructiomigar to the one of Section 4.3,
we give it for the sake of completeness. This also gives us ehrbetter handle on
elements o7, which will be very useful in the next section. Finally, trenstruction of

G given here exploits the natural relations between the ratean map<;, for different
values ofk (which are needed when considering equations involviniyaléres of the
solution in the right hand side), which is something that geeeral construction of
Section 5.1 does not do.

In order to describe the structure groafy we introduce three different vector
spaces. First, we denote By the set of finite linear combinations of elements in
Fr and byH the set of finite linear combinations of all elementsinWe furthermore
define a sef_. consisting of all formal expressions of the type

XTI 7,75 (8.7)
J

where the product runs over finitely many terms, there elements af, and thek;
are multiindices with the property thatj|s + 3 — |k;|s > 0 for every factor appearing
in this product. We should really think gf; as being essentially the sameZs so
that one can alternatively think of, as being the set of all elementse F such
that eitherr = 1 or |7|; > 0 and such that, whenevercan be written as = 7172,
one also has either, = 1 or |r;|s > 0. The notation7 instead ofZ, will however
serve to reduce confusion in the sequel, since elemefs @lay a role that is distinct
from the corresponding elementsn It is no coincidence that the symbgdl is the
same as in Section 5 since elements of the type are precisely placeholders for the
coefficients7 (z)7 defined in (5.11). Similarly, we defin€;- as the set of symbols as
in (8.7), but with ther; assumed to belong t6. Expressions of the type (8.7) come
with a natural notion of homogeneity, given By + >~ (|7;]s + 8 — [k;|s), which is
always positive by definition.



REGULARITY STRUCTURES FOR SEMILINEAR(S)PDEs 119

We then denote by .. the set of all finite linear combinations of all elementsin,
and similarly for#}.. Note that bott# and?# are algebras, by simply extending the
product ¢, 7) — 77 in a distributive way. WhiléH r is a linear subspace &, it is not
in general a subalgebra &f, but this will not concern us very much since it is mostly
the structure of the larger spagethat matters. The spaéé;. on the other hand is an
algebra. (Actually the free algebra over the symH{dis, 7,7}, wherej € {1,....d},

T € Fr, andk is an arbitraryl-dimensional multindex withk|s < |7]s + £.)

We now describe a structure on the spadeand?; that endowsH . (resp.H )
with a Hopf algebra structure arid (resp.H ) with the structure of a comodule over
H. (resp. H}). The purpose of these structures is to yield an explicistoigtion
of a regularity structure that is sufficiently rich to allowformulate fixed point maps
for large classes of semilinear (stochastic) PDEs. Thistroation will in particular
allow us to describe the structure gro@pn a way that is similar to the construction in
Section 4.3, but with a slight twist sin@é= H r itself is different from both the Hopf
algebrat . and the comodul@{.

We first note that foeverymultiindex k, we have a natural linear map,: H —

‘H . by setting

Te(r) = Tt |kl < |7]s + 8, Je(T) =0, otherwise.

Since there can be no scope for confusion, we will make atsdighse of notation and
simply write again7, instead of7,. We then definéwolinear maps\: H — HRQH
andAT: H, — H, @ Hy by

Al=1®1, AT1l=1®1,
AX,=X;01+10X;,, ATX;=X;21+1X;
===2®1,

and then, recursively, by

A(TT) = (A7) (AT) (8.8a)
4 m
ATir) = (T @ AT+ % & Titt4mT (8.8b)
e !
as well as
AT (17) = (AT T) (A7) (8.9a)
(—X)*

AT (TxT) = Z(jk+é ®

4

i )AT +10 T (8.9b)

In both cases, these sums run in principle over all possibl@indices/ andm. Note
however that these sums are actually finite since, by defmifor |¢|; large enough it
is always the case thgf, .7 = 0.

Remark 8.13 By construction, for every € F, one has the identithr = 7 ® 1 +

e @ 7@ for some constants; and some elements with"|; < ||, and

|Ti(1)|5 + |7'1-(2)|5 = |7]s. This is a reflection in this context of the condition (2.1).
Similarly, for everyo € F., one has the identity

A+a:o®1+l®a+20ia§1)®a§2),

3
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for some constants and some elements With§1)|g + |U§2)|5 = |o|s. Note also that
(8.9) is coherent with our abuse of notation fr in the sense that if andk are such
that 7, = 0, then the right hand side automatically vanishes.

Remark 8.14 The fact that it isA (rather thanA™) that appears in the right hand side
of (8.9b) is not a typo: there is not much choice since F and not inF,. The
motivation for the definitions ofA and A* will be given in Section 8.2 below where
we show how it allows to canonically lift a continuous reatisn¢ of the “noise” to a
model for the regularity structure built from these algébobjects.

Remark 8.15 In the sequel, we will use Sweedler’s notation for coprodudthenever

we writte AT = 3" 71 ® 7@, this should be read as a shorthand for: “There exists a
finite index setl, non-zero constantg:; };c;, and basis elements M} ;¢ r, {7 }ics
such that the identitAr = 3., c;7"” @ 7 holds.” If we then later refer to a joint
pro!oerty ofrM and 7, this means that the property in question holds for every pai
(Y, 7®) appearing in the above sum.

The structure just introduced has the following nice algébproperties.

Theorem 8.16 The spacéH . is a Hopf algebra and{ is a comodule ovet{ . In
particular, one has the identities

(I @ ANAT = (A AT, (8.10a)
(I @ ANATT = (AT @ )Atr, (8.10D)

for everyr € H. Furthermore, there exists an idempotent antipotteH . — H.,
satisfying the identity

M(I ® AN = (1%, 1)1 = M(A® AT, (8.11)

where we denoted byt: H; ® H4 — . the multiplication operator defined by
M(r ® 7) = 77, and byl* the element oH* such that(1*,1) = 1 and(1*,7) = 0
forall 7 € 7.\ {1}.

Proof. We first prove (8.10a). Both operators ntapntol ® 1 ® 1, = onto= ® 1 ® 1,
andX;ontoX; ® 1®1+1® X;®1+1®1® X;. SinceF is then generated by
multiplication and action witlT;,, we can verify (8.10a) recursively by showing that it
is stable under products and applications of the integratiaps.

Assume first that, for someand7 in F, the identity (8.10a) holds when applied to
bothr and7. By (8.8a), (8.9a), and the induction hypothesis, one tlethe identity

(I @ ANA(rT) = (I @ AT)ATAT) = (I @ AT)AT)((I @ AT)AT)
= (A @ DAT)((A @ DNAT) = (A @ I)(ATAT) = (A Q@ I)A(TT) ,

as required.
It remains to show that if (8.10a) holds for some F, then it also holds foZ, T
for every multiindexk. First, by (8.8b) and (8.9b), one has the identity
X X
(I ® A)ATr = (I © AT @ DAT+ Y S @ A (—'Jk+g+mr)
— 12 m)!

= (@I (I 2 AN)AT
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m

14 n
+ Z X (— ® X—)A Tkt t+m+nT (8.12)

where we used the multiplicative propertyaf and the fact that

Xk Xxm kam
AP =N g 2
i Zk 2 e —m)!

(Note again that the seemingly infinite sums appearing ib2j8are actually all finite
since J,7 = 0 for k large enough. This will be the case for every expressionief th
type appearing below.) At this stage, we use the recursiatior (8.9b) which yields

XxXm Xn Xm X"
Z(—' ® —)A TetmenT = Z( " o2 ol ijrern'r)
m m! !

m n(_ 0
+ Z (%jk-y-é-i-m-i-n@ %( 2() )AT

Lmon
—Z( X njk+m+n7')+2( Jk+m®I)A

Here we made use of the fact thay,  _, X =X
k = 0in which case it just yield&. Inserting this in the above expression, we finally

obtain the identity
(I ANAT,T = (T @ IR 1) @ AT)AT

XE xm X"
+ Z — @~ Tktt4minT
Cmm meen (8.13)

+Z i ( ka+e+m®I)AT

On the other hand, using again (8.8b), (8.9b), and the bialddentity, we obtain

m

Xt X
(A @ DA = (AL, @ I)AT + Z(A ® I)(—' ® —'ijréerT)
— il m!

Xt Xm
= (Golal)(AeDAT+Y 5 ® (ijﬂurm ® I)AT
e !

XE xm n
+ Z m! & ij-i-é-i—m-i—nT-

l,m,n

Comparing this expression with (8.13) and using the induckiypothesis, the claim
follows at once.

We now turn to the proof of (8.10b). Proceeding in a similaywaa before, we
verify that the claim holds for = 1, 7 = X;, andr = Z. Using the fact thaf\" is a
multiplicative morphism, it follows as before that if (814)0holds forr and7, then it
also holds forr7. It remains to show that it holds fgf, 7. One verifies, similarly to
before, that one has the identity

(—x)

(&Y O DA T = 1810 Jir +18 Y (Jrre ©

4

)AT
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o V4 - m
+;(jk+e+m®( 2() ®( ﬂ)f') )(A@I)AT,

while one also has

e Y4

(I @ ANAY Jr = 1®Z(jk+e®( ﬂ) )AT+1® 1® Jit
14

14 m
+ ZZ(jIHeer ® ( 2() ® ( n)’i') )(I@ A+)AT .
The claim now follows from (8.10a).

It remains to show thak . admits an antipodel: H, — H.. This is automatic
for connected graded bialgebras but it turns out that in egegcalthough it admits
a natural integer grading{; is not connected for it (i.e. there is more than one basis
element with vanishing degree). Itis of course connectethfagrading- |, but this is
not integer-valued. The general constructiovddiowever still works in essentially the
same way. The natural integer gradingon F. for this purpose is defined recursively
by | X;| = |Z| = |1] = 0, and thenr7| = |7| + |7| and|Jx7| = |7| + 1. In plain
terms, it counts the number of times that an integration aperarises in the formal
expressiorr.

Recall thatA4 should be a linear map satisfying (8.11), and we furthermamst
A to be a multiplicative morphism namely, for = 775, we impose thatdr =
(Ar1)(AT2). To construct4, we start by setting

AX; = —X; Al=1. (8.14)

Given the construction dff ., it then remains to defind on elements of the typ&,.~
with 7 € H and|J,7|s > 0. This should be done in such a way that one has

MI @ AAT T, =0, (8.15)

which then guarantees that the first equality in (8.11) h&ddsll 7 € H.,. This is
becauseM(I ® A)AT is then a multiplicative morphism which vanishes &p and
every element of the forn¥, 7, and, except for = 1, every element of ;. has at least
one such factor.

To show that it is possible to enforce (8.15) in a coherent, way proceed by
induction. Indeed, by the definition df" and the definition of\1, one has the identity

4

X
M(I & A For =3 M (JW ® 7,4) AT+ ATy .
; .

Therefore AJ 7 is determined by (8.15) as soon as we kndwg(.4)A7. This can

be guaranteed by iterating ov&rin an order of increasing degree. (In the sense of the
number of times that the integration operator appears inmadbexpression, as defined
above.)

We can then show recursively that the antipode also satigfi¢gl @ I)ATr =
1*(7)1. Again, we only need to verify it inductively on elements loétform 7, 7. One
then has
(=X)"

!

MAR DA Fir = Ter + ) M ATk © DAT
4
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-X ZXm
= TkT — Z%M(jk+l+m QARNAR AT
L,m
=TT - M(T @ A I)(I @ AT)AT,

where we used the fact that, ., C2XX" _ g unlessa = 0in which case it isl.

£im!

At this stage, we use the fact that it is straightforward tafyénductively that
(I®1)AT =T, (8.16)

for everyr € H, so that an application of our inductive hypothesis yieddg.A ®
DAY Tt = Tt — JeT = 0 as required. The fact that®> = 7 can be verified
in a similar way. It is also a consequence of the fact that tbepfthlgebrat . is
commutative [Swe69]. 0O

Remark 8.17 Note thatH is nota Hopf module ovef{ . since the identityA(r7) =
A7 At7 does in generaiothold for anyr € # and7 € .. HoweverH = H ® H,
can be turned in a very natural way into a Hopf module é¥er The module structure
isgivenby ¢ ® 71)72 = 7 ® (11 72) for 7 € H and7y, 7> € H., while the comodule
structureA: # — H ® H. is given by

Ar@7)=Ar A7,

where Q’l (024 Tg) . (77'1 ® 77'2) = (T1 ® 77'1) ® (T277'2) form € H andfg,ﬁ,%g S H+.
These structures are then compatible in the sense that ()A = (I ® AM)A and
A(r7) = Ar- At7. Itis not clear at this stage whether known general resulthese
structures (like the fact that Hopf modules are always foae) be of use for the type
of analysis performed in this article.

We are now almost ready to construct the structure gi@up our context. First,
we define a producton? , the dual ofH ., by

Definition 8.18 Given two elementsg, g € H}, their producy o g is given by the dual
of AT, i.e., itis the element satisfying

(gog,7)={9®7,AT7),
forall T € H.

From now on, we will use the notatiokg, 7), g(7), or every interchangeably for
the duality pairing. We also identiff ® R with X in the usual way{ ® ¢ ~ cx) for
any spaceX. Furthermore, to any € H?* , we associate a linear maéy: H — # in
essentially the same way as in (4.19), by setting

Iy = ® g)AT . (8.17)

Note that, by (8.16), one hds.7 = 7. One can also verify inductively that the co-unit
1* is indeed the neutral element for With these definitions at hand, we have

Proposition 8.19 For any g, g € H*, one had’,I'; = I';5. Furthermore, the prod-
ucto is associative.
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Proof. One has the identity

Llgr=T,(I@DPAT=(I g9 7(A R )AT
=(I®g@7( o A)AT=(I®(gog))AT,

where we first used Theorem 8.16 and then the definition oftb@yzto. The associa-
tivity of o is equivalent to the coassociativity (8.10b)4f, which we already proved
in Theorem 8.16. O

We now have all the ingredients in place to define the strequoupG:

Definition 8.20 The groupG is given by the group-like elemenis € #H* , i.e. the
elements such tha(m 2) = g(1) g(2) for anyr; € H,.. Its action orfH is given by
g—Ty.

This definition is indeed meaningful thanks to the followstgndard result:

Proposition 8.21 Giveng,g € G, one hasg o g € G. Furthermore, each element
g € G has a unique inversg .

Proof. This is standard, see [Swe69]. The explicit expressionfeiitiverse is simply
97 1(r) = g(A7). O

Finally, we note that our operations behave well when retgtig ourselves to the
spacesH  andH}. constructed as explained previously by only considerirgs¢h
formal expressions that are “useful” for the descriptiothaf nonlinearityF:

Lemma 8.220ne hasA: Hp — Hr @ Hif andAt: Hi — Hiy @ H.

Proof. We claim that actually, even more is true. Recall the defingiof the set¥V,,,
U,, andP! from (8.3) and denote b{V,,) the linear span ofV,, in H -, and similarly
for (U,) and(P%). Then, denoting byt any of these vector spaces, we claim that
has the property thahX C X ® H ., which in particular then also implies that the
action ofG leaves each of the spac&sinvariant. This can easily be seen by induction
overn. The claimis clearly true for = 0 by definition. Assuming now that it holds for
Un—1) and(P¢ _,), it follows from the definition ofV,, and the morphism property
of A that the claim also holds far/,,. The identity (8.8b) then also implies that the
claim is true for(i4,,) and(P?), as required.

Regarding the propertht: Hi — HE ® H}, it follows from the morphism
property ofA* (and the fact tha# ;. itself is closed under multiplication) that we only
need to check it on elementsof the formr = 7,7 with 7 € Fr. Using (8.9b), the
claim then immediately follows from the first claim. 0O

Remark 8.23 This shows that the action @f ontoH  is equivalent to the action of
the quotient groug » obtained by identifying elements that act in the same wayg ont
HE.

This concludes our construction of the regularity struetassociated to a general
subcritical semilinear (S)PDE, which we summarise as arémo
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Theorem 8.24 Let I be a locally subcritical nonlinearity, lIel” = Hp with T, =
{reFr :|rls =7}, A={|r]s : 7 € Fr}, andG be defined as above. Then,
Ir = (A, Hr,Gr), defines a regularity structur&. Furthermore,Z is an abstract
integration map of ordep for .7.

Proof. To check that7r is a regularity structure, the only property that remains to
be shown is (2.1). This however follows immediately from thet that if one writes
Ar = 370 © 7@ then each of these terms satisfie)|, + |7?|, = |7, and
|7@|, > 0. Furthermore, one verifies by induction that the term 1 appears exactly
once in this sum, so that for all other term$§) is of homogeneity strictly smaller than
that of 7.

The mapZ obviously satisfies the first two requirements of an abstrdegration
map by our definitions. The last property follows from thet fdat

X — 0
N Tir = (1 )ATr = U@ )@ 0 DAT+ 5 E I g7
)

where we defined:, € R? as the element with coordinatesy(X;). Noting that
(I ® g)(Tx ® I)Ar = T,,T" 7, the claim follows. 0

Remark 8.25 If some element of)t» also contains a factd?;, then one can check in
the same way as above tliatis an abstract integration map of orger s; for 7.

Remark 8.26 Given I as above and > 0, we will sometimes writeZ{") (or simply
) whenF is clear from the context) for the regularity structure atea as above,
but withZ’, = 0 for vy > r.

8.2 Realisations of the general algebraic structure

While the results of the previous subsection provide a syatie way of constructing
a regularity structure” that is sufficiently rich to allow to reformulate (8.1) as aefik
point problem which has some local solutibne D}," for suitable indicesy ands, it
does not at all address the problem of constructing a modé&ialy of models) {1, I')
such thatRU can be interpreted as a limit of classical solutions to soegelarised
version of (8.1).

It is in the construction of the modell(T") that one has to take advantage of ad-
ditional knowledge about (for example that it is Gaussian), which then allows to use
probabilistic tools, combined with ideas from renormalsatheory, to build a “canon-
ical model” (or in many cases actually a canonical finite-elisional family of models)
associated to it. We will see in Section 10 below how to doithikie particular cases
of (PAMg) and *). For any continuous realisation of the driving noise hosveit is
straightforward to “lift” it to the regularity structure # we just built, as we will see
presently.

Given anycontinuousapproximatiore. to the driving noise, we now show how
one can build a canonical mod@&I€), I'®)) for the regularity structureZ built in the
previous subsection. First, we set

(MO2) () = &), (IEXF)(y) = (y — 2)" .

Then, we recursively defind®)r by

(MO77)(y) = (MO7)(y) MO7)(y) , (8.18)
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as well as
©) b ©) W—2)"
MOLT)0) = [ DEKG ) M@ ds + 30 UG O Fr) . (8.29)
- !
In this expression, the quantiti¢&’ (7, 7) are defined by
1) = - [ DiKe ) MO7):) d (8.20)

If we furthermore impose that

fOX) = =2y 200 = (GO (8.21)

and extend this to all o/} by linearity, thenf() defines an element of the grotj-
given in Definition 8.20 and Remark 8.23.
Denote byF (" the corresponding linear operator )., i.e. F{) = ', where

the mapg — ', is given by (8.17). With these definitions at hand, we themeff?)
b

’ e = (FO o FE. (8.22)
Furthermore, for any € F, we denote by, the sector given by the linear span of
{T'r : T € G}. This is also given by the projection &r onto its first factor. We then
have:

Proposition 8.27 Let K be as in Lemma 5.5 and satisfying Assumption 5.4 for some
r > 0. Let furthermore%ff) be the regularity structure obtained from any semilinear
locally subcritical problem as in Section 8.1 and Remarl68.2t finally¢. : R? — R
be a smooth function and I€fI), T©)) be defined as above. The@[®), ') is a
model for.7,".

Furthermore, for any- € Fr such thatZ,r € Fr, the mode(II®), I'®)) realises
the abstract integration operatdf;, on the sectoi/,..

Proof. We need to verify both the algebraic relations and the aitalybounds of
Definition 2.17. The fact that)I'¢) = I'¢) is immediate from the definition (8.22).
In view of (8.22), the identityI)T) = I1{) follows if we can show that

IOFE) iy = TOFE) (8.23)

for everyr € Fr and any two points: andy. In order to show that this is the case,
it turns out that it is easiest to simply “guess” an expreséiw I1E) (F) ™' 7 that is
independent of and to then verify recursively that our guess was correatttis, we
define a linear mapI®: Hy — C(R?) by

mON@) =1, MTOX)@) =y, T9E)) =£w),
and then recursively by
(M977)(y) = (IO7)(y) MO (), (8.24)

as well as i
WOZ)) = [ DEK. ) (@O7)(:) dz (8.25)
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We claim that one haHE) (F©) ™'+ = T1®) 7 for everyr € Fr and everyr € R%.
Actually, it is easier to verify the equivalent identity

nEr = MOFE) . (8.26)
To show this, we proceed by induction. The identity obviginsllds forr = = and
7= 1. Forr = X;, we have by (8.21)
(MOFOX;)(y) = (MO ® FNX @1+ 10 X)) = i — 2 = (TEOX,)()

Furthermore, in view of (8.24), (8.18), and the fact ti#4® acts as a multiplicative
morphism, it holds for-7 if it holds for bothT and7.

To complete the proof of (8.23), it remains to show that (BI&8@ids for elements
of the formZ, 7 if it holds for 7. It follows from the definitions that

FOL 7 = T,FOT + Z fg(f)( jk-i—é-i—mT)

= Isz(e)T + Z i _n?m 2 (ij+g+mT) (8.27)

l,m

=T, FOT + Z 7()( 7) T Theqer)

where we used (8.21), the morphism property/§t, and the binomial identity. The
above identity is precisely the abstract analogue in thigecd of the identity postulated
in Definition 5.9.

Inserting this into (8.25), we obtain the identity
) T fO (Tt

(8.28)

SinceIl® F©)r = 11©)+ by our induction hypothesis, this is precisely equal to the
right hand side of (8.19), as required.

It remains to show that the required analytical bounds atdd.hRegarding1®,
we actually show the slightly stronger fact thal@7)(y) < |lz — y||I"*. This is
obvious forr = X; as well as forr = = since|=Z|; < 0 and we assumed that is
continuous. (Of course, such a bound would typically nodhaiiformly ine!) Since
|77|s = |7|s + |T]s, it is @lso obvious that such a bound holds+arif it holds for both
7 and7. Regarding elements of the forfp 7, we note that the second term in (8.19) is
precisely the truncated Taylor series of the first term, so tie required bound holds
by Proposition A.1 or, more generally, by Theorem 5.14. Toatede the proof that
(I1¢), 7)) is a model for our regularity structure, it remains to obtaibound of the
type (2.15) for"€). In principle, this also follows from Theorem 5.14, but we @dso
verify it more explicitly in this case.

Note that the required bound follows if we can show that

NN E[(foA® f)AT| Sl —yllie

forall 7 € ]—‘;E with |7|s < 7. Again, this can easily be checked for= X*. For
T = JiT, note that one has the identity

(O FET,7)(y) = / DVE(y, 2) (IO FO7)(2) dz + Z (y

="

XE
(AD DAY T = 18 Jit =D (M) (Tisrem ® G- AS

lm

)(I®A+)A%.
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As a consequence, we have the identity
'Yfg(jm') f(e)(j 7) — Z (y f(a)(jk+er(€)7_') .

It now suffices to realise that this is equal to the quar(ﬂ]fy;jxy%)k, whereJ,, was
introduced in (5.36), so that the required bound followsrficemma 5.21. There is an
unfortunate notational clash betwegn, and.7, appearing here, but since this is the
only time in the article that both objects appear simultarsio we leave it at that.
The fact that the model built in this way realisés for the abstract integration
operatorZ (and indeed for any of th&;) follows at once from the definition (8.19).
O

Remark 8.28 In general, one does not even n€edo be continuous. One just needs
it to be inC for sufficiently large (but possibly negative)such that all the products
appearing in the above construction satisfy the conditadi&oposition 4.14.

This construction motivates the following definition, whaeve assume that the ker-
nel K annihilates monomials up to ordeand that we are given a regularity structure
I built from a locally subcritical nonlinearity” as above.

Definition 8.29 A model (I, I") for 9}") is admissibleif it satisfies (I, X")(y) =
(y — 2)*, as well as (8.19), (8.21), (8.22), and (8.20). We denotedsy the set of
admissible models.

Note that the set of admissible models is a closed subsetddahof all models
and that the models built from canonical lifts of smooth fiims¢©) are admissible by
definition. Admissible models are also adapted to the iatiggn mapK (and suitable
derivatives thereof) for the integration magand the mapg;, if applicable). Actually,
the converse is also true provided that definef by (8.20). This can be shown by a
suitable recursion procedure, but since we will never digtuse this fact we do not
provide a full proof.

Remark 8.30 It is not clear in general whether canonical lifts of smoatihdtions
are dense in#r. As the definitions stand, this will actually never be theecamice
smooth functions are not even denseCitl This is however an artificial problem
that can easily be resolved in a manner similar to what we mlithé proof of the
reconstruction theorem, Theorem 3.10. (See also the nd@6]H) However, even
when allowing for some weaker notion of density, it will inrggalnot be the case
that lifts of smooth functions are dense. This is becauseddelarity structurezgf)
built in this section does not encode the Leibniz rule, so ithean accommodate the
type of effects described in [Gub10, HM12, HK12] (or ever ju&'s formula in one
dimension) which cannot arise when only considering liftsmooth functions.

8.3 Renormalisation group associated to the general algesic structure

There are many situations where, if we take fora smooth approximation t such
thaté. — € in a suitable sense, the sequenBé) I'®)) of models built fromé, as
in the previous section fails to converge. This is somewlifferént from the situ-
ation encountered in the context of the theory of rough pathere natural smooth
approximations to the driving noise very often do yield &nlitnits without the need
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for renormalisation [CQ02, FV10a]. (The reason why thisdsstems from the fact
that if a processY is symmetric under time-reversal, then the expression, X ; is
antisymmetric, thus introducing additional cancellatioRecall the discussion on the
role of symmetries in Remark 1.9.)

In general, in order to actually build a model associatedhéodriving noises, we
will need to be able to encode some kind of renormalisationgdure. In the context of
the regularity structures built in this section, it turng that they come equipped with
a natural group of continuous transformations on their sgd@dmissible models. At
the abstract level, this group of transformations (whichca#?) will be nothing but a
finite-dimensional nilpotent Lie group — in many instanagst g copy oR™ for some
n > 0. As already mentioned in the introduction, a renormalisaprocedure then
consists in finding a sequendé. of elements i such thatV/, (11, I'®)) converges
to a finite limit (I, T"), where {I¢), T¢)) is the bare model built in Section 8.2. As pre-
viously, different renormalisation procedures yield listhat differ only by an element
in 1.

Remark 8.31 The construction outlined in this section, and indeed thelezmethod-
ology presented here, has a flavour that is strongly renénisof the theory given in
[CK0O0, CKO01]. The scope however is different: the consinrcpresented here applies
to subcritical situations in which one obtains superreradisable theories, so that the
groupfR is always finite-dimensional. The construction of [CKOO, @K on the other
hand applies to critical situations and yields an infinited@hsional renormalisation

group.

Assume that we are given some modél [") for our regularity structureZ. As
before, we assume thht,, is provided to us in the form

Ty =F 'oF,, (8.29)

and we denote by, the group-like element in the dual &f;- corresponding td’,. As
a consequence, the operalbyF; ! is independent of and, as in Section 8.2, we will
henceforth denote it simply by

mE1, et (8.30)

Throughout this whole section, we will thus represent a rhbgéhe pair {1, f) where
I is one single linear mapl: 7 — S’(RY) andf is a map orR? with values in the
morphisms ofH ;..

We furthermore make the additional assumption that our misdedmissible, so
that one has the identities

7,7 = / DFK(-,y) (TI7)(dy) , (8.31)
Rd
fodir == [ D*K(ay) (Lr)(dy) (8.32)
Rd
where, in view of (8.30)IT andII, are related by
IIr = (I, ® fLA)AT, M7 =M ® f)AT.
Note that by definition, (8.32) only ever applies to elememits |7, 7|s > 0, which

implies that the corresponding integral actually makesserin view of (8.8b) and
(5.12), this ensures that our model does realistor the abstract integration operator
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7 (and, if needed, the relevant derivatives léffor the Z). It is crucial that any
transformation that we would like to apply to our model press this property, since
otherwise the operatokS, cannot be constructed anymore for the new model.

Remark 8.32 While it is clear thatII, f) is sufficient to determine the corresponding
model by (8.29) and (8.30), the converse is not true in géiifecae only imposes
(8.29). However, if we also impose (8.32), together withdaronical choicg,.(X) =
—x, then f is uniquely determined by the model in its usual represemdil, I').
This shows that although the transformations constructekis section will be given
in terms of f, they do actually define maps defined on the.gét of all admissible
models.

The important feature dR is its action on elements of negative homogeneity. It
turns out that, in order to describe it, it is convenient takvon a slightly larger set
Fo C Fr with some additional properties. Given any 8et Fr, we will henceforth
denote by AlgC) C F;- the set of all elements iF;: of the form X* [, 7,7, for
some multiindices: and ¢; such that| 7, 7:|s > 0, and where the elements all
belong toC. (The empty product also counts, so that one always¥fas Alg(C) and
in particularl € Alg(C).) We will also use the notatiof€) for the linear span of a set
C. We now fix a subsefy, C Fr as follows.

Assumption 8.33 The setF, C Fr has the following properties:
e The setF, contains every € Fp with |7|; < 0.

e There existsF, C JFy such that, for every € Fy, one hasAt € (Fy) ®
(Alg(F%)).

Remark 8.34 Similarly to before, we writéH = (Fo), F = Alg(F,), andH; =
(F;"). Proceeding as in the proofs of Lemmas 8.38 and 8.39 belacam verify that
the second condition automatically implies that the opesak™ and.A both leaveH
invariant.

Let now M: Hy — Ho be a linear map such thatZ,~ = Z, M for every
T € Fo such thatZ,7 € Fy. Then, we would like to use the may to build a new
model (I, fM) with the property that

nMr =TIMr . (8.33)

(The conditionM/ Z,,7 = Z;, Mt is required to guarantee that (8.31) still holdsFbt .)
This is not always possible, but the aim of this section isrtuvjgle conditions under
which it is. In order to realise the above identity, we woukeIto build linear maps
AM: Hy — Ho x He andM : Hi — HJ such that one has

IMr = (I, @ f)AM7r,  fMr= f.Mr. (8.34)

Remark 8.35 One might wonder why we choose to make the ansatz (8.34). iidte fi
identity really just states that?! 7 is given by a bilinear expression of the type

M7 = 3 07 () T
T1,T2

which is not unreasonable since the objects appearing orighehand side are the
only objects available as “building blocks” for our congtiion. One might argue that
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the coefficients could be given by some polynomial expressithe f,.(m1), but thanks
to the fact thatf, is group-like, this can always be reformulated as a linearession.
Similarly, the second expression simply states fifatis given by some arbitrary linear
(or polynomial by the same argument as before) expressitreif,.

Furthermore, we would like to ensure that if the pdi, (f) satisfies the identities
(8.31) and (8.32), then the paifI, /M) also satisfies them. Inserting (8.34) into
(8.32), we see that this is guaranteed if we impose that

M. = M(Ji ® HAM (8.35a)

where, as before\t: Hj x Hi — H denotes the multiplication map. We also note
that if we want to ensure that (8.33) holds, then we shouldiredhat, for every: €

R?, one has the identityI)/ = TIM (FM) ™", which we rewrite agI¥ = IIMFM.
Making use of the first identity of (8.34) and of the fact tihgt = I1F,, the left hand
side of this identity can be expressed as

MMr =M f, @ f) AR DA = (M@ f,)(I @ M)A DAY T .

Using the second identity of (8.34), the right hand side endther hand can be rewrit-
ten as
OMFM7r =M MY (M@ AT = [I® f,)(M & M)AT .

We see that these two expressions are guaranteed to be eqaayfchoice oflT and
fz if we impose the consistency condition

(I @ M)A ® DAY = (M @ M)A . (8.35b)

Finally, we impose thad/ is a multiplicative morphism and that it leav&<' invariant,
namely that K R R K
M(rim) = (Mn)(Mr), MX"=XF, (8.35¢)

which is a natural condition given its interpretation. lewiof (8.34), this is required to
ensure thafM is again a group-like element witf} (X;) = —x;, which is crucial for
our purpose. It then turns out that equations (8.35a)—€8.8% sufficient to uniquely
characterise\™ and )/ and that it is always possible to find two operators satisfyin
these constraints:

Proposition 8.36 Given a linear mapV/ as above, there exists a unique choice\bf
and AM satisfying (8.35a)—(8.35c).

In order to prove this result, it turns out to be conveniergdosider the following
recursive construction of elementsify-. We defineF® = () and then, recursively,

FOr) — {7 € Frp : At € Hp @ (Alg(F™))} . (8.36)

Remark 8.37 In practice, a typical choice for the s&f of Assumption 8.33 is to take
Fo = F™ and F, = F~D for some sufficiently large, which then automatically
has the required properties by Lemma 8.38 below. In padictihis also shows that
such sets do exist.

For example,F() contains all elements of the forE* X* that belong taF, but
it might contain more than that depending on the values ahdg. The following
properties of these sets are elementary:
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e One hasF»~1) ¢ F(, This is shown by induction. For = 1, the statement
is trivially true. If it holds for somen then one has AlgF*—1) c Alg(F™)
and so, by (8.36), one also h&§” ¢ F"+1), as required.

o If 7,7 € F™ are such that7 € Fr, thent7 € F( as an immediate conse-
quence of the morphism property &f combined with the definition of Alg.

e If 7 € F™ andk is such thall,r € Fr, thenZ,m € F**tD. As a consequence
of this fact, and since all elements.jf- can be generated by multiplication and
integration fronE and theX;, one hagJ,, ., 7 = F.

The following consequence is slightly less obvious:

Lemma 8.38 For everyn > 0 andr € F, one hasAt € (F™) @ (Alg(F"~1)).
For everyn > 0 andr € Alg(F™), one hasAt 7 € (Alg(F™)) @ (Alg(F™)).

Proof. We proceed by induction. For = 0, both statements are trivially true, so
we assume that they hold for all < k. Take thenr € F*+1 and assume by con-
tradiction thatA7r ¢ (F*+1) @ (Alg(F®)). This then implies that4 @ I)Ar ¢
Hr @ (Alg(F®)) @ (Alg(F®)). However, we haveX ® IAT = (I ® AY)AT by
Theorem 8.16 andk™ maps(Alg(F®)) to (Alg(F®))  (Alg(F®)) by our induction
hypothesis, thus yielding the required contradiction.

It remains to show thah™ has the desired property far= k + 1. SinceA™ is a
multiplicative morphism, we can assume thas of the formr = 7,7 with 7 € F*+1),
One then has by definition

_x)m
At = Z(jg+m® ( m!) )A%+1®r.
By the first part of the proof, we already know that € (F¢+1) @ (Alg(F®)), so
that the first term belongs t\Ig(F*+Y)) @ (Alg(F*))). The second term on the other
hand belongs tdAlg(F©)) ® (Alg(F*+D)) by definition, so that the claim follows.
O

A useful consequence of Lemma 8.38 is the following.

Lemma 8.39 If 7 € Alg(F™) for somen > 0, then At € (Alg(F™)), where A is
the antipode ir{.. defined in the previous subsection.

Proof. The proof goes by induction, using the relatioag7) = A(7) A(7), as well
as the identity
XZ
ATT = — ZM(ij ® —
¢

i A) AT, (8.37)

which is valid as soon ak7,7|s > 0. Forn = 0, the claim is trivially true. For
arbitraryn > 0, by the multiplicative property of4, it suffices to consider the case
T = Jp7T with 7 € F®. SinceA7r € (F™) @ (Alg(F~1)) by Lemma 8.38, it
follows from our definitions and the inductive assumptioattthe right hand side of
(8.37) does indeed belong 8lg(F™))  (Alg(F™)) as required. 0

We now have all the ingredients in place for the
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Proof of Proposition 8.36We firstintroduce the map : Ho@H] — Ho®@H7 given
by D = (I @ M)(A ® I). It follows immediately from the definition oA and the fact
that, by Lemma 8.10, homogeneities of element&jn(and a fortiori of elements in
Fo) are bounded from below, th&! can be written as

Dref) =17 -Dr®7),

for some nilpotent map. As a consequence) is invertible with inverse given by the
Neumann seriep ! = > k>0 DF, which is always finite.

The proof of the statement then goes by induction o¥& N F,. Assume thaf\/
andAM are uniquely defined on AIg{"™ N F,) and onF™ N F, respectively which,
by (8.35c¢), is trivially true fom = 0. (For A this is also trivial sinceF(® is empty.)
Take thenr € F™+1 N Fy. By (8.35b), one has

AMr = DY M @ M)AT .

By Lemma 8.38 and Remark 8.34, the second factdxobelongs toAlg(F™ N F,))
on which )/ is already known by assumption, so that this uniquely detezsi\ 7.

On the other hand, in order to determii& on elements of AlgE"*+1) N F,) it
suffices by (8.35c) and Remark 8.34 to determine it on elesnaithe formr = 7,7
with 7 € FtD 0 F,. The action ofM on such elements is determined by (8.35a)
so that, since we already know by the first part of the proof t8 7 is uniquely
determined, the proof is complete. 0O

Before we proceed, we introduce a final object whose utilitylve clear later on.
Similarly do the definition oA\™ , we defineA™ : Hj — H @ Hg by the identity

(AMA® M)AT = (I @ M)(AT @ )AM (8.38)

Note that, similarly to before, one can verify that the ni2p = (I ® M)(A* @ I) is
invertible onHs ® M, so that this expression does indeed defidé uniquely.

Remark 8.40 Note also that in the particular case wheh= I, the identity, one has
MNMr=7r91, AMr=7r%1 aswellasM/ = I.

With these notations at hand, we then give the following dpgon of the “renor-
malisation group*i:

Definition 8.41 Let 7 andF, be as above. Then the corresponding renormalisation
groupfi consists of all linear map/ : Ho — H, such thatV/ commutes with th&,
such thatM X* = X*, and such that, for every € F, and every; € F,", one can
write

AMr=7rp1+> Wer,  AMr=7g1+) #Wer, (8.39)
where each of the() € 7, and7) € F is such thatr®|, > |7, and|7V|s > |7]s.

Remark 8.42 Note thatAM is automatically a multiplicative morphism. Since one
has furthermoréd\™ X* = X* 1 for every M, the second condition in (8.39) really
needs to be verified only for elements of the fafp{r) with = € F,. The reason for
introducing the quantith™ and definingR in this way is that these conditions appear
naturally in Theorem 8.44 below where we check that the maatised model defined
by (8.34) does again satisfy the analytical bounds of Dé&fimi2.17.
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We first verify that our terminology is not misleading, nayn&iat R really is a
group:

Lemma 8.43 If My, My € R, thenM,M> € R. Furthermore, ifM € R, then
M-!'cR.

Proof. Note first that ifA/ = M, M, then, due to the identityI = IIAZ, M,, one
obtains the modellf™ , ) by applying the group element correspondingife to
(I, FM1). As a consequence, one can “guess” the identities

AM = (I @ M)(AM @ Ny)AMz | (8.40a)
AM = (I & M)(AM* @ N )AM: (8.40D)
M = My M, . (8.40c)

Since we know that (8.35) characteris¥¥ and )/, (8.40) can be verified by checking
that AM and M defined in this way do indeed satisfy (8.35). The identitB$8) is
immediate, so we concentrate on the two other ones.

For (8.35a), we have

M(Te @ DAY = M((Je @ DAM @ M) AM-
= M(M,J), @ M) AMz
= MyM(Je @ I)AM2 = N[ N T,

which is indeed the required property. Here, we made useeafibrphism property of
M to go from the second to the third line.
For (8.35b), we use (8.40a) to obtain

(I @ M)A @ DAM = (I @ M) (A @ DI @ M)(AM @ My)AMz
=T M)(M ® M1)A ® ]\%)AM2
= (M, ® My)I @ M)(A @ I)AM:
= (M; @ My)(Ma @ My)A = (M @ M)A,

as required. Here, we used again the morphism propetty;ato go from the second
to the third line. We also used the fact that, by assumpt®@35p) holds for both\/;
and M. Finally, we want to verify that the expression (8.40b) f¥ is the correct
one. For this, it suffices to proceed in virtually the same waayor AV, replacingA
by A when needed.

To show thatr is a group and not just a semigroup, we first define, foraryR,
the projectiorP,, : Ho — Ho given byP.7 = 0if |7|s > k andP,7 = 7if |7|s < k.
We also writeP,, = P,. ® I as a shorthand. We then argue by contradiction as follows.
Assuming thafl/ —! ¢ 9%, one of the two conditions in (8.39) must be violated. Assume
first that it is the first one, then there exists & F, and a homogeneity < |7, such
thatAM ' 7 can be rewritten as

AMT = RyT—l—Rfr,

with P, RM 7+ = RM7 # 0, P, RY 7 = 0, andRM 7 # 7 ® 1. We furthermore choose
for x the smallest possible value such that such a decompostists g.e. we assume
thatPz RMr = 0 for everyz < k.
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It follows from (8.40a) that one has
Po(r ©1) = PoA T = (I @ M)(PAM @ MAM)AM "1

Since, by Definition 8.41, the identify,. AM 7 = P,.(7 ® 1) holds as soon d$|, > &,
one eventually obtains R
Po(r®1)=RMr,

which is a contradiction. Therefore, the only way in whicreaould havel ~* ¢ R
is by violating the second condition in (8.39). This howegan also be ruled out in
almost exactly the same way, by making use of (8.40b) insi&¢8140a) and exploiting
the fact that one also has’ 7 = 7 @ 1. O

The main result in this section states that any transfoomatl € R extends
canonically to a transformation on the set of admissible efotbr 7" for arbitrary
7> 0.

Theorem 8.44 Let M € R, whereR is as in Definition 8.41, let > 0 be such that the
kernel K annihilates polynomials of degreeand let(I1, f) ~ (11, I') be an admissible
model forﬂF(") with f andT related as in (8.29).

DefinelI?’ and f* on?H, and#; as in (8.34) and definE™ via (8.29). Then,
(II™  TM) is an admissible model fa# on#H,. Furthermore, it extends uniquely to
an admissible model for all of7{".

Proof. We first verify that the renormalised model does indeed yéeidodel for. 7
on H,. For this, it suffices to show that the bounds (2.15) hold. dReigpg the bound
on 1M, recall the first identity of (8.34). As a consequence of Og€in 8.41, this
implies that(IT1}7)(¢2) can be written as a finite linear combination of terms of the
type (I1,.7)(p)) with |7|s > |7|s. The required scaling as a functionothen follows
at once.

Regarding the bounds dn,,, recall thatl',, 7 = (I ® 74,) AT With

Yy = (fm-A b2 fy)A+ ’ (841)

and similarly for'y%. Since we know thatl{, I') is a model forﬂ}’”), this implies that
one has the bound
ey S lle = yll¥'= (8.42)

and we aim to obtain a similar bound f@%. Recalling the definitions (8.41) as well
as (8.34), we obtain foy)! the identity

V= (f2A® fIAMA® M)AT = (fA® f,)(I @ M)(AT @ AM
= (foA® fy ® f)AT @ DAY = (1, ® f,)AM

where the second equality is the definition/s¥ , while the last equality uses the defi-
nition of v,,,,, combined with the morphism property ff. It then follows immediately
from Definition 8.41 and (8.42) that the bound (8.42) alsajbdibrv%.

Finally, we have already seen that If(I') is admissible, thedI} and fM sat-
isfy the identities (8.31) and (8.32) as a consequence 8583, so that they also form
an admissible model. The fact that the modél{, ') extends uniquely (and con-
tinuously) to all ofﬂfff) follows from a repeated application of Theorem 5.14 and
Proposition 3.31. 0O
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Remark 8.45 In principle, the construction @R given in this section depends on the
choice of a suitable sek,. It is natural to conjecture that does not actually depend

on this choice (at least iy is sufficiently large), but it is not clear at this stage wiegth

there is a simple algebraic proof of this fact.

9 Two concrete renormalisation procedures

In this section, we show how the regularity structure andreralisation group built in
the previous section can be used concretely to renorm&sdg) and @*).

9.1 Renormalisation group for (PAMQ)

Consider the regularity structure generated by (PAMg) Witz as in Remark 8.8,
8 =2,anda € (—%, —1). In this case, we can choose

Fo={LE X:E IG)=,L(E),LOLE)}, F={E},

wherei and; denote one of the two spatial coordinates. It is straightfod to check
that this set satisfies Assumption 8.33. Indeed, providetithe (—3,—1), it does
contain all the elements of negative homogeneity. Furtbeemall of the elements
T € Fp satisfyAr = 7 ® 1, except for= Z(£) and X ;= which satisfy

AEZIE) =ZIE)®1+ER JE), AXE=XEZQl+EZ0X,.

It follows that these elements indeed satigty € Ho ® Hg, as required by our
assumption.

Then, for any constarit’ € R and2 x 2 matrix C, one can define a linear mag
on the span of by

M(Z(2)z) = I(8)= - C1,
M(Z,(2)Z;(2)) = Li(E)I;(E) - Ci;1,
as well asM (7) = 7 for the remaining basis vectors.ify. Denote byR, the set of all
linear maps\/ of this type.

In order to verify thati, C 9 as our notation implies, we need to verify thstt!
andAM satisfy the property required by Definition 8.41. Note fitsitt

MI(E)=1(5),

as a consequence of (8.35a). Since one furthermordhiis = X;, this shows that
one has

(M @ M)AT = (M @ I)AT |
for everyr € Fy. Furthermore, it is straightforward to verify that/(® I)AT = AM T
for everyr € Fy. Comparing this to (8.35b), we conclude that in the speaakc
considered here we actually have the identity

AMr=(Mr)®1, (9.1)

for everyr € Fy. Indeed, when plugging (9.1) into the left hand side of (8)3%e do
recover the right hand side, which shows the desired claicesive already know that
(8.35b) is sufficient to characterig®" . Furthermore, it is straightforward to verify
that AMZ(=) = Z(Z) @ 1 so that, by Remark 8.42, this shows tidt e % for every
choice of the matrix”;; and the constang.

Furthermore, thi$-parameter subgroup & is canonically isomorphic t&®> en-
dowed with addition as its group structure. This is the sabpfr, that will be used
to renormalise (PAMg) in Section 9.3.
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9.2 Renormalisation group for the dynamical®4 model

We now consider the regularity structure generateddsy,(which is our second main
example. Recall from Remark 8.7 that this corresponds tedke where

Mp ={=Z,U" : n <3},

B = 2anda < —3. In order for the relevant terms of negative homogeneitytaot

2
depend ony, we will choosea € E%, fg). The reason for this strange-looking
18

value —=> is that this is precisely the value of at which, settingl = 7(=) as a
shorthand, the homogeneity of the te@AZ(¥2Z(¥?)) vanishes, so that one would
have to modify our choice afy.
In this particular case, it turns out that we can chooseFipand.F, the sets
Fo={1Z,V, v ¥ U2X, T(V3)¥, (V>0 9.2)
(V)02 (U2, Z(0)0, Z(0) P2, X}, Fo = {0, 02 U3}
where the index corresponds again to any of the three spatial directions.
Then, for any two constants; andCs, we define a linear map/ on#, by
MU? =92 - (1,
M((V*X;) = ¥°X,; — C1 X, ,
MU? =3 - 30,7,
M(Z(¥?)T?) = Z(U?) (V% - C11) — C,1, (9.3)
M(Z(W*)W) = (Z(¥°) - 3CL (V) ¥
M(Z(¥3)¥?) = (Z(T3) — 3C1Z(P))(¥? — C11) — 3C, ¥,
M(Z(V)¥?) = Z(¥) (V2 - C11) ,
as well asM T = 7 for the remaining basis elementse F,. We claim that one has

the identity
AMr=Mr)®1, (9.4a)

for those elements € F, which do not contain a fact@f(¥?3). For the remaining two
elements, we claim that one has

AMMT(U3)U = (M(Z(V3)V)) ® 1+ 3C, UX; @ Ji(P), (9.4b)
AMT(T3)U? = (M(Z(V?)P?) @ 1+ 3C, (V2 — C11)X; @ J3(V), (9.4¢)

where a summation over the spatial componéhtss implicit.

Forr € {1,Z,¥,¥? ¥3}, one hasAt = 7 ® 1, so thatAM 7 = (M7)® 1as a
consequence of (8.35b). Similarly, it can be verified thagg®holds forl2 X; and X;
by using again (8.35b). For the remaining elements, we fits that, as a consequence
of this and (8.35a), one has the identities

MZI(U™) = Z(MP"),  MZ;(V) = Z;(¥) . (9.5)

All the remaining elements are of the form= Z(¥"™)¥U™, so that (8.8) yields the
identity

AT =71+ 0" @ J(¥") + 01 (P X; @ T(¥) + " @ X, T,(P)) .
As a consequence of this and of (9.5), one has

(M @ M)AT=Mr @1+ MI™ @ J(MI") (9.6)
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+ 0,1 (MI™ @ 1)(X; @ T:(P) + 1@ X; T:(V)) .
Furthermore, for each of these elements, one has
Mr=(MI™)Z(MI™) + 7, (9.7)

whereT is an element such that7 = 7 ® 1. Combining this with the explicit expres-
sion for M, one obtains the identity

AMT=Mr®1+MI"™® J(MI™)
+ 0 (MY @ 1)(X; @ Ji(P) + 1® X, T:(P))
—3C10,3(MY™ @ 1)(X; @ T:(¥) + 1 ® X; J:(P)) .

Comparing this expression with (9.6), we conclude in view&85b) that one does
indeed have the identity

A1 = M71® 14 3C16,3(MI™X; @ J;(¥),

which is precisely what we claimed. A somewhat lengthy brgtightforward calcula-
tion along the same lines yields the identities

AP T(MI™Y = 1@ J(MU™) + T(MI™) @ 1 — 6,1 (T:(¥) @ X;)
+3C16,3(T (V) ® X;)

as well as

(AMA® M)ATJ(¥") = 1@ J(MI™) + T(MI™) @ 1 — 6,1 (Ti(¥) © X;)
—3C10,3(Xi T (V) ® 1) .

Comparing these two expressions with (8.38), it follows th¥ is given by
AMFE") = J(MT™) @ 1+ 3C16,3 (X; @ Ji(¥) — X;Ti(P) @ 1) .

As a consequence of the expressions we just computed¥oand AM and of the
definition of M, this shows that one does indeed have ¢ R. Furthermore, it is
immediate to verify that this two-parameter subgroup isocaeally isomorphic tdR?
endowed with addition as its group structure. This is thegsopR, C R that will
be used to renormalis@t) in Section 10.5.

9.3 Renormalised equations for (PAMQ)

We now have all the tools required to formulate renormabsaprocedures for the
examples given in the introduction. We give some detaily & the cases of (PAMQ)
and @%), but it is clearly possible to obtain analogous statemémtsall the other
examples.

The precise statement of our convergence results has tamidoo the possibility
of finite-time blow-up. (In the case of ti3D Navier-Stokes equations, the existence
or absence of such a blow-up is of course a famous open prablemin the absence
of forcing, which is something that we definitely do not addrbere.) The aim of this
section is to show what the effect of the renormalisatiorugf8, built in Section 9.1
is, when applied to a model used to solve (PAMQ).

Recall that the right hand side of (PAMg) is given by

fig(w) Oiu dju + g(u) €,
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and that the set of monomid® » associated with this right hand side is given by
Mp ={U",U"E, U"P;,U"P;P; : n>0, 4,5 € {1,2}}.

We now let.7r be the regularity structure associatediy- via Theorem 8.24 with
d=3,5=(21,1),a =|Zs € (—3,—1), ands = 2. As already mention when we
built it, the regularity structureZr comes with a sectdr = (Ur) C T which is given
by the direct sum of the abstract polynomialsvith the image ofZ:

V=IT)®T. (9.8)

Since the element itF with the lowest homogeneity 8, the sectoil/ is function-
like and elements € D7(V) with v > 0 satisfyRu € C\@+2)s, Furthermore, the
sectorV comes equipped with differentiation ma@s given by #,Z(1) = Z;(r) and
2;X* = k; X*~¢ . It follows immediately from the definitions that any adnide
model is compatible with these differentiation maps in thiese of Definition 5.26.
Assume for simplicity that the symmetry is given by integer translations R?,
so that its action orp is trivial. (In other words, we consider the case of periodic
boundary conditions or0[ 1] x [0, 1].) Fix furthermorey > —a and choose one of
the decomposition§ = K + R of the heat kernel given by Lemma 7.7 with> .
With all this set-up in place, we define the local midp: V' — T by

F (1) = fij(T) x Dim % DiT + (1) % E . (9.9)

Here, f;;., andg,, are defined frony;; andg as in Section 4.2. Furthermore, we have
explicitly used the symbaol to emphasise the fact that this is the product'inVe also
set as previously = {(¢t,z) : t =0}.

We then have the following result:

Lemma 9.1 Assume that the functiorfs; andg are smooth. Then, for every> |«|
and fory € (0, a+2], the map: — F, (u) is locally Lipschitz continuous fro@}," (V')
into DT,

Remark 9.2 In fact, we only need sufficient amount of regularity for thesults of
Section 4.2 to apply.

Proof. Let w € D}"(V) and note thaV’ is function-like. By Proposition 6.15, one
then haszu € D)~ (W) for some sectofV with regularitya + 1 < 0. This
is a consequence of the fact tial = 0, so that the element of lowest homogeneity
appearing iV is given byZ;(=).

Applying Proposition 6.12, we see th@tu  Z;u € D}, **"~*(W), wherelV is
of regularity2a + 2. Since furthermorgﬁ-m(u) € D)"(V) by Proposition 6.13 (and
similarly for g-(u)), we can apply Proposition 6.12 once more to conclude that

fiiy W) * Diux Dyu € D272

Similarly, note that we can view the map- = as an element @b}, for everyy > 0,
but taking values in a sector of regularity By applying again Proposition 6.12, we
conclude that one has also

Gy ()« Z e DR

All of these operations are easily seen to be locally Lipgatdntinuous in the sense
of Section 7.3, so the claim follows. 0O
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Corollary 9.3 Denote byG the solution map for the heat equation, tet> 0, o €
(fg, —1), v > |a|, and K such that it annihilates polynomials of order Then,
for every periodic initial condition,y € C" with n > 0 and every admissible model
7 € M, the fixed point map

u= (K5 + RyR)R"F.(u) + Gug , (9.10)

whereF, is given by (9.9), has a unique solutionf*Y on (0, ') for 7" > 0 sufficiently
small.

Furthermore, settindl,, = Tw(up; Z) to be the smallest time for which (9.10)
does not have a unique solution, one has eithigr= oo or lim;_,r_ || Ru(t, )|, =
oo. Finally, for everyT” < T, and everys > 0, there existe > 0 such that if
o — uolly < ¢ and || Z; Z||, < e, one haglu; @], < .

Proof. Sincea > —2 andn > 0, it follows from Lemma 9.1 that all of the assumptions
of Theorem 7.8 and Corollary 7.12 are satisfied. 0O

Denote now byS” the truncated solution map as given in Section (7.3). On the
other hand, for any (symmetric / periodimntinuougunctioné. : R® — R and every
(symmetric / periodicky € C"(R?), we can build a “classical” solution map. =
SE(ug, &) for the equation

Oue = Aue + fij(ue) OiucOjue + gue) & » ue(0,2) = uo(z) ,  (9.11)

where the subscrii refers again to the fact that we stop solutions wiex(z, -)||, >
L. Similarly to before, we also denote BY*(uo, &) the first time when this happens.
Here, the solution mag’(uo, £.) is the standard solution map for (9.11) obtained by
classical PDE theory? Kry08].

Given an elemend/ € 2R, with the renormalisation grouf, defined as in Sec-
tion 9.1, we also define a “renormalised” solution map= SZ, (uo, £.) in exactly the
same way, but replacing (9.11) by

Oue = Aue + fij(ue) (u-05u. — g*(u:)Cij) + g(ue) (€ — Cg'(u)),  (9.12)

whereg’ denotes the derivative gf We then have the following result:

Proposition 9.4 Given a continuous and symmetric functign denote byZ. the as-
sociated canonical model realisin@ff) given by Proposition 8.27. Let furthermore
M € R, be as in Section 9.1. Then, for evéry> 0 and symmetria, € C"(R?), one
has the identities

RSL(UO; ZE) = SL(U())EE) ’ and RSL(”O) MZE) = Sllb‘[(u()va) .

Proof. The fact thatRS* (ug, Z.) = S*(uo, &) is relatively straightforward to see.
Indeed, we have already seen in the proof of Proposition thatlthe functiorv =
RS (ug, Z.) satisfies for < T (uy, Z.) the identity

o(t, x) = /0 /R2 G(t — s,z — y)(RFE,(v))(s,y) dy ds + /R2 G(t,x — y)uo(y) dy ,

whereG denotes the heat kernel &F. Furthermore, it follows from (8.18) and Re-
mark 4.13 that in the case of the canonical madelone has indeed the identity

(REL(v))(s,y) = fij(Ru(s,y)) 0iRu(s, y)9;Ru(s, y) + g(Ru(s, y)) &(s, ) »
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valid for everyv € D7 with v > || > 1. As a consequenc&v satisfies the same
fixed point equation as the classical solution to (9.11).

It remains to find out what fixed point equatiosatisfies when we consider instead
the modelM Z_., for which we denote the reconstruction operatofby . Recall first
Remark 3.15 which states that for evesye D7 with v > 0, one has the identity

(RMw)(2) = (I Ou(2))(2),

where we have made use of the notatigiz. = (I1:) TM:€)). Furthermore, one
has(IT12-)7)(z) = 0 for any element with ||, > 0, so that we only need to consider
the coefficients ofv belonging to the subspace spanned by the elements withiveegat
(or 0) homogeneity.

It follows from Lemma 9.1 that in order to compute all compwotseofw = £, (v)
with negative homogeneity, we need to know all componentswith homogeneity
less tharla|. One can verify that as long as > —3, the only elements iV’ with
homogeneity less thaju| are given by{1, X, X»,Z(Z)}. Sincewv(z) furthermore
belongs to the sectdr, we can find functiong: R® — R andV®: R®> — R? such
that

v(2) = ¢(2) 1+ g(e())Z(E) + (Vp(2), X) + o(2) ,

where the remainderconsists of terms with homogeneity strictly larger thah Here,
the fact that the coefficient &f(=Z) is necessarily given by(¢(z)) follows from the
identity (7.20), combined with an explicit calculation tetdrmineg. Furthermore, we
make a slight abuse of notation here by denotingXbyhe spatial coordinates of .
Note that in general, althoudWi¢y can be interpreted as some kind of “renormalised
gradient” forp, we do not claim any kind of relation betweenand V. It follows
that
Ziv(2) = g(p(2))Li(E) + Vip(2) 1+ 0i(2) ,

for some remaindey; consisting of terms with homogeneity greater thah— 1.

Regardingf;;.~(v) andg,(v), we obtain from (4.11) the expansions

Jiin@)(2) = fi(@2(2)) 1+ fL(0(Ng(()IE) + 07(2) ,
G,(0)(2) = g(0(2)) 1+ ¢'((2)9(2(2))Z(E) + 04(2)

where botho; andp, contain terms proportional t&, as well as other components
of homogeneities strictly greater théam. Note also that when > —3, the elements
of negative homogeneity are those/y as in Section 9.1, but that one actually has
(MME X,=)(2) = 0 for everyM € Ro.

It follows that one has the identity

Fy(0)(2) = fij(9(2))(Vip(2) Vip(2) 1+ g(p(2)) Vip(2)Z; ()
+ 9(2(2))V;0(2)Li(E) + g*(0(2)Li(E)Z;(E))
+ 9((2)E + ¢'(0(2))9(e(NI(E)ZE + 0r(2) .

At this stage we use the fact that, by (9.1), one has the igenti
& r =9Mr,

for all 7 € F, together with the fact theR v(z) = ¢(z). A straightforward calcula-
tion then yields the identity

RME,(0)(z) = fi(RM(2))(0;RMv(2)9RM v(2) - Cij*(RMv(2)))
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+g(RMu(2))(é(2) — Cg' (R v(2)))
which is precisely what is required to complete the proof. O

9.4 Solution theory for the dynamical®3 model

We now turn to the analysis of('). In this case, one hak = ¢ — «?, so thatiy is
given by{1,=,U,U? U3}. This time, spatial dimension isand the scaling we con-
sider is once again the parabolic scaling- (2,1, 1, 1), so that the scaling dimension
of space-time i$. Since¢ denotes space-time white noise this time, we choose for
some valuey = |Z|; < fg. It turns out that in order to be able to choose the”zgin
Section 8.3 independently of we should furthermore impose > —1—78. In this case,
the fixed point equation that we would like to consider is

u= (K5 + R,R)R"(Z — u*) + Guy , (9.13)

with ug € C2(R%),n > —2,v € (5,7 + 2), andy > 0.

We are then in a situation which is slightly outside of thepszof the general result
of Corollary 7.12 for two reasons. First, Proposition 6.%®sla priori not apply to
the singular modelled distributioR " =. Second, the distributioRZ(Z) is of negative
order, so that there is in principle no obvious way of evahgait at a fixed time. For-
tunately, both of these problems can be solved relativedilyed-or the first problem,
we note that multiplying white noise by the indicator fuoctiof a set is of course not
a problem at all, so we are precisely in the situation allugeith Remark 6.17. As
a consequence, all we have to make sure is that the convergene ¢ takes place
in some space of distributions that allows multiplicatioithathe relevant indicator
function. Regarding the distributioRZ(Z), it is also possible to verify that if is
space-time white noise, thei = ¢ almost surely takes values not onlyG#(R*) for
n < f%, but it actually takes values &(R, C"(R?)), which is precisely what is needed
to be able to evaluate it on a fixed time slice, thus enablin extend the argument
of Proposition 7.11.

The simplest way of ensuring that the reconstruction opesa¢lds a well-defined
distribution onR* for R™Z is to build a suitable space of distributions “by hand” and
to show that smooth approximations to space-time whiteenaliso converge in that
space. We fix again some final time, which we take td lber definiteness. We then
define for any < 0 and compact the norm

Igla;ﬁ = Sup||§1t25||a;ﬁ )
seR

and we denote bg< the intersections of the completions of smooth functiongeun
| - 1.5 for all compactsi. One motivation for this definition is the following conver-
gence result:

Proposition 9.5 Let ¢ be white noise oR x T3, which we extend periodically to
R*. Letp: R* — R be a smooth compactly supported function integrating,teet
0. = SSp, and defing. = o. = £&. Then, for everyy € (—3,—2), one hast € C¢
almost surely and, for every € (—1, f%), one hask x ¢ € C(R,C"(R%)) almost
surely. Furthermore, for every compagtc R* and everys > 0, one has

Ele — &lam Se8707". (9.14)
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Finally, for everyr € (0, f% — 1), the bound
E sup [[(K *&)(t,) — (K = &)t )|y S (9.15)
te[0,1]

holds uniformly ovee € (0, 1].

Proof. In order to show thag € C¢, note first that it is immediate that,> s € C2 for
every fixeds € R. It therefore suffices to show that the map+ £1;>; is continuous
in C'. For this, we choose a wavelet basis as in Section 3.2 antthgwi, = YU {¢},
we note that for every > 1, one has the bound

Ell¢liss — limoll e < D0 Y0 > B2 tlIved, s — Elyng, )P

eV, n20zeArng

<2 X X PE Ly )Y

PYEW. n>0zeArNKR

2
SN0 D arenerlslnetisiny g, g gyt 7
PYEW, n>0

Here we wroteR for the 1-fattening of& and we used the equivalence of moments for
Gaussian random variables to obtain the second line. Wevirdy that

[ Leero, 197"

Provided thaty € (—Z, —2), it then follows that

2, S1A2s.

~

Choosing firsp sufficiently large and then applying Kolmogorov’s contitywriterion,
it follows that one does indeed hage= C¢ as stated.

In order to bound the distance betwegandé&., we can proceed in exactly the
same way. We then obtain the same bound, but Witho sjv7-*||2. replaced by
1 1icro,192° — 0e * (Licro,1¥2%)||3 . A straightforward calculation shows that

[ Leeto,a9° = 0 * (Lieqo, 95 °)I72 S 1 A22"s A 2772

~

As above, it then follows that, provided that « > —3,

E”(g - 56)1t€[075]”0¢;ﬂ 5 E*%*Q—;{S%_ﬁ ’

so that the requested bound (9.14) follows at once by chgessufficiently large.

In order to show (9.15), note first that « &, = o. * (K x £). As a consequence, it
is sufficient to find some space of distributiof'sC C([0, 1],C") such thatK « ¢ € X
almost surely and such that the bound

lloe * ¢ = Clleqog.eny S €Fl¢ll (9.16)
holds uniformly over alk € (0,1] and¢ € X. We claim that¥ = C3(R,C"")is a
possible choice.
To show that (9.16) holds, we use the characterisation

lloe * ¢ = Clleqo,1.cm)
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= sup sup A7"sup [ M@)o-(x -y, t — 5)(C(y, 8) — ((=, 1)) dw dy ds
te[0,1] Ae(0,1] P
where the supremum runs over all test functigns 5’;,0 (for s the Euclidean scaling).
We also wrote* for the rescaled test function as previously. One then tewthe
above expressions as a s+ 75 with

T, = / P @oel@ —y.t — (s s) — (s 1)) dedyds |
T — / @)l — y,t — )¢, 1) — o, 1)) dar dy ds
- / (W (@) — @) oe(r — st — $)C(y. ) de dy ds

To bound each of these terms, one considers separatelygbe)ca ¢ and\ > .
For Ty, it is then straightforward to verify thaf;| < (¢7 A A")|t — s|%/2. Since one
has|t — s| < 2 due to the fact thap is compactly supported, the requested bound
follows for T3. ForTs, arguments similar to those used in Section 5.2 yield thendou
T < N1HR < RN inthe casel < e and|Ty| < A7HE~1e < eRA7in the case < \.
The bound (9.16) then follows at once.

To show thatK * & belongs toX” almost surely, the argument is similar. Write
K =Y, -, K, as in the assumption and s¢t) = K,, * £&. We claim that it then
suffices to show that there s> 0 such that the bound

E( / PN@)(E (@, 1) — £, 0)) dx)2 2 g FHONIEIRRS L (9.17)

holds uniformly ovem > 0, A € (0,1], and test functiong € B; ;. Indeed, this fol-

lows at once by combining the usual Kolmogorov continuist {&n time) with Propo-

sition 3.20 (in space) and the equivalence of moments fos&an random variables.
The left hand side of (9.17) is equal to

J([ 6 @ate = vt =) = Kot =y =)o) dydr = W33

Itis immediate from the definitions and the scaling prosrtif thek,, that the volume
of the support oft Xt is bounded by X + 277)3272". The values ofl")* inside this
support are furthermore bounded by a multiple of

23 A 25 AN
For A < 27™ we thus obtain the bound

H\Ij;\l;t”%2 < 275n|t|k+526n+2(k+5)n _ 2n+2(k+5)n|t|k+5 '

while for A > 27" we obtain

||\I,7/>;t| 5 )\32—271|t|k+6)\—6+7€+625(%+6)n — |t|R+6)\3(R+6)—32—2n+5(7~i+6)n ]

2
L2

It follows that since is strictly less thapr%, itis possible to chooseands sufficiently
small to guarantee that the bound (9.17) holds, thus coimgjutle proof. O

Remark 9.6 The definition of these spaces of distributions is of couaskarad hog
but it happens to be one that then allows us to restart sakutiohich is amply sufficient
to apply the same procedure as in Corollary 7.12 to defind smtations to (9.13).
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As before, the regularity structur& comes with a secto” C 7" which is given
by (9.8). This time however, the sectBris not function-like, but has regularity +
o€ (f%, f%). Assume for simplicity that the symmetry is again given by integer
translations irR?, so that its action ot is trivial. Fix furthermorey > |2a + 4| and
choose one of the decompositiadis= K + R of the heat kernel given by Lemma 7.7
with r > .

Regarding the nonlinearity, we then have the following kun

Lemma 9.7 For everyy > [2a + 4| and forn < o + 2, the mapu ~ u? is locally
Lipschitz continuous in the strong sense frf" (V) into D}, 437,

Proof. This is an immediate consequence of Proposition 6.12. 0O

With these results at hand, our strategy is now as followst,Rive reformulate the
fixed point map (9.13) as

u=—(K5+ R,R)R"u> + Gug + v, 0.18)

v=(Ky+R,R)R"E.
Here, wedefineRRE as the distributiorg1,>,, which does indeed coincide with
RR"=when applied to test functions that are localised away o$ithgular linet = 0,
and belongs t@% by assumption. This also shows immediately that D}," for n
and~y as in Lemma 9.7. We then have the following result:

Proposition 9.8 Let .7 be the regularity structure associated as aboved®)(with
a € (—%,-5), 3 = 2 and the formal right hand sidé'(U, 2, P) = = — U?. Let
furthermoren € (—%, a+2)andletZ = (II,T") € .#r be an admissible model fo¥
with the additional properties that < R= belongs taCe and thatK ¢ € C(R,C").
Then, for everyy > 0 and everyl, > 0, one can build a maximal solution m&j¥
for (9.18) with the same properties as in Section 7.3. Furtleee, S” has the same
continuity properties as in Corollary 7.12, provided thétand Z furthermore satisfy

the bounds

Ilao+ 1€lao < C tes[gg](H(K*&)(t, Ny + [[(K = E)(E, )y < C, (9.19)

as well as

I¢—¢€lao <9, sup ([|(K *)(t,-) — (K * &)t )[l,) <6 - (9.20)
t€[0,1]

Here, we have st = RZ, whereR is the reconstruction operator associated4o

Proof. We claim that, as a consequence of Lemma 9.7, the nonliggait) = —u?
satisfies the assumptions of Theorem 7.8 as soon as we chaoesea + 4|. Indeed,
in this situation,V is the sector generated by all elementsin of the formZr, while
V is the span ofFr \ {Z}. As a consequence, one has o + 2 and¢ = 3(a + 2), so
that indeed. < ¢ + 2.

Provided that) andv are as in Lemma 9.7, one then ias 3n andy = v+ 2a+4.
The conditiom) < (7A¢)+2q then reads < 3n+2, which translates into the condition
n > —1, which is satisfied by assumption. The conditiorc 5 + 2¢ readsa > —3,
which is also satisfied by assumption. Finally, the asswnpjiA ¢ > —2¢ reads
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n > 7%, which is also satisfied. As a consequence, we can apply €medi8 to get a
local solution map.

To extend this local map up to the first time whel@&u)(¢, )|, blows up, the
argument is virtually identical to the proof of Propositidril. The only difference is
that the solution: does not take values in a function-like sector. However,local
solutions are of the type(t, ) = ZE + v(¢, ), with v taking values in a function-like
sector. (As a matter of fact,takes values in a sector of ordry+2)+2.) The bounds
(9.19) and (9.20) are then precisely what is required foréoenstruction operator to
still be a continuous map with values@R, C.) and for the fixed point equation

u=—(K5y+ RR)RIvu* + Gus + v,
v=(Ky+R,R)R/Z,

to make sense for a#l > 0. O

Remark 9.9 The lower boun¢§ for n appearing in this theorem is probably sharp.

This is because the spade% is critical for the deterministic equation so that one
wouldn’t even expect to have a continuous solution ma@far= Au — u? in C 3l

u? is replaced by:2 however, the critical spaceds ! and one can build local solutions
foranyn > —1.

As in Section 9.3, we now identify solutions correspondiagatmodel that has
been renormalised under the action of the gr@upconstructed in Section 9.2 with
classical solutions to a modified equation. Recall thattthig, elementd/ € R, are
characterised by two real numbers andC,. As before, denote by. = S (u, &.)
the classical solution map to the equation

Orue = Aug —US +&,

stopped wherjuc(t, -)||, > L. Here,{. is a continuous function which is periodic in
space, and, € C"(T?). This time, it turns out that the renormalised n&j is given
by the classical solution map to the equation

Oue = Aue + (3C] — 9C)u,. — ug’ + &, (9.212)

stopped as before when the norm of the solution reathésdeed, one has again:

Proposition 9.10 Given a continuous functiof.: R x T? — R, denote byZ. =
(I1©), 1) the associated canonical model for the regularity struetdi”) given by
Proposition 8.27. Let furthermom®! € R, be as in Section 9.2. Then, for every> 0
and symmetria, € C"(R?), one has the identities

RSL(UO; ZE) = SL(U‘O)EE) ’ and RSL(“O) MZE) = S]IL‘I(U‘vaE) .

Proof. The proof is similar to the proof of Proposition 9.4. Justltkere, we can find
periodic functionsp: R* — R andVy: R* — R? such that, writingl = Z(2) as a
shorthand, the solution to the abstract fixed point map can be expanded as

uw=V+pl-T(V") - 3o I(¥?) + (Ve, X) + 0u , (9.22)

where every component @f, has homogeneity strictly greater thad — 2«. In par-
ticular, since(TTM©W)(2) = (K * £.)(z), one has the identity

(Ru)(2) = (K % &)(2) + ¢(2) ,
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where we denote bR the reconstruction operator associated’to As a consequence
of (9.22),F(u) = Z — u? can be expanded in increasing degrees of homogeneity as

F(u) =2 — U3 — 3p U2 4+ 302Z(¥3) — 39> U 4 6 UI(T3)
+9p UPI(P?) - 3(Vep, W2 X) — p* 1+ o ,

where every component of= has strictly positive homogeneity. This time, one has the
identity AM 7 = M7 ® 1+ 71 ® 7 where each of the elemerit€) includes at least
one factorX;. As a consequence, just like in the case of (PAMg), one hais diga
identity (TTM-©)7)(z) = (IT®M7)(z). It follows at once that, for as in (9.22), one
has the identity

(RMF(u))(2) = &(2) — (Ru)(2)® + 3C1 (K * &)(2) + 3C19(2)
—9C(K * &)(2) — 9C20(2)
= £.(2) — (Ru)(2)® + (3C1 — 9C5) (Ru)(2) .

The claim now follows in the same way as in the proof of Prof@sio.4. 0O

Remark 9.11 We could of course have taken féran arbitrary polynomial of degree
3. If we take for examplé’'(u) = = — u® + au? for some real constant, then we
obtain for our renormalised equation

Orue = Au. + 3(Cy — 3C2)ue — u? + au? — a(Cy — 3Cy) + &. .

It is very interesting to note that, again, the renormaligaprocedure formally “looks
like” simple Wick renormalisation, except that the renoliseion constant doesot
equal the variance of the linearised equation. It is notr@dethis stage whether this is
a coincidence or has a deeper meaning.

In the case where no terat appears, the renormalisation procedure is significantly
simplified since none of the terms involvidg¥?) appears. This then allows to reduce
the problem to the methodology of [DPD02, DPDO03], see alsadleent work [EJS13].

In this case, the renormalisation is the usual Wick renasatibn involving only the
constant’;.

10 Homogeneous Gaussian models

One very important class of random models for a given regulstructure is given by
“Gaussian models”, where the procesHgs andI',,a are built from some underlying
Gaussian white noisg¢ Furthermore, we are going to consider the stationarytsitaia
where, for any given test functiop, anyr € T, and anyh € R, the processes
x +— (II;7)(p,) andx — 'y .1, are stationary as a function of (Here, we wrotep,,
for the functiony translated so that it is centred aroundl Finally, in such a situation,
it will be natural to assume that the random varialflésr)(y)) andl',,, 7 belong to the
(inhomogeneous) Wiener chaos of some fixed order (depewndiygpn ) for £&. This
is indeed the case for the canonical modg&lsbuilt from some continuous Gaussian
process. as in Section 8.2, provided that(z) is a linear functional of for every:.
It is also the case for the renormalised model= M© 7., whereM©) denotes any
element of the renormalisation grodpbuilt in Section 8.3.

Our construction suggests that there exists a general guoeesuch that, by us-
ing the general renormalisation procedure described itid3e8.3, it is typically pos-
sible to build natural stationary Gaussian models that ban be used as input for
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the abstract solution maps built in Section 7.3. As we haea sthe corresponding
solutions can then typically be interpreted as limits ofsleal solutions to a renor-
malised version of the equation as in Section 9. Such a cdetplgeneral statement
does unfortunately seem out of reach for the moment, althsogeone with a deeper
knowledge of algebra and constructive quantum field thesxkitiques might be able
to achieve this. Therefore, we will only focus on two examnspleamely on the case of
the dynamicalb; model, as well as the generalisation of the two-dimensioaatin-
uous parabolic Anderson model given in (PAMg). Several efittiermediate steps in
our construction are completely generic though, and waistias well applymutatis
mutandisto (PAM) in dimensiorB, to (KPZ), or to (SNS).

10.1 Wiener chaos decomposition

In all the examples mentioned in the introduction, the digvhoise$ was Gaussian.
Actually, it was always given bwhite noiseon some copy oR? which would always
include the spatial variables and, except for (PAM), wouldude the temporal vari-
able as well. Mathematically, white noise is described byobability spaceQ, .7, P),
as well as a Hilbert spadé (typically someL? space) and a collectioi;, of centred
jointly Gaussian random variables indexed/bye H with the property that the map
h — W), is alinear isometry fron#f into L2(£2, P). In other words, one has the identity

EW, W}, = (h,h),
where the scalar product on the right is the scalar produft.in

Remark 10.1 We will usually consider a situation where some symmetryugre”
acts orR%. In this caseH is actually given by.2(D), whereD ¢ R% s the fundamen-
tal domain of the action of”. This comes with a natural projectian L%(R?) — H

given by(me)(z) = 3 e » ¢(Ty)-

In the setting of the above remark, this data also yields daardistribution, which
we denote by, defined througlf(y) < Wre. Ifwe endowR? with some scaling,
we have the following simple consequence of Propositio.3.2

Lemma 10.2 The random distributiog defined above almost surely belongg fofor
everya < —|s|/2. Furthermore, leto: RY — R be a smooth compactly supported

function integrating to one, set = S; o, and defing&. = o. * {. Then, for every
a< — ‘;', everyx > 0, and every compact sét C R, one has the bound
sl
Ellde —&llasn Se”2 77"

Proof. The proof is almost identical to the proof of the first part edposition 9.5.
The calculations are actually more straightforward siteeindicator functiond.>
do not appear, so we leave this as an exercise. O

It was first remarked by Wiener [Wie38] that there exists araisometry between
all of L?(€2, P) and the “symmetric Fock space”

H=H",

k>0
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where H®:* denotes the symmetrie-fold tensor product of. Here, we identify
H®<F with H®* quotiented by the equivalence relations

€i1®...®€ik N6i0(1)®"'®€id(k),

whereo is an arbitrary permutation éf elements. (This extends by linearity.)

If {e,}n>0 denotes an orthonormal basis Hfthen, for any sequendg, k., . . .
of positive integers with only finitely many non-zero elerteWiener's isometry is
given by

Elep EkledF @ M @ ... & Hyy(Weo ) Hi,(We,) ...

where H,, denotes theith Hermite polynomialk! = kq!k1!- - -, ande; has norml.
Random variables in correspondence with element$$™ are said to belong to the
mth homogeneous Wiener chaos. Theéh inhomogeneous chaos is the sum of all the
homogeneous chaoses of ordérs m. See also [Nua06, Ch. 1] for more details.

We have a natural projectioH®™ — H®s: just map an element to its equiva-
lence class. Composing this projection with Wiener's istigngields a natural family
of mapsr,,,: H®™ — L2(Q, P) with the property that

E(Zn(£)?) < IfII,

where f € H®™ is identified with an element of?(D?), and the right hand side
denotes itsL.? norm. In the case of an elemefithat is symmetric under the permu-
tation of itsm arguments, this inequality turns into an equality. For te&son, many
authors restrict themselves to symmetric functions froengtart, but it turns out that
allowing ourselves to work with non-symmetric functiondlwireatly simplify some
expressions later on.

Note that in the case: = 1, we simply havel,(h) = W},. The casen = 0
corresponds to the natural identification B ~ R with the constant elements of
L%(Q, P). To state the following result, we denote 5yr) the set of all permutations
of r elements, and b (r, m) C S(m) the set of all “shuffles” of- andm — r elements,
namely the set of permutations of elements which preserves the order of the first
and of the lasin — r elements. For € D™ andX € S(m), we writeX(z) € D™ as
a shorthand fok(z); = xx;). Forez € D™ andy € D™~", we also denote by L y
the element oD™ given by @1, ..., %, y1,- .., ym—r). With these notations, we then
have the following formula for the product of two elements.

Lemma 10.3 Let f € L*(D%) andg € L?(D™). Then, one has

{Am
I(NIn(9) = > Tovm—ar(f %0 9) » (10.1)
r=0
where
(frrg)zUz) = FE@ U )9Sz Lo () dr
sesr0 oes(r)” P

SeS(r,m)

forall z € D" andz € D™ ".

Proof. See [Nua06, Prop. 1.1.2]. 0O



HOMOGENEOUSGAUSSIAN MODELS 150

Remark 10.4 Informally speaking, Lemma 10.3 states that in order toddthie chaos
decomposition of the produdt(f)/,.(¢), one should consider all possible ways of
pairing » of the ¢ arguments off with » of the m arguments of; and integrate over
these paired arguments. This should really be viewed astansgn of Wick’s product
formula for Gaussian random variables.

A remarkable property of the Wiener chaoses is the follovéggivalence of mo-
ments:

Lemma 10.5Let X € L*(Q,P) be a random variable in théth inhomogeneous
Wiener chaos. Then, for evepy > 1, there exists a universal constafy, ,, such
thatE| X?P| < Cy ,(EX?)".

Proof. This is a consequence of Nelson’s hypercontractive estirfidel|73, Gro75],
combined with the fact that the Wiener chaos decompositiagahalises the Ornstein-
Uhlenbeck semigroup. |

10.2 Gaussian models for regularity structures

From now on, we assume that we are given a probability sgace ( P), together with
an abstract white noiske — W), over the Hilbert spacél = L?(D). We furthermore
assume that we are given a Gaussian random distribéitidrich has the property that,
for every test function), the random variablé(y)) belongs to the homogeneous first
Wiener chaos ofV'.

Remark 10.6 One possible choice of noigeis given byé(y) = Wy, which corre-
sponds to white noise. While this is a very natural choice anynphysical situations,
this is not the only choice by far.

We furthermore assume that we are given a sequéncécontinuous approxima-
tions to& with the following properties:

e Foreverys > 0, the mapr — &.(x) is continuous almost surely.

e Forevery: > 0 and every: € R?, £.(z) is a random variable belonging to the
first Wiener chaos of.

e For every test function, one has
im [ &t do =€),
E—r R4

in L2(, P).

Given such an approximation, one would ideally like to beeabl show that the
corresponding sequencH), I'®)) of canonical models built frond. in Section 8.2
converges to some limit. As already mentioned several tirtieés is simply not the
case in general, thus the need for a suitable renormalisptaredure. We will always
consider renormalisation procedures based on a sequénoéelements in the renor-
malisation groupR built in Section 8.3. We will furthermore take advantageref fact
that we knowa priori that the modelsI{©®), T®)) belong to some fixed Wiener chaos.

Indeed, we can denote ljy|| the number of occurrences&fin the formal expres-
siont. More formally, we sef/1|| = || X || = 0, ||Z]| = 1, and then recursively

Il =N+ 07l 1Zer = il
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Then, as an immediate consequence of Lemma 10.3, for anyfixed, = € RY,
and smooth test function, the random variabled1¢)7)(¢)) andI'¢)r belong to the
(inhomogeneous) Wiener chaos of ordlet|. Actually, it belongs to the sum of the
homogeneous chaoses of ordgr§ — 2n for n a positive integer, and this is still true
for the renormalised models. From now on, we deBte= {7 € Fr : |7|s < 0}.
The following convergence criterion is the foundation orickiall of our convergence
results are built.

Theorem 10.7 Let F' be a locally subcritical nonlinearity and le?{" be the corre-
sponding regularity structure built in Section 8, restedtto{r : |r|; < r}. Let M.
be a sequence of elements in its renormalisation g@Bufet £. be an approximation
to ¢ as in Lemma 10.2 with associated canonical madel= (I1€), '), and let
Z. = (II®, 1)) = M. Z. be the corresponding sequence of renormalised models.

Assume furthermore that therers> 0 such that, for every test functiane B¢ ,
everyz € R?, and everyr € F_, there exists a random Val’lab(ﬂxT)(ga) belonging
to the inhomogeneous Wiener chaos of orildf such that

E|(Im) (@) S A7t (10.2)

and such that, for somg> 0,

E|(T,r — TP (0)* S A%t (10.3)
Then, there exists a unigue admissible random médel (11, T') of 7" such that, for
every compact set ¢ R? and every > 1, one has the bounds

EIZIf S1,  ENZ:Z)f e

Remark 10.8 As already seen previously, it is actually sufficient to td&e o the
scaling function of some sufficiently regular compactly poied wavelet basis.

Proof. Note first that the proportionality constants appearinglio.Z) and (10.3) are
independent of: by stationarity. Let noww C F be any finite collection of basis
vectors, leti’ = (V), and assume that is such thal\V ¢ V @ H_, so thatV is a
sector ofZr. Then, it follows from Proposition 3.32 that, for every camepset], one
has the bound

pn\s\

BT, S E((1+ Tllvis)? supsup sup 27w+ 5% ({1, 7)(p2) ") (10.4)
TEVn>OleAn(ﬁ)

n T|spn pnls| ~ D
SVEQ+|Tllvie)™ Y Y 2ol lern 5352 (B (TTor) (05)*)

7€V n>0

where the proportionality constant dependsfand the choice oP. Here, we used
stationarity and Lemma 10.5 to go from the first to the secorel IA similar bound
also holds fod1©), as well as for the difference between the two models.

The claim will now be proved by induction ovef™, where 7" was defined
in Section 8.3. Recall that for every > 0, the linear sparf,, = (F™) forms a
sector of.7F, that these sectors exhaust all of the model sﬂé,cand that one has
AT, C T, ® (Alg(F™~D)). As a consequence, it is sufficient to prove that, for every
p > 0, one has the bounds

EIZI7, a S1.  ENZZ:l7, 0 S

~
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The claim is trivial forn = 0, so we assume from now on that it holds for some
n > 0. As a consequence of the definitionBf*+1) and the fact that we only consider
admissible models, the action ﬁ;y on it is determined by the corresponding values
fa(7) for 7 € Alg(F™). Since furthermore the functionafs are multiplicative and,
on elements of the form, =, we know from our definition of the canonical model and
of the renormalisation group that (8.32) holds, we concliudm the finiteness of the
setF™ and from Theorem 5.14 that there exists some pdwgaossibly depending
onn) such that the deterministic bounds

a2 5 k
Tl 7,008 S A+ [1Z2]l2,:0)"

nr - A k
IT =191, .8 SN2 Zellr,:x L+ 1 Z)l2,.8)"

hold. We now write 70"+ = F 1)y ot where FUUH) = oot n
while the second set contains the remainder. Seffjng = <f£"+1)>, it follows from
Assumption 8.33 and (2.1) thaT, ", C 7)., ® (Alg(F™)).

It thus follows from (10.4) and (10.2) that

2 2 n|s|—rpn
BT, S VEQ+ Tl )™ S0 S 20l

7€V Nn>0

Provided that is large enough so thatp > |s|, which is something that we can
always assume without any loss of generality sipseas arbitrary, it follows thatl
does indeed satisfy the required boundZn ;. Regarding the differencll — I1¢),
we obtain the corresponding bound in an identical manneordier to conclude the
argument, it remains to obtain a similar bound on all'pf ;. This however follows by
applying Proposition 3.31, proceeding inductively in ia&sing order of homogeneity.
Note that each element we treat in this way has strictly pesitomogeneity since we
assume that onl§ has homogeneity zero, aftl,1 = 1, so nothing needs to be done
there. 0O

We assume from now on that we are in the setting of Theorem did7there-
fore only need to obtain the convergence(ﬁff)r)(w) to a limiting random variable
(I, 7)(p) with the required bounds when considering rescaled vessib,. We also
assume that we are in a translation invariant situationérstinse thaR“ acts ontoH
via a group of unitary operatofsS, },.cgra and there exists an elememt € H such
that

e(2) = L1(Sz0:)

wherel; is as in Section 10.1. As a consequeri?:kéﬁmr)(gpz)|2 is independent of,
so that we only need to consider the case 0.

Since the mag — (I1)7)(y) is linear, one can find some functions (or possibly
distributions in general)V "+ with

(WERT) () € HZF (10.5)
wherez € R?, and such that
970 = 3 1 [ cw0veHre ) (10.6)
K<

wherel}, is as in Section 10.1. The same is of course also true of treerhadell 1,
and we denote the corresponding functiong/b§:*) .
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Remark 10.9 Regardingﬁgf)r for z # 0, it is relatively straightforward to see that
one has the identity

(1O = Y I /R WSOV ), (107)

k<[I7ll

which again implies that the law of these random variablésdspendent of:.

Remark 10.10 For everyz € R?, (WM 7)(2) is a function onk copies of D. We

will therefore also denote it bV EF) ) (z; 1, . . ., yi). Note that the dimension aof

is not necessarily the same as that of gheThis is the case for example in (PAMQ)
where the equation is formulatedR? (one time dimension and two space dimensions),
while the driving noisé lives in the Wiener chaos over a subseR3t

We then have the following preliminary result which showatftin the kind of
situations we consider here, the convergence of the maflets some limiting model
Z can often be reduced to the convergence of finitely many gujbdicit kernels.

Proposition 10.11 In the situation just described, fix somec F_ and assume that
there exists some > 0 such that, for every < ||7|, there exist functiongV®) 7 with
values inH®* and such that

(OVO7)(=), WOT)@)] < Y (=l + 1211l — 2277
¢
where the sum runs over finitely many valges [0, 2|7|s + x + |s|). Here, we denoted

by (-, -) the scalar product i ®*.
Assume furthermore that there exigts- 0 such that

|<(5W(8;k)7_)(z), (5W(S;k)7_>(z)>| < Ce2f Z(”ZHE + ”2”5)(”2 - ZH;H—Q\T\s—( '

¢
(10.8)

where we have sét)(k) = WER —))(F)  and where the sum is as above. Then, the
bounds (10.2) and (10.3) are satisfied for

Proof. In view of (10.6) and (10.7) we define, for every smooth tesiction and
everyz ¢ R? the random variabléI,7)(x) by

()W) = > (W)@ = > Ik( /R 3 w(z)5;®k(W<k>r>(z)dz). (10.9)

k<7l k<[l

We then have the bound
NP = EAPEIE 5 | [ A @0vOn e de|
- / / PR E (W) (), WH7) () dz dz

_ _ _nKk+2|T|s— _
SAT Z (PN (l2lls + 12lls)° 112 — 2|52~ dz dz

¢ I1Zlls <A

c lzls <22
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< )\72|5\ Z)\C+2|5\+n+2\7\57< < )\/{Jr2|7'|ﬁ )
¢

A virtually identical calculation, but making use insteddtee bound o)V, also
yields the bound R R
E|(I19) — TL7) ()] S /a2l

as claimed. 0

10.3 Functions with prescribed singularities

Before we turn to examples of SPDEs for which the correspapsiéquence of canon-
ical models for the regularity structur&r can be successfully renormalised, we per-
form a few preliminary computations on the behaviour of sthdanctions having a
singularity of prescribed strength at the origin.

Definition 10.12 Let s be a scaling oR? and letK : R? \ {0} — R be a smooth
function. We say thai is of order( if, for every sufficiently small multiindex, there
exists a constant' such that the boun* K (z)| < C’|\x||§7‘k‘ﬁ holds for everyx
with [|z||s < 1.

For anym > 0, we furthermore write

def

k|ls—
1K lcm £ sup sup [l |D*K (z)] .
|k|5§mI€Rd

Remark 10.13 Note that this is purely an upper bound on the behaviout ofear the
origin. In particular, if K is of order¢, then it is also of ordef for every( < (.

Lemma 10.14 Let K; and K> be two compactly supported functions of respective
orders¢; and(,. ThenK; K> is of order( = (; + (> and one has the bound

K1 Kallgim < CIElcym 2 llcaim

whereC depends on the sizes of the supports offthe
If ¢+ A ¢e > —Is| and furthermorel = ¢4 + (o + |s| satisfies, < 0, thenK * K
is of order¢ and one has the bound

1K * Kol < CUE eyl Kol - (10.10)

In both of these bounds; € N is arbitrary. In general, ifC € Ry \ N, thenK; * K>
has derivatives of orddik|, < ¢ at the origin and the functio® given by

k
K@) = (K1 * Ka)(z) — %Dk(Kl « K2)(0) (10.11)
kls<C

is of order(. Furthermore, one has the bound

1K le;m < CIE leusmll Kallom (10.12)

where we sefn = m V ([¢| + max{s;}).
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Proof. The claim about the produét; K> is an immediate consequence of the gener-
alised Leibniz rule, so we only need to bo_uh’d * Ko. We will first show that, for
everyz # 0 and every multiindex such that < |k|s, one does have the bound

DK Ko)(@)] S alls™ ™ 1K ey n.

Kollasikls » (10.13)

as required. From such a bound, (10.10) follows immediatéyshow that (10.12)
follows from (10.13), we note first thad* K = D*(K, » K,) for everyk such that
|k|s > ¢, so that it remains to show that it is possible to fsmnenumbers which we
then callD* (K x K5)(0) such that ifK is defined by (10.11), then similar bounds hold
for D* K with |k|s < C.

For this, we define the set of multiindicets = {k : |k[; < (} and we fix a
decreasing enumeratioty = {ko, ..., ka}, i.€.[km|s > |kn|s wheneverm < n. We
then start by settindgdV(z) = (K, * K5)(z) and we build a sequence of functions
K™ () iteratively as follows. Assume that we have the bouRd~+¢ K (z)| <
|\x||§_|k"'|5_5i fori € {1,...,d}. (Thisis the case fon = 0 by (10.13).) Proceeding
as in the proof of Lemma 6.5 it then follows that one can findad remberC;, such
that| D¥» K0)(z) — Cy| < [Jzfls™*" 1. We then sel (D (z) = K™(z) — C,, &5 It
is then straightforward to verify that if we séf(z) = K™)(z), it has all the required
properties.

It remains to show that (10.13) does indeed hold. For thisyleR? be a smooth
function fromR? to [0, 1] such thatp(z) = 0 for ||z|s > 1 andyp(z) = 1 for ||z||s < i
Forr > 0, we also setp,(y) = ¢(Sly). SinceK is bilinear in Ky and K», we can
assume without loss of generality thak's|| ..z, = 1. With these notations at hand,
we can write

(K1 Ka)(x) = / er(y)Ki(z — y)Ka(y) dy + / or(z — y)Ki(z — y)Ka(y) dy
R4 R4
+ /Rd(l —r(¥) — pr(z — ) Ki(z — y)Ka(y) dy
— [ oKt~ Ea)dy + [ oK) Kate ~ ) dy
R4 R4
+ [0 a) - e - DG - Ky, (1044)
so that, provided that < ||z||s/2, say, one has the identity
DH(K K@) = [ oDV K@ = Koo dy
+/ or () K1 (y) D" Koz — y) dy
R.d
+ /Rd(l — @r(¥) — @r(z — y)) DKy (& — y) Ks(y) dy

3

It remains to bound these terms separately. For the first, teimoe the integrand is
supported in the sty : ||y||s < ||z||s/2} (thanks to our choice af), we can bound
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|D*K1(x — y)| by C||z|\;_|k|-‘ andK(y) by ||y||s>. Since, for{ > —|s|, one has the
easily verifiable bound

/ lylls dy S risite, (10.15)
lylla<r

it follows that the first term in (10.14) is bounded by a mutipf ||x|\§"k|ﬁ, as re-
quired. The same bound holds for the second term by symmetry.

For the third term, we use the fact that its integrand is suepdn the set of points
y such that one has bothy||s > ||z||s/4 and||z — y||s > ||z||s/4. Since||z — y|s >

llls — ||z||s by the triangle inequality, one has

1—¢
o = ylls = ellylls + (—— — <) s

for everye € [0, 1] so that, by choosing small enough, one has: — y|ls > C|ly||s
for some constant’. We can therefore bound the third term by a multiple of

1+C2—|kls C—|kls
/C> el yl|S 62~ Fle dy ~ [|2]| S 1Fle (10.16)
ZYlls Zl1T||s

from which the requested bound follows again at once. (Hiae upper bound on
the domain of integration comes from the assumption thatthare compactly sup-
ported.)

The last term is bounded in a similar way by using the scaliogerties ofp,. and
the fact that we have chosen= | z||s/2. O

In what follows, we will also encounter distributions thattave just as if they were
functions of order, but with{ < —|s|. We have the following definition:

Definition 10.15 Let —|s| -1 < ¢ < —|s| and letK : R%\ {0} — R be a smooth func-
tion of order¢, which is supported in a bounded set. We then define the realised
distributionZ K corresponding td< by

FRW) = [ K@)~ ) do.

for every smooth compactly supported test functjon

The following result shows that these distributions beharder convolution in
pretty much the same way as their unrenormalised countsnpéh ¢ > —|s]|.

Lemma 10.16 Let K; and K> be two compactly supported functions of respective
orders¢; and ¢, with —|s| — 1 < ¢; < —[s| and—2[s| — ¢; < (2 < 0. Then, the
function(#Z K1) = Ko is of order( = 0 A (¢1 + (2 + |s|) and the bound

I(ZKy) * Kallg.p < ClEllcsml K2l casm »

holds for everyn > 0, where we have se&t = m + max{s; }.

Proof. Similarly to before, we can write

DM(Z 1) + K) (@) = /Rd ¢r(Y) DK (o — y)Ka(y) dy + (ZK1) (9, D Ko — )
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+ /Rd(l —or(y) — pr(@ — y)) D* K1 (z — y) Ka(y) dy
S iy [P - P i) iy
i<k ’

Here, we used the fact that, when tested against test funsdfiat vanish at the origin,
Z K, is again nothing but integration agairst. All these terms are bounded exactly
as before, thus yielding the desired bounds, except forabersl term. For this term,
we have the identity

@K, D e =) = [ K)o D Ko — ) = D* K dy
= [ Kxe )P Kol — ) ~ D*Kafa) dy

+ D) [ K)o )y (1047)

For the first term, we use the fact that the integrand is supdan the region{y :
lylls < ||z||s/2} (this is the case again by making the choice- ||z||s/2 as in the

proof of Lemma 10.14). As a consequence of the gradientémeone then obtain the
bound

d

—|k 5 94

ID* Koz — y) — DM Ko@) £ Jyal )&~
=1

Kolleyr »

where we have seét = |k|; + max{s;}. Observing thaty;| < ||y||2, the required
bound then follows from (10.15). The second term in (10.5A) ke bounded similarly
as in (10.16) by making use of the boundsinand K. 0O

To conclude this section, we give another two useful resetfarding the behaviour
of such kernels. First, we show how a class of natural regaltions of a kernel of
order¢ converges to it. We fix a function: R? — R which is smooth, compactly
supported, and integrates tp and we write as usual(y) = ¢ *lo(SSy). Given a
function K onR?, we then set

def

K.=K=xop..
We then have the following result:

Lemma 10.17 In the above setting, K is of order{ € (—|s|, 0), thenK. has bounded
derivatives of all orders. Furthermore, one has the bound

D Ke(@)] < C(l|2ls + )™M K ey, - (10.18)
Finally, for all ¢ € [¢ — 1,¢) andm > 0, one has the bound
1K = Kellem S &K llcom (10.19)

wherem = m + max{s;}.

Proof. Without loss of generality, we assume thas supported in the sét: : ||z||s <
1}. We first obtain the bounds di. itself. For||z||s > 2¢, we can write

DMK () = /R DG~ o) dy
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Sincey. is supported in a ball of radius it follows from the bound|z||; > 2¢ that
whenever the integrand is non-zero, one fas- y||s > ||z||s/2. We can therefore

boundD* K (z — y) by [|z||$~*!* I K ll¢; i, » and the requested bound follows from the
fact thato. integrates td.
For||z||s < 2e on the other hand, we use the fact that

DKL) = [ KD o= )dy.

Since||z||s < 2¢, the integrand is supported in a ball of radBes Furthermore,D* o, |

is bounded by a constant multiple of s/~ I¥I- there, so that we have the bound

Ko [ lulsdy,
llylls <3e
so that (10.18) follows.

Regarding the bound oR' — K, we write

IDFK ()] S oI Me

DFK.(a) = D'K(@) = | (DK@ =) = K@) 0.0) dy.

For ||z||s > 2¢, we obtain as previously the bound

d

- k57 7

DMK (z — ) — DPE@) S WK e S lyil s~
=1

where we set = |k|s + max{s;}. Integrating this bound againgt, we thus obtain

d
IDFE(2) - DEE(2)] S K les Y &

=1

C_ k 5 Vi —C 6_ k s
2l S SR gl
where we used the fact that > 1 for everyi. For||z||s < 2¢ on the other hand, we

make use of the bound obtained in the first part, which imptiggarticular that

7k5 - 771@5
|DFK(x) — DPEL(2)] S 1K flegu. 1218 < eSS e, n 1S

which is precisely the requested bound. 0O

Finally, it will be useful to have a bound on the differencevieen the values of
a singular kernel, evaluated at two different locationse Télevant bound takes the
following form:

Lemma 10.18 Let K be of order¢ < 0. Then, for everyy € [0, 1], one has the bound
IK() = K@) S 2 =212zl + 1215 MK e
wherem = sup s;.

Proof. For o = 0, the bound is obvious, so we only need to show itdoe 1; the
other values then follow by interpolation.
If ||z —z||s > ||zlls A |Z]|s, We use the “brutal” bound

K (2) = K@) < K@)+ K@< =08+ 1Z1O1K D im
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< 2([12l1S AN llgim < 2012 = 2012057 AN HIE lgim
< 2llz = zll(l=ls™ + 12l I g

which is precisely what is required.
To treat the casgz — z||s < [|z]|s A ||Z]|s, we use the identity

K(z)— K(z) = /(VK(y), dy) , (10.20)
¥

where~ is any path connectingto z. It is straightforward to verify that it is always
possible to findy with the following properties:

1. The pathy is made of finitely many line segments that are parallel tacHreoni-
cal basis vector§e; }4_, .

2. There exists > 0 such that one hagy||s > c(||z]|s A ||Z]|s) for everyy on~.

3. There exist&’ > 0 such that the total (Euclidean) length of the line segments
parallel toe; is bounded by||z — Z||%".

Here, both constantsandC can be chosen uniform inandz. It now follows from
the definition of|| K| ¢..,, that one has

0K W] < 1K llgom 1ylls™ -

It follows that the total contribution to (10.20) coming fnathe line segments parallel
to e; is bounded by a multiple of

I lgam 12 = 208 (12115 % + 121157%) < I Ngimllz — Zlls(l2l8™" + (121157 |

where, in order to obtain the inequality, we have used thetfets; > 1 and that we
are considering the regime — z|[s < ||z]|s A ||Z]]s- O

10.4 Wick renormalisation and the continuous parabolic Angtrson model

There is one situation in which it is possible to show withioutch effort that bounds
of the type (10.2) and (10.3) hold, which is wher= 7, 75 and one has identity

(7)) = ([P7)(2) o (197)(2) ,

either as an exact identity or as an approximate identitly svifower-order” error term,
whereo denotes the Wick product between elements of some fixed Widra®s. Re-
call that if f ¢ H®* andg € H®*, then the Wick product between the corresponding
random variables idefinedby

I (f) 0 1e(g) = Tre(f @ 9) -

In other words, the Wick product only keeps the “dominantirtén the product for-
mula (10.1) and discards all the other terms.

We have seen in Section 9.3 how to associate to (PAMQ) a ralsation group
PRo and how to interpret the solutions to the fixed point map dased to a renor-
malised model. In this section, we perform the final step, elgrwe show that i,
is a smooth approximation to our spatial white nagissnd Z. denotes the correspond-
ing canonical model, then one can indeed find a sequencermgats). € 9, such
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that one has\/.Z. — Z. Recalling that elements 9%, are characterised by a real
numberC and a2 x 2 matrix C', we show furthermore that it is possible to choose
the sequenc@/. in such a way that the corresponding constaris given by a loga-
rithmically diverging constant’., while the corresponding x 2 matrix C' is given by
éij = _%Cgéij-

We are in the setting of Theorem 10.7 and Proposition 10.1{ Mi= L?(T?), and
where the action oR® onto H is given by translation in the spatial directions. More
precisely, forz = (t,z) € R x R? andy € H, one has

(S.:0)(y) = oy — ) .

It turns out that in this case, writing as befare= (¢, x) andz = (¢, z), the random
variables(f[(;)r)(z) are not only independent of but they are also independenttof
So we really view our model as a model BA endowed with the Euclidean scaling,
rather than orR® endowed with the parabolic scaling. The correspondinggiale
kernel K is obtained fromi by simply integrating out the temporal variable.

Since the temporal integral of the heat kernel yields thee@sefunction of the
Laplacian, we can chood€ in such a way that

_ 1
K(z) = ~5 log||z]| , (10.21)

for values ofx in some sulfficiently small neighbourhood of the origin. Quesof that
neighbourhood, we choos€ as before in such a way that it is smooth, compactly
supported, and such th#t. ¥ K (x) drx = 0, for every multindext with |k| < r for
some fixed and sufficiently large value af These properties can always be ensured
by a suitable choice for the original space-time ketfigelin particular,K is of order¢

for every( < 0in the sense of Definition 10.12.

Recall now that we defing. by £, = o. * &, wherep is a smooth compactly
supported function integrating foandp. denotes the rescaled function as usual. From
now on, we consider everything?, so thatp: R — R. With this definition, we then
have the following result, which is the last missing stepthar proof of Theorem 1.11.

Theorem 10.19 Denote by the regularity structure associated to (PAMg) withe

(fg, —1) and 8 = 2. Let furthermoreM. be a sequence of elementsfity and
define the renormalised mod&lL = M.Z.. Then, there exists a limiting mod&i

mdependent of the choice of mollifier as well as a choice aff. € %R, such that
Z. — Z in probability. More precisely, for ang < —1 — «, any compact set, and
any~ < r, one has the bound

EmMaZE; ZA|||%53 S ef )

uniformly overe € (0, 1].
Furthermore, it is possible to renormalise the model in sackay that the family
of all solutions to (PAMg) with respect to the modeformally satisfies the chain rule.

Remark 10.20 Note that we do not need to require that the mollifidve symmetric,
although a non-symmetric choice might require a renorrattis sequenceé/. which
does not satisfy the identity;; = —3C6;;.
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Proof. As already seen in Section 9.1, the only elements in the aegyistructure
associated to (PAMg) that have negative homogeneity are

2, X,E,I(5)E, L(E)LE)} .

By Theorem 10.7, we thus only need to identify the randomaideis(11,.7)(¢)) and
to obtain the bounds (10.2) and (10.3) for elemenis the above set. For = =, it
follows as in the proof of Proposition 9.5 that

E|OD)() <A, E|(II92 - IL,E)(@) < e2A272

provided that) < 2, which is precisely the required bound. For= X,Z, the re-

quired bound follows immediately from the correspondingforr = =, so it only
remains to consider = Z(=)= andr = Z;(Z)Z;(Z).
We start withr = Z(Z)=, in which case we aim to show that
E|IO7)(@) A, B[P —ILr)@) Se¥A . (10.22)

For this value ofr, one has the identity
7)) = &) [(R(y - 2) - Ko~ @) dz — 09

whereC®) is the constant appearing in the characterisation/ofe 9,. Note now
that

ECO)) = [ 0ly—a)owle —a)da = g%y = 2).

and define the kernét. by
Reo) = [ oy - DR ds

With this notation, provided that we make the cho@® = (., K.), we have the
identity

(IO7)(y) = / (K(y—2)— K(z — 2))(&(2) 0 &) dz — / 02 (y—2)K(w—2)dz .
In the notation of Proposition 10.11, we thus have

WEIT)(y) = (0e % Ke)(w)
WVEIT)(y; 21, 22) = 0:(22 — ) (Ke(y — 21) = Ko(=21)) -
This suggests that one should define filevalued distributions
WO = K() |

A ) ) (10.23)
WOT)(y; 21, 22) = (22 — (K (y — 21) — K(~21)) |

and use them to define the limiting random varialﬁlﬁg‘)r)(z/;) via (10.9).
A simple calculation then shows that, for any two pointndz in R?, one has

(WEIAT)(y), WEDT)(9))
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= 02— 7) / (Ruly — 2) — Ke(—2)(Bo(g — =) — Ko(—2))dz

def

= 02y — )Wy, 9) - (10.24)

def

Writing Q-(y) = [ K(y — z)K.(—=2) dz and using furthermore the shorthand notation

Q:-(y) £ Q-(y) — Q-(0) — (y, VQ-(0)) , (10.25)

we obtain X X X

Wely, 1) = Qe(y —9) — Qe(y) — Qe(=7) -
As a consequence of Lemmas 10.14 and 10.17, we obtain fo§ any0 the bound
|Q:(2)| < [12]>79 uniformly overe € (0, 1]. This then immediately implies that

Wely D) < llyll>=° + 1gl*=

uniformly overe € (0, 1].
It follows immediately from these bounds that

| / (WEIT) (), WET) @) 0 ) @) dy dg| S A~°

uniformly overe € (0, 1]. In the same way, it is straightforward to obtain an analego
bound onV®@, so it remains to find similar bounds on the quantity

(SLED 7)Y £ (HEAT) @Y — AP -
Writing SWE2 7 = WED - — @7 we can decompose this as
(OWEDT)(y; 21, 22) = (8(22 — ) — 0=(22 — Y))(E(y — 21) — K(—21))

+ QE(ZQ - y)(éke(y - Zl) - 517{6(721))
= OWEDT)(y; 21, 22) + (VD7) (y; 21, 22) -

where we have setk, = K — K.. Accordingly, at the level of the corresponding
random variables, we can write

SO = sTCP T + 6116 T,

and it suffices to bound each of these separately. Regaﬁﬁ]ﬁgz)f, it is straightfor-
ward to bound it exactly as above, but making use of Lemmarlid.brder to bound
dK.. The result of this calculation is that the second bound@®32) does indeed hold

for STIC3, for everyf < 1 ands > 0, uniformly overe, A € (0, 1].
i2)

Let us then turn t(?ifl(j;1 7. It follows from the definitions that one has the identity
(EWEDT) (). (WG T) (@)
=0y —9) — 0=(F — y) — 0=y — §) + 0Z*(y — D)W (¥, 7) -
At this stage, we note that we can decompose this as a s@rteais of the form

Oy — ) — 6:(y — 9)Q(=) , (10.26)
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whereg. is one ofp??, o., or p-(—-), = is one ofy, y andy — ¥, and@ is defined
analogously to (10.25). Let us consider the case y. One then has the identity

/ (8- — 5) — 8y — D) QW) (W) () dy dy (10.27)
- / 5-(NOW) V() (W (y — h) — () dy dh |

Since the integrand vanishes as soorj/als > ¢, we have the bounfl)*(y — h) —
Y ()| < A~3e. Combining this with the bound of) obtained previously, this imme-
diately yields for any such term the boundi—'—°, provided that < \. However, a
bound proportional ta—° can be obtained by simply bounding each term in (10.27)
separately, so that for evefy < 1, one has again a bound of the typ&A—20—*,
uniformly over alle, A € (0, 1].

The caser = j is analogous by symmetry, so it remains to consider the case
x =y — g. In this case however, (10.27) reduces to

[ e-tv =000 - )0 0 @ dy g
which is even bounded by?~9)\~2, so that the requested bound follows again. This
concludes our treatment of the component in the second Witrees forr = Z(Z)=.

Regarding the term/© 7 in the 0th Wiener chaos, it follows immediately from
Lemma 10.17 that, for any > 0, one has the uniform bound

| / (OVO7)(y), VD) @) W) @) dy dg| S A7

as required. For the differené@):97, we obtain immediately from Lemma 10.17
that, for anyx < 1 andé > 0, one has indeed the bound

| / (OVEDT) (), VD) )6 ) @) dy | € "2,

uniformly overe, A € (0,1]. This time, the corresponding bound on the difference
betweenV €07 andW O is an immediate consequence of Lemma 10.17.

We now turn to the case = Z;()Z;(=Z). This is actually the easier case, noting
that one has the identity

(ITE)(y) = / iRy — 2)6x(2) dz / 0,y — () dz — C9

independently ofc. If we now choosels) = (9;K.,d;K.), one has similarly to
before the identity

(97 (y) = / 0K (y — 21)0;K(y — 22)(€:(21) 0 &c(22)) e da
so that in this cas@ﬁ(;)f)(y) belongs to the homogeneous chaos of odeith

WEDTY(y; 21, 22) = ;Ko (y — 21) BiKo(y — 22) .

It then follows at once from Lemma 10.17 that the requiredroisu(10.2) and (10.3)
do hold in this case as well.
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Let us recapitulate what we have shown so far. If we chooseathermalisation
map M. associated t@®) = (o., K.) and C’Z(j) = (0;K.,0;K.), which certainly
does depend on the choice of mollifierthen the renormalised mod&l converges
in probability to a limiting model that is independent of. However, this is not the
only possible choice fol/.: we could just as well have added 8®) andC‘S) some
constants independent efand ¢ (or converging to such a limit as — 0) and we
would have obtained a different limiting mod#| so that we do in principle obtain a
4-parameter family of possible limiting models.

We now lift some of this indeterminacy by imposing that theiting model yields
a family of solutions to (PAMg) which obeys the usual chaileriAs we have seen in
(1.5), this is the case if we obtaii as a limit of renormalised models whetg; =
f%CcSij, thus yielding a one-parameter family of models. Since weaaly know that
with the choices mentioned above the limiting model is iretegent ofp, it suffices to
find somep such that the constants;; defined by

- 1
o (€ . 2y,
Eyy = — lim (C +5C 5) (10.28)

are finite. If we then define the modglby Z = My Z, whereM denotes the action
of the element ofR, determined by”' = 0 andC’ij = FEjj, then the mode¥, leads to
a solution theory for (PAMg) that does obey the chain rule.

It turns out that in order to show that the limits (10.28) &xiad are finite, it is
convenient to choose a mollifierwhich has sufficiently many symmetries so that

o(r1, 22) = o(x2,71) = o(1, —72) = 0o(—71,22) , (10.29)

for all z € R?. (For example, choosingathat is radially symmetric will do.) Indeed,
by the symmetry of the singularity df given by (10.21), it follows in this case that

(91[(5(11317962) = —51[(5(—961, 302) = 51[(5(301, —302) y

for 2 in some sufficiently small neighbourhood of the origin, amdilgrly for K.
As a consequence, the functionk. 0, K. integrates td) in any sufficiently small
symmetric neighbourhood of the origin. It follows at oncatthn this case, one has

lim C{) = / K (z) 0K (z) dx (10.30)
[EE

e—0

which is indeed finite (and independentiof- 0, provided that it is sufficiently small)
since the integrand is a smooth function.
It remains to treat the on-diagonal elements. For this, ti@eone has

/ (K (2))* + (0K (2))%) do = — / K.(2) AK . (z)dx .

It follows from (10.21) that, as a distribution, one has heritity AK = 6o+ R, where
R is a smooth function. As a consequence, we obtain the igientit

<81Ra; a1I?a> + <82K57 82Ka> = _<R&‘7 Qa> + /Rs(w) (Qa * R)(w) dx ’

so that

im (0, K., 1K) + (0: K., 0 K2) + (K-, 0.)) = (K, R) . (10.31)

e—0
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On the other hand, writingrg ,75172)L = (22, x1), it follows from (10.21) and the sym-
metries ofp that K (z1) = K.(z) for all values ofz in a sufficiently small neigh-
bourhood of the origin, so that(K.)? — (9. K.)? integrates td) there. It follows
that

e—0

lim (K., LK) — (Os e, u L)) = /” ”>6((81I_((x))2—(agl?(x))z)dw.

Combining this with (10.31) and (10.30), itimmediatelyifoVs that the right hand side
of (10.28) does indeed converge to a finite limit. Furthemnsmce the singularity is
avoided in all of the above expressions, the convergeneégaff order. 0O

Remark 10.21 The valueC® can be computed very easily. Indeed, fosmall
enough, one has the identity

_ 1
oE — / (K () dz = — - / o (2)log 2| d=
(10.32)

= L loge — S /Q*Q(Z) log||z|l dz ,
T 2w

which shows that only the finite part 6f=) actually depends on the choice®fSince

this expression does not depend explicitly @reither, it also shows that in this case

there is a unique canonical choice of renormalised madeThis is unlike in case of

the dynamicafb model where no such canonical choice exists.

10.5 The dynamical®j model

We now finally turn to the analysis of the renormalisationgedure for ¢4) in dimen-
sion 3. The setting is very similar to the previous section, bus tithe we work in
full space-time, so that the ambient spac®{s endowed with the parabolic scaling
s = (2,1,1,1). Our starting point is the canonical model built frgm= o. * &, where
¢ denotes space-time white noiseRx T2 and. is a parabolically rescaled mollifier
similarly to before.

We are then again in the setting of Theorem 10.7 and Proposi®).11 but with
H = L?(R x T3). This time, the kerneK used for building the canonical model is
obtained by excising the singularity from the heat kernelve can choose it in such a
way that

Li>o [l
K(t,x) = T eX (— ) ,
(t:2) (4t)3 P~ %
for (¢, z) sufficiently close to the origin. Again, we extend this tbafl R* in a way
which is compactly supported and smooth away from the orayid such that it anni-
hilates all polynomials up to some degree- 2. The following convergence result is
the last missing ingredient for the proof of Theorem 1.15.

Theorem 10.22Let .7 be the regularity structure associated to the dynamigal
model forg = 2 and somev € (f%, fg), leté. as above, and €. be the associated
canonical model, where the kernlis as above. Then, there exists a random madel
independent of the choice of mollifigland elementd/. € Ry such thatM.Z. — 7
in probability.

More precisely, for any < —g — «, any compact se, and anyy < r, one has
the bound

El|MeZe; Z]|is S €°
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uniformly overe € (0, 1].

Proof. Again, we are in the setting of Theorem 10.7, so we only neeathd¢ov that the
suitably renormalised model converges for those elememsFr with non-positive
homogeneity. It can be verified that in the case of the dynaindi¢ model, these
elements are given by

F_={E,0,0? 0 X, Z(V*)V, Z(¥H)T? 7(T?)¥?} .

Regardingr = =, the claim follows exactly as in the proof of Theorem 10.18g&rd-
ing T = ¥ = Z(E), the relevant bound follows at once from Proposition 1Gahd
Lemma 10.17, noting thalI®)W)(z) = (II®)W)(%) belongs to the first Wiener chaos
with

WEDD)(2,2) = K.(2 — 2),

where we have set similarly to befofé. = o, * K. This is becausgl|; < 0, so that
the second term appearing in (5.12) vanishes in this casgarticular,(I1E)¥)(z) is
independent of, so we also denote this random variable(ﬁf)\ll)(z). Here, we used
the fact that bothi and K. are of order-3.

The cases = U2 andr = U3 then follow very easily. Indeed, denote b and
ng) the two constants characterising the elemeht € 93, used to renormalise our
model. Then, provided that we make the choice

=) — ) dz, )
cf = [ (K7 (10.33)
we do have the identities
(MOV)(2) = (TOV)(2) 0 (MOW)(z),  ([TDW?)(2) = (TOW)(2)* .

As a consequencéﬂ(a)\lf’“)(z) belongs to théth homogeneous Wiener chaos and one
has
OWERTR) (2171, 5) = Ke(Z1 — 2) - Ke(Bk — 2) (10.34)

for k € {2,3} so that the relevant bounds follow again from Propositiori1@Gnd
Lemma 10.17. Regarding = ¥2X;, the corresponding bound follows again at once
from those forr = W2,

In order to treat the remaining terms, it will be convenieribtroduce the following
graphical notation, which associates a function to a grafihtwo types of edges. The
first type of edge, drawn as—-«, represents a factdt, while the second type of edge,

R*, and the kernel is always evaluated at the difference betweevariable that the
arrow points from and the one that it points to. For example—-« 25 is a shorthand
for K(z1 — 20). Finally, we use the convention that if a vertex is drawn rieygthen

the corresponding variable is integrated out. As an exantipdeidentity (10.34) with
k = 3 and the identity (10.33) translate into

(W(E;B)\I,B)(Z): {g ’ Cf) _ A.‘ ) (10.35)

Here, we made a slight abuse of notation, since the secotut@iactually defines a
function of one variable, but this function is constant tgnslation invariance. With
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this graphical notation, Lemma 10.3 has a very natural gcapmterpretation as fol-
lows. The functionf is given by a graph witli unlabelled black vertices and similarly
for g with m of them. Then, the contribution af(f)I,.(g) in the ¢ + m — 27)th
Wiener chaos is obtained by summing over all possible wag®ofracting- vertices
of f with r vertices ofg.

We now treat the case= Z(¥?3)¥. Combining the comment we just made on the
interpretation of Lemma 10.3 with (9.4b) and the definitid0.@5) of C®), we then
have

S qu;:
VeI = L=y,
z 0 2
while the contribution to the second Wiener chaos is given by
q"'\i q'\i
<w<€;2>r>(z)=3( i‘ B 5/ !) =3Mr WP . (10.36)

The reason why no contractions appear between the top egitichat, thanks to the
definition of CP in (10.35), these have been taken care of by our renormalisat
procedure.

We first treat the quantity)©4r. The obvious guess is that, in a suitable sense,
one has the convergengg©4r — W&+ where

N
W) = J/ - é{.

In order to apply Proposition 10.11, we first need to obtaiifoum bounds on the
quantity ((WEDT)(2), WEDT)(2)). This can be obtained in a way similar to what
we did for bounding/V©?Z(Z)= in Theorem 10.19. Defining kerne3® and P. by

Q9 (z — 2) = 2ot

. ; —>e3, Pz — 2) = zownn >3

we have the identity
(WEDT)(2), WEIT)(2)) = Pu(z — 2)0DQ0(z, 2)
where, for any functior) of two variables, we have set
39Q(2.2) = Q(2,2) — Q2,0) — Q(0,2) + Q(0,0) .

(Here, we have also identified a function of one variable withinction of two variables
by Q(z, z) + Q(z — z).) It follows again from a combination of Lemmas 10.14 and
10.17 that, for every > 0, one has the bounds

QP - QPO S =l IR S Izl

Here, in the first term, we used the notatior- (¢, z) and we writeV, for the spatial
gradient. As a consequence, we have the desirgibri bounds fonV4 7, namely

[(OVEDT) ), WEIT) @) S N1z = 2l (2 = 2170 + 12l + 11Z07°)
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which is valid for every > 0.

To obtain the required bounds @M%+, we proceed in a similar manner. For
completeness, we provide some details for this term. Onitebdeia priori bounds
are established, all subsequent terms of the &y )+ can be bounded in a similar
manner, so we will no longer treat them in detail. Let us idtree a third kind of arrow,
denoted by, which represents the kernkl — K .. With this notation, one has the
identity

oo (BT (b 1

%
\..,_-
e
",
<.
N
/.
.

(TR T

z 0

)def

It thus remains to show that each of the four tet(mé/i(s;“)r)(z) satisfies a bound of
the type (10.8). Note now that each term is of exactly the stme as(WE97)(2),
except that some of the factaks are replaced by a factdf and exactly one factak’.

is replaced by a factor{ — K.). Proceeding as above, but making use of the bound
(10.19), we then obtain for eaélthe bound

i=1

{(EVEDT)(2),(OWEI 1) (2)]

0 =— S||1—20— —20— S| 1—20—
Sz =25 2 = 277+ 27207 + izl )

which is valid uniformly ovee € (0, 1], provided that) < 1 and thatx > 0. Here, we
made use of (10.19) and the fact that each of these terms slveayains exactly two
factors K — K.).

We now turn to/©2) 7, which we decompose according to (10.36). For the first
term, it follows from Lemmas 10.14 and 10.17 that we have thed

(OVE2r)(2), VEPr)(2) | = |42 95| S Il — 2117

valid for everys > 0. (Recall that both and K. are of order-3, with norms uniform
in =.) In order to boundV$"? 7, we introduce the notations-=-+ z as a shorthand for
llz — 2[|91).—2). <c for an unspecified constaat. (Such an expression will always
appear as a bound and means that there exists a chditéofvhich the bound holds
true.) We will also make use of the inequalities

2l Nzl < Mlellz o= + 2l (10.372)
121l *IZls* < Mz = 2lls *l=lls* + 12015) (10.37b)

which are valid for every, z in R* and any two exponents, 3 > 0. The first bound
is just a reformulation of Young’s inequality. The secondibd follows immediately
from the fact that|z s v [|Z]s > L[|z — 2.

With these bounds at hand, we obtain for evéry (0, 1) the bound

A (e ~ (e Qe = EIRE = o()
HOVED 1) (2), WEDR) ()] < Z. .Z (10.38)
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S21:°(GR) + G(2) + Gz — 2) + G(0))

where the functioidr is given by

o_

z .

Here, in order to go from the first to the second line in (10.88) used (10.37b) with
a = ¢, followed by (10.37a). As a consequence of Lemma 10.14, uhetion G
is bounded, so that the required bound follows from (10.Z3)fining as previously
Wi@)r like Wfs*Q)T but with each instance df. replaced byi, one then also obtains
as before the bound

G(z — 2) = ze—zi—

(@VEDT)(@), GV @) S e (2017 + 121127 + 12 = 2[15207)

which is exactly what we require.
We now turn to the case = Z(¥?)¥2. Denoting by, the random function
Ve (2) = (K x £)(2) = (K¢ * £)(2), one has the identity

(Io7)(2) = (K * ¢22)(2) — (K % 42*)(0)) - (e(2) 0 9he(2)) — CY . (10.39)

Regarding/V 47, we therefore obtain similarly to before the identity

VY
(W(E; 4)7_) (Z) _ q*i}.o _ { \‘} -
z 0 z

Similarly to above, we then have the identity
(WVEDT)(2), WEIT)(2)) = P2(z — 2)6PQP(z, 2) |

whereP. is as above an@? is defined by

...‘

¥ —>e7 .

Q(EQ)(Z —2) = zee—"%

This time, it follows from Lemmas 10.14 and 10.17 that

QP(2) ~ QA(0) — (. V.QPO))] < |27,

for arbitrarily smalld > 0 and otherwise the same notations as above. Combining this
with the bound already obtained féx immediately yields the bound

[(VEDT) (@), WEIT) ()] < ll= = 21157

as required. Again, the corresponding boundid¥i%) then follows in exactly the
same fashion as before.
Regarding/V2) 7 it follows from Lemma 10.3 and (10.39) that one has the iden-
tity
'~._. ‘~.“
Q LN

(WED7)(2) = 4(‘“@ _— z) .

z 0 z
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We then obtain somewhat similarly to above
(WEIT)(2), WEDT)(2)) = Pz — ) 8PQ% (2, 2) |

where we have set

o<, ez

@2 z(0,0) = PR Vo VO

At this stage, we make use of Lemma 10.18. Combining it witmirea 10.14, this
immediately yields, for any € [0, 1], the bound

69Q% 22,2 S 212112113 (G2, 2) + G(=,0) + G(0, 2) + G(0,0)) ,

where this time the functio@ is given by

ze. z
G(a,b) =
ae b

As a consequence of Lemma 10.14, we seeGhiatbounded as soon as< % which

yields the required bound. The corresponding bounddi:2)r is obtained as usual.

Still consideringr = Z(¥2)¥2, we now turn toV(0) 7, the component in theth
Wiener chaos. From the expression (10.39) and the defirofitme Wick product, we
deduce that

OV =2 F—3 “emt p2) o (040

The factor two appearing in this expression arises becduese fare two equivalent
ways of pairing the two “top” arrows with the two “bottom” aws. At this stage, it
becomes clear why we need the second renormalisation cwi&fa the first term in
this expression diverges as—+ 0 and needs to be cancelled out. (Here, we omitted the
label z for the first term since it doesn’t depend on it by translatiorariance.) This
suggests the choice

P —24 s (10.41)
which then reduces (10.40) to
—SVEOT)(2) = 0ol 2. (10.42)

This expression is straightforward to deal with, and itdals immediately from Lem-
mas 10.14 and 10.17 that we have the boldd©97)(z)| < ||z[|;? for every expo-
nenté > 0.

This time, we postulate that© 7 is given by (10.42) with every occurrencelst
replaced byi<. The corresponding bound @i/¢:9+ is then again obtained as above.
This concludes our treatment of the term= Z(¥?2) 02,

We now turn to the last element with negative homogeneiticvis 7 = Z(¥3) W2,
This is treated in a way which is very similar to the previoesit; in particular one
has an identity similar to (10.39), but with®? replaced by)2? andCéE) replaced by
30§5)¢6(z). One verifies that one has the identity

(WEIT)(2), W) (2)) = P2(z — 2)69Q9z. 7).
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where bothP. andQ® were defined earlier. The relevant bounds then follow at once
from the previously obtained bounds.

The component in the third Wiener chaos is also very similavhiat was obtained
previously. Indeed, one has the identity

WES T )(z)6< :: .’({) ; )

so that X X B
(WEIT)(2), WEIT)(2)) = Po(z — 2)6PQ% (2, 2) ,
where we have set B
2 z(a,b) = a«—*c }L>-b .
This time however, we simply use (10.37a) in conjunctiorhwiemmas 10.14 and
10.17 to obtain the bound

= _i—6 -5 ST -5
Q2 2(@, ) Sz —2[5° + |z = blls° + lla—2[g° + [[b—all;

The required a priori bound then follows at once, and theesponding bounds on
SWEBT are obtained as usual.

It remains to bound the component in the first Wiener chaostti®, one verifies
the identity

X \ I

WEDT)(2) = ( :i: 3C§a)!) g)z

def 6 (W§s;1)7_)(z) o (Wéa’l)T)(z) .
Recalling that we chos€!?) as in (10.41), we see that
WEDT)(2;2) = (ZLe) * Ko )(z — 2)

where the kerneL. is given byL.(z) = P2(z)K(z). It follows from Lemma 10.16
that, for everyy > 0, the bound

HOVEDT)(2), WEDDEN S e — 2112

holds uniformly fore € (0, 1] as required. Regardm]g/(E U7 we can again apply the
bounds (10.37) to obtain

-1

VST (2), WEDT)E)] < lllls

as required. Regarding)r, we define it as

—1-5

Izlls*

W Z W0 0
whereW{"7 is defined like)/{")7, but with K replaced byk, and where
WIT)(2:2) = (RL) * K)(z - 2)

Again,s V7 can be bounded in a manner similar to before, thus conclublagroof.
O
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Remark 10.23 Itis possible to show thzﬁ‘f) ~el andC’éE) ~ loge, but the precise
values of these constants do not really matter here. SeB4HeD76] for an expression
for these constants in a slightly different context.

Appendix A A generalised Taylor formula

Classically, Taylor’s formula for functions oR? is obtained by applying the one-
dimensional formula to the function obtained by evaluatimg original function on
a line connecting the start and endpoints. This however doegield the “right” for-
mula if one is interested in obtaining the correct scalingav®ur when applying it
to functions with inhomogeneous scalings. In this sective,provide a version of
Taylor’s formula with a remainder term having the correalsry behaviour for any
non-trivial scalings of R%. Although it is hard to believe that this formula isn’t known
(see [Bon09] for some formulae with a very similar flavourgeems difficult to find it
in the literature in the form stated here. Furthermore,@fisourse very easy to prove,
so we provide a complete proof.

In order to formulate our result, we introduce the followkegnels orR:

_ (x—y)! _
pre(; dy) = Ljo.21(y) 1 dy . plz, dy) = do(dy) -

For¢ = 0, we extend this in a natural way by settipng(x, dy) = d6.(dy). With these
notations at hand, any multiindéxe N¢ gives rise to a kernad* onR? by

d
QF(w, dy) = [ uf (@i, dyi) , (A1)
1=1

where we define

zki

Tl M*(Z, ) OtherWise,

e .):{ o () i < mk),

where we defined the quantity

m(k) =min{j : k; # 0} .

Zki

77 SO that

Note that, in any case, one has the ideniity>, R) =

k
QHa R = 7 .

Recall furthermore thal? is endowed with a natural partial order by saying that
k < Cif k; < ¢, foreveryi € {1,...,d}. Givenk € N, we use the shorthand
ke ={l#k : <k}

Proposition A.1 Let A ¢ N¢ be such that € A = k. C A and defin@A = {k ¢
A ik —emg) € A}. Then, the identity

)
f@ =Y A0 S [ 0 O, (A2)

keA keoA

holds for every smooth functighon R.
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Proof. The cased = {0} is straightforward to verify “by hand”. Note then that, for
every setd as in the statement, one can find a sequenteg} of sets such as in the
statement witid, = {0}, Aj4) = A4, andA,. 1 = A, U {k,} for somek,, € 0A,. It
is therefore sufficient to show that if (A.2) holds for some 4ethen it also holds for
A= AuU{¢}foranyl € 9A.

Assume from now on that (A.2) holds for someand we choose somec JA.
Inserting the first-order Taylor expansion (i.e. (A.2) with= {0}) into the term in-
volving D f and using (A.1), we then obtain the identity

fay -3 20 5 [, 0416 &G,

keA kedA\{£}
d
3 /R D) (@7« Q) dy)
i=1
It is straightforward to check that one has the identities

xn
Hon * fin = fmtn s (M**un)(xw):gum s K o = fhs y fhp % fix =0,

valid for everym,n > 0. As a consequence, it follows from the definition@f that
one has the identity

e A0 [ Qe if i <m(d),
QU xQ = { 0 otherwise.
The claim now follows from the fact that, by definitiond is precisely given bydA \
{HU{l+e; : i <m(0)}. O
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Appendix B Symbolic index

In this appendix, we collect the most used symbols of thelarttogether with their
meaning and the page where they were first introduced.

Symbol Meaning Page

1 Unit element inl’ 18

1* Projection ontd 120

|- |s Scaled degree of a multiindex 22

|-ls  Scaled distance oR? 24

I ll:s  “Norm” of a model / modelled distribution 27,30

o Dual of A™ 123

* Generic product off’ 48

* Convolution of distributions oR? 63

A Set of possible homogeneities fbr 18

A Antipode ofH 120

Alg(C)  Subalgebra of{ determined by 130

I3 Regularity improvement o 63

ce a-Holder continuous functions with scalisg 24
Abstract gradient 83

D Modelled distributions of regularity 30

Dy" Singular modelled distributions of regularity 85

A Comodule structure ok overH 119

AT Coproduct inH ;- 119

AM Action of M onTI 130

AM Action of M onT' 133

F Nonlinearity of the SPDE under consideration 3

F, Factorinl',, = F, 'F, 129

F All formal expressions for the model space 116

Fi All formal expressions representing Taylor coefficients 611

Fr Subset ofF generated by" 116

Fi Subset ofF, generated by’ 116

G Structure group 18

I, Action of H* ontoH 123

HL Dual of H . 123

H Linear span ofF 119

HE Linear span ofF - 119

H Linear span ofF 119

T Abstract integration map fak’ 66

T Abstract integration map fab* K 114

J(x) Taylor expansion of « I1,, 67

TiT Abstract placeholder for Taylor coefficientslaf = 118

R Generic compact set iR¢ 24

K Truncated Green'’s function af 63, 65

K, Contribution of K at scale2™" 63
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Symbol Meaning Page
KY .y Remainder of Taylor expansion &f,, 67
KK, Operator suchthaRCf = K « Rf 63
L Linearisation of the SPDE under consideration 3
A3 Diadic grid at level for scalings 35
M Multiplication operator or ;- 120
M Renormalisation map 130
M Action of M on f 130
M, Action of # onT 47
Me Basic building blocks of’ 115
M All models for.7 27
M All admissible models associated ko 128
N, Operator suchthdf, =7 + 7 + N, 68
(L, f) Alternative representation of an admissible model 129
(M, fMy  Renormalised model 130
(I, 1) Model for a regularity structure 25
oo Scaling function at level aroundz 34

o Wavelet at leveh aroundz 34
P Time 0 hyperplane 99
Pr Formal expressions required to represgmt 116
Q. Projection ontdl, 20
o Projection ontdl; 20
Rt Restriction to positive times 99
R Smooth function such thatG = K + R” 105
R, Convolution byR on DY 103
R Reconstruction operator 31
R Renormalisation group 133
s Scaling ofR? 22
S, Scaling bys aroundr 25
S, Scaling bys in directions normal to? 86
5 Discrete symmetry group 47
T Model space 18
T, Elements ofl’ of homogeneityy 18
T Elements ofl’ of homogeneityy and higher 20
T, Elements ofl’ of homogeneity strictly less than 20
T, Action of . onR? 47
T Abstract Taylor polynomials ifi” 27
T Generic regularity structurg = (A, T, G) 18
Ts Classical Taylor expansion of ordgr 23
UF Formal expressions required to represent 116
V., W Generic sector df’ 20
Xk Abstract symbol representing Taylor monomials 21

= Abstract symbol for the noise 54
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