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HIGHLIGHTS

- We describe numerical methods to simulate the operation of tidal range power plants.
- We couple simplified power plant operation models with gradient-based optimisation algorithms.
- The consideration of a flexible operation with pumping is shown to have the potential to deliver significant energy gains.
- Optimisation of larger plant designs should be coupled with hydrodynamics solvers.

ABSTRACT

Tidal range power plants represent an attractive approach for the large-scale generation of electricity from the marine environment. Even though the tides and by extension the available energy resource are predictable, they are also variable in time. This variability poses a challenge regarding the optimal transient control of power plants. We consider simulation methods which include the main modes of operation of tidal power plants, along with algorithms to regulate the timing of these. This paper proposes a framework where simplified power plant operation models are coupled with gradient-based optimisation techniques to determine the optimal control strategy over multiple tidal cycles. The optimisation results inform coastal ocean simulations that include tidal power plants to gauge whether the benefits of an adaptive operation are preserved once their hydrodynamic impacts are also taken into consideration. The combined operation of two prospective tidal lagoon projects within the Bristol Channel and the Severn Estuary is used as an example to demonstrate the potential benefits of an energy maximisation optimisation approach. For the case studies considered, the inclusion of pumping and an adaptive operation is shown to deliver an overall increase in energy output of 20–40% compared to a conventional two-way uniform operation. The findings also demonstrate that smaller schemes stand to gain more from operational optimisation compared to designs of a larger scale.

1. Introduction

Tidal range power plants harness the potential energy contained within coastal flows characterised by a high tidal range. Existing and prospective tidal range projects essentially constitute impoundments either in the form of barrages that span an entire estuarine basin [1,2], or as coastal lagoons positioned against coastlines [3]. These impoundments are designed to facilitate a potential head difference through the carefully orchestrated operation of sluice gates and hydro-turbines, with the latter converting potential energy into electricity. This technology has been gaining momentum, as indicated by a recent UK Government review [4] suggesting that it could make sustainable investment required for the construction of tidal range plants [7] and the nascent status of the technology relative to other electricity generation methods, the optimal operating characteristics must be determined at the design stage enabling an informed quantification of investment risk and return.

The design and operation of a tidal power plant needs to consider the minimisation of potential environmental impacts [5,2], the maximisation of power output [6] and meeting the electricity demand in a cost-effective manner among other factors. Given the significant capital investment required for the construction of tidal range plants [7] and the nascent status of the technology relative to other electricity generation methods, the optimal operating characteristics must be determined at the design stage enabling an informed quantification of investment risk and return.

The optimisation of tidal range structure operation in response to the time-varying resource represents an important challenge. Numerical simulations are typically used to examine the effect of various parameters on electricity output. However, the problem of determining the optimal operating parameters can be computationally demanding, as simulations must accurately resolve the plant near-field as well as the far-field conditions if the hydrodynamic response of the...
flow is to be accurately predicted across all the scales relevant to the problem and for all parameter permutations.

Previous studies of tidal range power, including Prandle [8], Wolf et al. [5], Burrows et al. [9], Xia et al. [10,11], Falconer et al. [12], Cornett et al. [13], generally focused on: (a) conventional ebb-only/flood-only generation or two-way operation without pumping options; and (b) assumed that the operation remained uniform over varying tidal conditions. Very little has been reported in terms of optimisation; the study of Aggidis and Benzon [6] considered that the optimum head difference might vary subject to the tidal range present in an ebb-only strategy, which effectively configures itself to a single-variable optimisation problem. More recently, the optimisation of a simplified two-way operation in tidal power plants was presented by Lisboa et al. [14] heeding lessons from hydro-power scheduling optimisation studies [15]. Only a few control parameters and technical constraints have typically been considered, thus making exhaustive brute-force optimisation methods computationally feasible. Here we seek to build on preceding efforts through the application of an optimisation approach allowing for a far more flexible control of tidal power plant operation.

Current tidal lagoon proposals would likely feature dynamic operation strategies (e.g. bidirectional generation with pumping intervals [16]) that should be accounted for in their assessment. A realistic operation scenario involves a large number of variables, and optimisation using exhaustive variable-space investigations can progressively become computationally untenable. Gradient-based methods are increasingly popular for optimising parameters in complex engineering problems, without a wide exploration of the complete parameter space [17–19]. We present a gradient-based optimisation approach for the adaptive operation of tidal power plants, that is in addition informed by and tested using coastal ocean modelling simulations to account for the effects of the schemes on surrounding hydrodynamics.

2. Methodology

2.1. Tidal power plant operation

The potential energy contained within a head difference $H$ developed across a tidal range structure, neglecting any form of losses, has been investigated by Prandle [8] and quantified as

$$E_{\text{max}} = -\frac{\rho g}{2}AH^2,$$

(1)

in $J$ where $\rho$ is the fluid density (kg/m$^3$), $g$ is the gravitational acceleration (m/s$^2$), $A$ is the impounded surface area (m$^2$), and

$$H = \eta_{\text{up}} - \eta_{\text{down}},$$

(2)

is the head difference developed where $\eta_{\text{up}}$ and $\eta_{\text{down}}$ correspond to the upstream (i.e. on the inland side of the impounded area) and downstream (outer) water elevation respectively in m. The total amount of energy resource that can be extracted from a tidal power plant in each tidal cycle is related to (a) turbine technology capabilities, (b) the spring-neap (and longer period) tidal variations at the site and (c) the design of the structure and its interaction with local hydrodynamics.

The efficiency of tidal power plants in harnessing the available potential energy during a given tidal cycle is heavily dependent on the control of the constituent hydraulic structures [10,20,9,8,21]. A generalised illustration of how a plant can be regulated is presented in Fig. 1, with $t_0, t_1 = 1,...,n$ forming the main control variables. In its simplest form, power generation is one-directional, i.e. it is restricted to either the ebb or flood stages of the tide. For example, in a typical ebb-only (without pumping) generation strategy the active modes of operation according to Table 1 are reduced to a sequence of $m = 2, 4, 6$ and 7a. In that case the only variable to be determined (following Fig. 1) is $t_0$, i.e. the holding time at $m = 6$ prior to power generation ($m = 7a$). The transitions to $m = 2$, $m = 4$ and $m = 6$ are triggered automatically once the minimum turbine generation head ($h_{\text{min}}$) is reached, for $H < 0$ and $H > 0$ respectively. In order to simulate the operation of such sequences in time, it is essential to parametrise the behaviour of turbines and sluice gates.

2.2. Hydraulic structure parametrisation

The flow through the power plant hydraulic structures is driven by the water head difference $H$ developed between the two sides of the structure. $H$ can be used as input to functions that calculate the instantaneous flow rate from turbines and sluice gates. Sluice gate flow rate $Q_s$ (kg/m$^2$s) can be calculated as:

$$Q_s(m,t) = \begin{cases} r(t) \cdot \text{sgn}(H) \cdot C_{fi} \cdot A_i \cdot \sqrt{2gH} & \text{for } m \in \{3,6,7,8\} \\ 0 & \text{otherwise} \end{cases}$$

(3)

where $A_i$ is the aggregate cross-sectional flow area (in m$^2$) of the gates installed, and $\text{sgn}(\cdot)$ returns the sign ($-1$ or $1$) of a given quantity; in this case the head difference $H$. $C_{fi}$ is the sluice gate discharge coefficient that is dependent on the design of the sluice gates [21]. Higher $C_{fi}$ values imply that a lower sluice gate area ($A_i$) might be required and thus reduce construction costs; previous studies experimentally demonstrated that values higher than unity can be achieved [22,23] through sluice gate design modifications. For regional and far-field scale coastal ocean models a sensitivity test to the parameter $C_{fi}$ can be found in Bray et al. [24]. Nonetheless, a value of unity is normally selected within regional scale models [9,13] and this practice has been adopted here. A sinusoidal ramp function taking the values $r(t) = \sin(\pi/2 \times (t-t_o)/t_e)$ for $t \in [t_o, t_o + t_e]$, and unity otherwise, represents the transition at the beginning of a mode where $t_o$ is the interval expected when opening hydraulic structures and $t_e$ the time when the current mode was triggered. Similar expressions are imposed when closing the hydraulic structures.

The flow through turbine caissons is not reliably calculated using Eq. (3) as discussed previously [9]. Instead, hill chart parametrisations are preferable while power is generated to reflect the installed turbine characteristics [25]. If followed sequentially, the equations in Table 2 can be used to calculate the flow rate and the energy generated from a bulb turbine for a given $H$ value. This yields the tidal turbine flow rate $Q_t$ (m$^3$/s):

$$Q_t(m,t,H) = \begin{cases} -r(t) \cdot \text{sgn}(H) \cdot N \cdot Q_p & \text{for } m \in \{1,5\} \\ r(t) \cdot \text{sgn}(H) \cdot N \cdot Q_b(H) & \text{for } m \in \{3,6,7,8\} \\ r(t) \cdot \text{sgn}(H) \cdot N \cdot C_t \cdot \sqrt{2gH} \cdot \pi D^2/4 & \text{for } m \in \{4,8\} \\ 0 & \text{otherwise} \end{cases}$$

(4)

where $N$ is the number of turbines installed, $Q_p$ (m$^3$/s) the pumping flow rate, $Q_b$ (m$^3$/s) the flow rate according to the hill chart parametrisation of Table 2 and $D$ (m) the turbine diameter, $C_t$ is a non-dimensional turbine discharge coefficient that is applied to the orifice equation. It scales the flow rate based on the transition between turbine generation and sluicing according to the turbine specifications. The power $P$ (MW) produced from tidal range turbines can be expressed as:

$$P(m,t,H) = \begin{cases} -r(t) \cdot \rho \cdot g \cdot Q_t(H) & \text{for } m \in \{1,5\} \\ r(t) \cdot P_b(H) & \text{for } m \in \{3,6,7,8\} \\ 0 & \text{otherwise} \end{cases}$$

(5)

where $P_b$ (MW) is the power calculated from the sequence in Table 2 and $\eta_p$ is a pumping efficiency which is a function of $H$ [26].

2.3. Operation modelling

The simulation of the tidal power plant performance can be accomplished in several ways [9,27,28]. Essentially, the domain is split into downstream (outer) and upstream (inland) sub-domains connected at the hydraulic structure location. The downstream water levels
where \( A_s(\eta_{up}) \) is a site-specific function for the wetted surface area of the tidal range structure (in \( m^2 \)) assuming a constant water level of \( \eta_{up} \) across the entire upstream surface area. \( Q_h \) (in m³/s) corresponds to the sum of inflows/outflows through independent sources such as rivers or outfalls.

### 2.3.2. Two-dimensional modelling

The drawback of 0-D models in neglecting the impact of tidal power plants on local and regional hydrodynamics can be significant for larger tidal lagoons and barrages [5,29]. To address this, regional coastal ocean models can be used to predict the flow elevations, velocities and the altered tide constituents. In this case, we use *Thetis*, a (2-D and 3-D) flow solver for simulating coastal and estuarine flows implemented using the *Firedrake* finite element Partial Differential Equation (PDE) solver framework [30]. *Thetis* was configured to solve the non-conservative form of the nonlinear shallow water equations:

\[
\frac{\partial \eta}{\partial t} + \nabla \cdot (H_u u) = 0,
\]

\[
\frac{\partial u}{\partial t} + u \nabla u - \nu \nabla^2 u + f u^\perp + g \nabla \eta = -\frac{\tau_b}{\rho H_u},
\]

where \( \eta \) is the free surface perturbation, \( H_u \) is the total water depth and \( u \) is the depth-averaged velocity vector with horizontal components \( u, v \) while \( \nu \) is the kinematic viscosity of the fluid. The term \( f u^\perp \) accounts for the Coriolis effect and comprises of \( u^\perp \), the velocity vector rotated counter-clockwise over 90° and \( f \approx 2\Omega \sin(\varphi) \), with \( \Omega \) the angular frequency of the Earth’s rotation and \( \varphi \) the latitude. Bed shear stress (\( \tau_b \)) effects are represented through the Manning’s \( n \) formulation expressed as:

\[
\frac{n_s}{n} = \frac{|u|^2}{H_u}.
\]

Since intertidal areas can influence the tidal power plant performance, wetting and drying processes are treated according to the formulation of Kärnä et al. [31]. The model is implemented using a discontinuous Galerkin finite element discretisation (DG-FEM), using the FDG-PDG velocity-pressure finite element pair. A semi-implicit Crank-Nicolson timestepping approach is applied for temporal discretisation with a constant timestep of \( \Delta t \). The discretised equations are solved using a Newton nonlinear solver algorithm using the PETSc library [32]. In terms of boundary forcings, beyond the imposed water levels at the seaward boundaries and the river discharge fluxes along the coast, the representation of the turbines and sluice gates is implemented according to a flux-based method using the principles of domain decomposition [20]. Flux values are determined at each time step as described in Section 2.2 based upon sampling the water elevations adjacent to the turbines and sluice gates.

### 2.4. Operation optimisation

Tidal range structures differ from other sources of marine energy...
(e.g. wave energy converters and tidal stream arrays) since to a certain extent they have flexibility over when they generate power. This means that the duration of the individual modes \( m \) (Fig. 1), e.g. the periods during which electricity is generated, can be optimised subject to the operational objectives and the transient tides. While various objectives could be considered, we investigate here the specific problem of maximising the electricity generated by the tidal lagoons. If we encode the duration of the modes in a vector, \( \tau \), where \( \tau = \{ \tau_i, i = 1, \ldots, N \} \) the following objective function can be formulated:

\[
E(\tau) = \sum_{i=1}^{n_c} P(\tau_i, \tau_{i+1}) dt,
\]

where \( \tau_i \) is the simulation time, \( P(\tau_i, \tau_{i+1}) \) represents the transient power levels obtained from 0-D simulations. The combination of \( \tau \) and \( t \) sequentially determines \( m \) that is necessary for Eqs. (3)–(5).

As the plant operation is cyclic (with a period of \( T \approx 12.42 \) h), the vector \( \tau \) can be optimised independently for each tidal cycle, allowing the operation control points to adapt as transient tidal (e.g. spring-neap) conditions evolve. If the simulation spans \( n_c \) cycles, with \( n_c \in \mathbb{N} \) then we formulate the following problem:

\[
\text{max } \int_{\tau_{i}}^{\tau_{i+1}} P(\tau, H, t) dt \quad \text{subject to } \tau_i \leq \tau \leq \tau_{i+1}
\]

where \( \tau_i, \tau_{i+1} \) correspond to the lower and upper limits expected for the different modes of operation, with a lower limit of zero allowing the operation to skip to the next mode of operation. The model input in each cycle depends on information from the previous tidal cycles’ operation such as starting upstream water level, mode \( m \) and its duration. The gradient-based optimisation algorithm used to determine \( \tau \) is the limited memory Broyden-Fletcher-Goldfarb-Shanno with bounds (L-BFGS-B) algorithm, an iterative method for solving nonlinear optimisation problems. This is packaged as part of SciPy and outlined in Zhu et al. [33]. For the purposes of this work the L-BFGS-B algorithm treats the 0-D model as a black box and approximates the gradient of the objective function with respect to \( \tau \) by individually varying the vector’s components. Optimising all the parameters simultaneously during prolonged periods would require the application of the 0-D model as many times as the number of parameters that need to be determined. There is therefore an incentive to decompose the optimisation problem in tidal cycle steps considering the algorithm’s computational efficiency when calculating the gradient of fewer parameters, and iteratively running computationally lighter simulations.

2.5. Tidal energy case studies and hydrodynamic simulations

The Bristol Channel and the Severn Estuary region in the South West of the UK is considered as a case study for the determination of an efficient adaptive operation for potential power plants (Fig. 2). Due to the significant tidal range developed within the estuary, there is strong industrial interest in constructing tidal range structures in the area. We consider two tidal lagoon proposals, namely Tidal Lagoon Power Ltd’s Swansea Bay and the Cardiff tidal lagoons proposed to cover 11.6 and 5.76 km\(^2\) respectively. This complements previous hydrodynamic modelling studies that accounted for the simultaneous operation of tidal lagoons [27], but did not consider the advantages of adapting the operation control in time. As a starting point, we assume the turbine specifications of Table 3 and the lagoon shapes of Fig. 2(c–d).

The overall configuration and details of the designs (Fig. 2) are based on available information from existing tidal lagoon proposals [34–36] which include the size of the turbines and the technology selected. The shape of the lagoons has to balance geotechnical, environmental and economic constraints, all of which are beyond the immediate remit of this study [35,29]. Nonetheless, the location of the turbines and sluice gates requires sufficient water depth to ensure that certain components are consistently submerged to operate efficiently. For this reason they have been positioned in the deeper areas of the impoundment as shown in Fig. 2. In both designs, further dredging activities and bathymetry levelling may be required during construction to ensure the smooth installation of the turbines.

The mesh generation approach described by Avdis et al. [37,38] was followed to produce the multi-scale unstructured triangular meshes to discretise the study domain. Two meshes with the same resolution characteristics have been generated in order to consider the tidal hydrodynamics with and without the tidal lagoons present. The meshes are refined in the vicinity of the tidal lagoon structures as illustrated in Fig. 2(c–d) with the element sizes ranging from 2500 m at the outer boundaries to 20 m closer to the turbine and sluice gate locations. The baseline case comprised 27,754 nodes and 55,593 elements, whereas the one with the lagoons featured 35,021 node and 70,138 elements. The higher resolution of the latter is due to the mesh refinement around the turbines and sluice gate sections. In turn, the bathymetry was interpolated across the mesh with data from the Edina Digimap Service [39] at one arc-second resolution (≈ 30 m). The simulation results presented in this paper utilise a constant time-step \( \Delta t \) of 50s, which was decided upon following a sensitivity test.

The models were tidally forced using eight constituents \((M_2,S_2,N_2,K_1,Q_1,P_2,K_3)\) available from the TPXO database [40] at the seaward boundaries and average river flows stemming from UK’s National River Flow Archive data for inland open boundaries. Simulations, initially subjected to five days of spin-up time with respect to energy production and hydrodynamics, then spanned three full lunar months between 6 May 2003 and 6 Aug 2003. The starting simulation date was arbitrarily selected and is reported here for completeness. The main constraint for the simulations has been that their duration should be long enough to resolve the main tide constituents at sites of interest, e.g. immediately downstream of the tidal range structures, but also to span a sufficient amount of time to observe the benefits of an optimised plant control within the hydrodynamic model.

3. Results

3.1. Tidal range energy resource and hydrodynamics validation

Optimal design specifications of prospective tidal power plants will be dictated by the water elevation signal at proposed hydraulic structure sites. In order to obtain these for the Swansea Bay and Cardiff Lagoon configurations and also to assess the performance of the hydrodynamic models, an initial run was set up to simulate the established ambient (i.e. with no lagoons present) tide conditions within the Bristol Channel and the Severn Estuary. Theis’s ability to accurately model the ambient tidal heights was assessed through comparisons with observational data that include tide gauge water level time series and tide constituents at five sites from the UK’s National Tide Gauge Network (Fig. 3) recorded from earlier observational campaigns (Table 4). Theis’s capability to capture the tidal range variation within the computational domain can be observed by the neap to spring tide transition of Fig. 3. The predicted tide constituents (Table 4) are similarly in good agreement with the available recorded data for the main semidiurnal constituents that dictate the local tidal conditions. Root Mean Squared Error (RMSE) values of 0.07, 0.04, 0.03 m and 2.80°, 2.02°, 2.14° were recorded for \( M_2,S_2,N_2 \) amplitudes and phases respectively. The model could be improved by refining/calibrating the setup with additional information, but this was considered beyond the immediate remit of this work given that the focus is on the relative tidal lagoon performance between simulations; for example, the Manning’s \( n \) was set to a constant value of 0.023 s/m\(^{1/3}\) across the entire domain for simplicity and this can contribute to localised deviations on the grounds of the sea bed morphology variation.

Water elevation time series close to the hydraulic structures can be used as an indicator for the potential tidal range energy available over
Fig. 2. (a) Study area relative to UK map, (b) Computational domain considered for the simulations in the Bristol Channel and the Severn Estuary, (c) Swansea and (d) Cardiff Lagoon configuration and unstructured mesh refinement.

### Table 3

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Swansea Bay Tidal Lagoon</th>
<th>Cardiff Tidal Lagoon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine D (m)</td>
<td>7.35</td>
<td>8.90</td>
</tr>
<tr>
<td>Generator poles Gp</td>
<td>95</td>
<td>113</td>
</tr>
<tr>
<td>Electricity grid frequency f_g (Hz)</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Fluid density ρ (kg/m³)</td>
<td>1025</td>
<td>1025</td>
</tr>
<tr>
<td>Turbine discharge coefficient (C_t)</td>
<td>1.36</td>
<td>1.36</td>
</tr>
</tbody>
</table>

3.2. Operation optimisation

The first objective of the optimisation considered is to define the number of turbines and uniform optimal operational characteristics (i.e., a single optimised τ which is uniform over all tidal cycles considered). Instead of using an exhaustive approach [29], we applied the L-BFGS-B algorithm for Eq. (10) for τ subject to τ_l ≤ τ ≤ τ_u for each lagoon and a simulation time t spanning an entire year of operation. For the Swansea lagoon 16 turbines are assumed, while in the case of the Cardiff Lagoon an additional variable to be determined is the number of 30 MW turbines (60 ≤ N ≤ 100), considering that the installed capacity has been suggested to be in the range of 1.8 – 3.0 GW. Simulations consider two operation strategies: Two-Way generation (TW) and Two-Way generation with Pumping (TWP). The 0-D models were forced using tidal elevation signals reconstructed from eight tide constituents drawn from the Bristol Channel model (Table 5) over an annual period commencing from 6/5/2003 onwards. The outputs of this optimisation deliver uniform control parameters over the entire annual period and are presented in Table 6.

As a second stage to converge towards improved control of the power plants in time, the uniform values from Table 6 are now used as an initial guess for τ_i (where i indexes every tidal cycle) in the operation control optimisation performed for every tidal cycle as per Eq. (11). Each τ_i is in turn optimised using the 0-D model commencing from the final H and m from the previous cycle. In this manner, the strategy acknowledges the history of the operation, while L-BFGS-B aims to operate the plant efficiently based on the current cycle’s operation goal; in this case maximising the energy output. The 0-D predictions according to the tide constituents of Table 5 suggest significant opportunities through an adaptive operation. The uniform operation parameters in TW (Table 6) correspond to an annual energy output for the Swansea Bay and Cardiff Lagoons of 0.43 and 3.92 TW h respectively. The addition of pumping (TWP) results in superior energy yields: 0.55 and 4.45 TW h; a respective ≈ 28% and 13.5% improvement compared to TW. Further to this, the optimised control of each individual cycle results in yields of 0.58 and 5.01 TW h
consideration coupling and feedback with the hydrodynamics. Initially, we consider a uniform operation based on the parameters of Table 6 to simulate scenarios \( T_W^0 \) and \( TW_P^0 \) over the same three month interval considered previously for the Bristol Channel model in 2-D. A harmonic analysis of the updated tide constituents demonstrates non-trivial deviations from the original Bristol Channel model (BCM) as summarised in Table 7. The differences are attributed to the impact of the schemes on the tidal dynamics and mainly the interaction of the Cardiff Lagoon with the tidal resonance within the Severn Estuary (Fig. 2). We observe that not only the presence of the structure, but to a lesser extent even the operation control has an influence on tidal dynamics as seen by the deviation among the 2-D \( T_W^0 \) and 2-D \( TW_P^0 \) values. This can be observed by the differences in the constituent changes predicted for \( T_W^0 \) and \( TW_P^0 \) which are relatively small (as it can be seen from Table 7). The changes in tidal amplitude and phase can be fed back into the 0-D optimisation. As described above, \( T_W^0 \) and \( TW_P^0 \) correspond to the outputs from the optimisation using tidal signals from the ambient Bristol Channel model and assuming uniform parameters in time. \( T_W^1 \) and \( TW_P^1 \) are used to signify the outputs from the optimisation where control parameters are allowed to vary with each tidal cycle, but still using the tidal signal from the ambient Bristol Channel model. \( T_W^0 \) and \( TW_P^0 \) signify the outputs from the adaptive optimisation which makes use of the outputs from the Bristol Channel model including lagoons operating under the \( T_W^1 \) and \( TW_P^1 \) parameters. This process could be repeated, although only one iteration is considered here.

3.4. Tidal range energy assessment of adaptive control strategies

Consistent with the power predictions from the 0-D model runs, the control optimisation produces interesting trends within the hydrodynamics simulations and demonstrates that a uniform regulation of the hydraulic structures is not necessarily ideal. We can observe the water elevations either side of the hydraulic structure sections in Fig. 5(a,c) for the two lagoons over a neap to spring tide transition. \( T_W^0 \) and \( TW_P^0 \) impose the same control on the tidal dynamics as seen by the deviations from the original tide constituents predicted for \( TW_P^0 \) which are relatively small (as it can be seen from Table 7).

The tidal range is perceived as a primary factor that dictates the energy levels harnessed as illustrated by the potential energy levels harvested as illustrated by the potential energy

Table 4

<table>
<thead>
<tr>
<th>Location</th>
<th>( M_2 ) ( \alpha ) (m)</th>
<th>( S_2 ) ( \alpha ) (m)</th>
<th>( N_2 ) ( \alpha ) (m)</th>
<th>( M_4 ) ( \alpha ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td>Model</td>
<td>Data</td>
<td>Model</td>
</tr>
<tr>
<td>Mumbles</td>
<td>3.116</td>
<td>3.18</td>
<td>1.106</td>
<td>1.12</td>
</tr>
<tr>
<td>Ilfracombe</td>
<td>3.043</td>
<td>3.00</td>
<td>1.112</td>
<td>1.05</td>
</tr>
<tr>
<td>Hinkley-Point</td>
<td>3.909</td>
<td>4.03</td>
<td>1.397</td>
<td>1.38</td>
</tr>
<tr>
<td>Newport</td>
<td>4.134</td>
<td>4.24</td>
<td>1.469</td>
<td>1.40</td>
</tr>
<tr>
<td>Avonmouth</td>
<td>4.262</td>
<td>4.22</td>
<td>1.497</td>
<td>1.45</td>
</tr>
<tr>
<td>Location</td>
<td>( M_2 ) ( \phi ) (°)</td>
<td>( S_2 ) ( \phi ) (°)</td>
<td>( N_2 ) ( \phi ) (°)</td>
<td>( M_4 ) ( \phi ) (°)</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Model</td>
<td>Data</td>
<td>Model</td>
</tr>
<tr>
<td>Mumbles</td>
<td>172.5°</td>
<td>169.6°</td>
<td>220.3°</td>
<td>217.9°</td>
</tr>
<tr>
<td>Ilfracombe</td>
<td>161.9°</td>
<td>166.2°</td>
<td>208.7°</td>
<td>214.0°</td>
</tr>
<tr>
<td>Hinkley-Point</td>
<td>182.6°</td>
<td>183.3°</td>
<td>236.4°</td>
<td>236.4°</td>
</tr>
<tr>
<td>Newport</td>
<td>195.0°</td>
<td>194.5°</td>
<td>252.7°</td>
<td>251.0°</td>
</tr>
<tr>
<td>Avonmouth</td>
<td>201.6°</td>
<td>203.9°</td>
<td>261.6°</td>
<td>261.9°</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of 2-D model predictions against tide gauge data for established hydrodynamics in the Severn Estuary and the Bristol Channel.
strategy is preferable at extreme low tides with bi-directional pumping becoming efficient as the tidal range gradually grows towards spring tides. A comparison of the energy gains/losses for the adaptive control strategy are reported for brevity.

The inclusion of pumping increases these to \( \approx 46\% \) in both cases. The bottom two rows of Fig. 7 examine how the adaptive optimisation affects the energy output in each cycle. For the optimised two-way operation outputs, the energy is compared relative to the \( TW_0 \) case. The optimisation leads to energy gains when assessed with respect to 2-D simulations, although there are differences between the 0-D and 2-D
estimates of these gains. For 0-D Swansea and Cardiff predictions 57% and 54% of the potential energy is extracted respectively, whereas 2-D predictions yield energy gains of 56% and 50%. Even though the optimisation delivers notable improvement to the overall performance of the plant at neap and spring tides, there are some marginal losses during intermediate tides. The losses relative to a uniform operation are attributed to the effect of the optimised preceding cycles on the starting conditions of subsequent ones, which can compromise the capability of the plant to harness more of the cycle’s available energy.

Table 8 summarises the cumulative energy estimates from 2-D simulations with different operation scenarios. For two-way operation, TW₂ results are omitted for clarity as they effectively coincide with TW₁.

Fig. 5. Predictions from the 2-D Thetis simulations of water elevations upstream/ downstream and power predicted for the different operation strategies of the Swansea Bay and Cardiff Lagoons. For two-way operation, TW₂ results are omitted for clarity as they effectively coincide with TW₁.
Swansea Bay and Cardiff lagoons respectively. In the case of pumping, the improvement is ≈ 10.5% and ≈ 5.8%. In both operation strategies the optimisation has a greater influence on the smaller lagoon, though considering the investment associated with these projects any improvement can have a meaningful impact on the feasibility of the schemes. The consideration of both pumping and adaptive operation in time (i.e. comparing TWP, with TW) results in enhanced efficiencies of 39.8% and 23.0% for the Swansea Bay and Cardiff Lagoons respectively compared to the conventional two-way operation. The optimisation using the 0-D model yields noticeable energy gains when estimated using the 2-D simulations, providing confidence in the validity of these results. As expected, the agreement is slightly worse for the larger lagoon which is consistent with observations [27] suggesting that for large schemes 0-D results over-predict energy outputs compared to 2-D models. This indicates that while 0-D optimisation is very valuable, future work should seek to fully couple it with respect to 2-D (and potentially even 3-D) hydrodynamics.

3.5. Methodology capabilities & applications

A method to assess and optimise future tidal power plant installations has been developed which exploits adaptive plant operation. Compared to earlier approaches (e.g. [6,14]) we present extensions that consider a set of tunable parameters that arise during each tidal cycle, thus rendering a more flexible operation scheduling; this enables switching between ebb-only, flood-only and two-way strategies with or without pumping, while taking into consideration the capabilities of the installed turbines and sluice gates. These refinements reflect the potential of new turbine technologies to yield superior pumping efficiencies [26]. Taking into account the tidal range variability in time (Fig. 4), it has been demonstrated how adaptive operation strategies can deliver superior energy outputs (Table 8) that can make a difference in the competitiveness of marine energy proposals. This would be in the form of facilitating energy gains with no additional investment, thus lowering the potentially high subsidies associated with pilot and small-scale schemes.

The energy maximisation optimisation framework can be readily extended to consider further important factors such as matching energy demand or environmental impact mitigation strategies over the lifetime of prospective tidal energy designs by altering the objective function in Eq. (11). Developers and engineers can also replace the study’s turbine parametrisation with specifications of their proposed technology to optimise their design’s operation. In turn, given the necessary input to force the hydrodynamics models and predict the necessary water level time series, the 0-D model can easily converge to the main design parameters (as in Section 3.2) and inform 2-D simulations that also account for hydrodynamic impacts. Feeding the resultant scheduling parameters to coastal models demonstrates the importance of fully coupling optimisation with the hydrodynamics as larger schemes are considered. In particular, hydrodynamic simulations in previous studies only spanned from a few tidal cycles [41,24,42] to as long as a single lunar month [27], rather than testing the designs over extended periods as in the three lunar month period considered here. Scaling the 2-D energy output according to year-long 0-D simulations as in Table 8 produces annual predictions that account for the variability of the tides over the entire annual period. In this manner, the methodology described can be re-applied to optimise other prospective tidal power plant designs.

4. Conclusions

This paper has presented a methodology for the optimisation of tidal range power plant operation. Initially, we acknowledge the variability of the tides and demonstrate how a plant’s operation can be controlled to deliver partial flexibility in the timing of its power generation. This paves the way towards an optimisation problem where control parameters need to be determined over time to meet the objectives of the operation. We propose a methodology employing gradient-based optimisation coupled with a generalised 0-D power plant operation model to determine operation parameters yielding improved performance for each tidal cycle. Subsequently, the control parameter values for each cycle can be used within more computationally intensive hydrodynamic models that have the capability to simulate the operation of tidal lagoons and barrages while also accounting for the hydrodynamic
The study considers the simultaneous operation of two prospective tidal lagoons for the Bristol Channel and the Severn Estuary, UK. These are the Swansea Bay and the Cardiff Tidal Lagoons proposed by Tidal Lagoon Power Ltd. The optimisation results correspond to noticeable improvements in the tidal plants’ performance, even though it is clear that fully coupling the hydrodynamics within the optimisation could deliver further benefits. This was demonstrated by consecutively applying the optimisation strategy on tidal signals that were altered by the presence of the lagoons. Overall, scenarios where operation is optimised per cycle and pumping included lead to a 20–40% improvement in comparison with a conventional two-way uniform operation for the considered case studies.

Looking ahead and with more projects proposed in the near future, there is an incentive to refine the methodology presented here to be efficiently linked with hydrodynamic models and thus thoroughly acknowledge the hydrodynamic response caused by the presence of marine infrastructure. Moreover, the objective function considered here
was simple but in due course can be extended to acknowledge transient demand and/or environmental impacts in order to maximise the societal benefit of the schemes while ensuring a sustainable integration of marine energy infrastructure in coastal waters. Finally, subsequent work should focus on efficiently optimising the operation in a manner that acknowledges the potential implications of current control parameters on the plant performance during subsequent tidal cycles.
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